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**Introduction**

The early stages of new product development, the so-called fuzzy front end (FFE) –(Smith & Reinertsen, 1991; Koen, Ajamian, & Boyce, 2002) encompass planning and evaluation activities that cumulate in the Go-/No-Go decision to either abandon a product idea or to accept it and start product development. Research suggests that improving decision-making in the screening phase can significantly increase project success rates (van Riel, Semeijn, Hammedi, & Henseler, 2011). To support project screening in the FFE, the literature proposes methods that are grounded in rational decision theory, such as scoring models (Montoya-Weiss & O'Driscoll, 2000) and analytical hierarchy process (AHP) (Calantone, diBenedetto, & Schmidt, 1999). In practice, however, most decisions are made ad-hoc and based on managerial knowledge and previous experiences, rather than on analytical approaches (van Riel et al., 2011) because managers are not familiar with more sophisticated processes, find them computationally too demanding (Lockett, 1986), or do not have access to the type of input data that is required for advanced decision models (Sauter, 1999; Smith, 2003). Moreover, analytical decision approaches may be too static to be practical in dynamic environments that require that decision criteria are frequently adjusted to the changing realities of each project under scrutiny (Hammeli, van Riel, & Sasovova, 2011). As a result, heuristics are used to determine if an idea finds a sponsor who is willing to take at least some minimal action, such as performing simple experiments, getting some early user input, and — most importantly — communicating and advocating the idea so that it becomes part of the company’s idea pool (Cooper, 1985; Alam, 2003). Sponsors thus act as a “filtering mechanism” (Daellenbach, McCarthy, & Schoenecker, 1999). The process is highly selective: by some estimates, it takes as much as 3000 raw ideas to have 300 ideas in the front-end idea pool (Stevens & Burley, 1997). And of the 300 ideas that make it into the idea pool, approx. 50% are abandoned before any analytical project selection methods, such as a business analysis, are being employed (own calculation, based on (Griffin, 1997)).

The reliance on managerial heuristics is recognized as a source of systematic decision errors (Anderson, 2000; Garvin & Roberto, 2001) and has been linked to poor FFE outcomes (Cooper, 1997). However, managerial heuristics also provide a quick and inexpensive way to clear the product evaluation system of unwanted ideas before they eat up resources for front-end evaluation (Crawford & di Benedetto, 2007; van Riel et al., 2011). Furthermore early decision errors are assumed to have no severe consequences: if a good idea is wrongly rejected through managerial judgement, there are always other good ideas that can come in its place (Reinertsen, 1999). Also, if a bad idea is wrongly accepted, it does not cost much to mature it a little further and correct the mistake at a later decision gate that is based on more analytical approaches (Reinertsen, 1999). Heuristics are consequently accepted as an inferior, but nevertheless useful decision approach, as long as it limited to routine decision or very early screening decisions that can be revised later, and as long as decision-makers strive to reduce their biases by making team, rather than individual decisions, by keeping records, and by providing sufficient background data (Crawford & di Benedetto, 2007). However, for important and complex problems, with multiple and possibly conflicting objectives and high levels of
uncertainty rational decision models are generally recommended (Klein, 2009). Accordingly, the use of non analytical factors and personal judgment in project selection has been widely criticized (Murphy & Kumar, 1997; Cooper, 1999).

Recent research in psychology challenges this view: based on Simon’s concept of “satisficing” (Simon & Newell, 1958) it has re-discovered heuristic decision making, and particularly so-called “Fast and Frugal” (F&F) heuristics, as a means to reach “good enough” decisions in complex situations that are characterized by multiple decision criteria, high uncertainty and time pressure (Gigerenzer & Goldstein, 1996). F&F heuristics are heuristics that consist of three elements: a search rule that looks up factors in order of importance, a stopping rule that stops the search if a factor is found that allows to discern alternatives, and a decision rule that classifies the object under review according to this factor (Gigerenzer, 2007). F&F heuristics provide one (but not the only) explanation for intuitive judgments. Intuitive judgements occur quickly, are made consciously, and are strong enough to act upon, but occur without full awareness of the underlying reasons (Gigerenzer, 2007). Rather than perceiving heuristics as a poor decision approach that should be limited to simple problems and to situations in which poor decisions can be revised later on, research on F&F heuristics sees them as a potentially superior decision strategy (Klein, 2003; Gigerenzer, 2007). This view has influenced the popular business literature and has led to bestselling books on the value of managerial intuition (Gladwell, 2005; Gigerenzer, 2007). However, to date, little is known about the product screening heuristics managers use, let alone the quality of heuristics-based project selection decisions. This paper contributes to the understanding of the efficacy of decision heuristics in project screening through a decision experiment that is based on an illustrative data set we develop product screening specific models of three well known generic fast and frugal (F&F) heuristics, namely, Take-the-Best (TTB), Tallying, and Elimination-by-Aspect (EBA) and discuss their respective ability to correctly select good product ideas and reject bad ones. We furthermore compare their performance against the performance of variations of a regression model because regression models are frequently used as a model for compensatory judgment behaviour (Dhami & Harries, 2001) and prescribed as the optimal way to integrate information for the purpose of estimation and forecasts (Gigerenzer & Goldstein, 1996).

This research explores the performance of F&F heuristics in FFE screening and faces three challenges: First, F&F decision making has been predominantly investigated for less complex decision problems that have lower stakes than project screening, such size estimates for cities (Gigerenzer, 2007). As a consequence, models of project-screening specific F&F heuristics have to be generated for the first time. Second, current research on F&F heuristics is still investigating, which fast and frugal strategies decision-makers truly employ in a non-laboratory setting. It is therefore unknown if the F&F models identified in this paper appropriately describe judgment behaviour in the fuzzy front-end, particularly since heuristics are known to differ between individual decision makers (Bröder, 2000; Newell, Weston, & Shanks, 2003). The research therefore focuses on the commonly recognized, generic F&F heuristics that are at the core of individualized heuristics. Future field studies will have to investigate, how decision-makers’ personal heuristics differ from the generic F&F heuristics. Third, this research uses an illustrative data set of front-end projects and screening criteria because real world data on very early screening decisions, particularly about rejected
projects does not exist in the field. The research therefore cannot identify the F&F heuristic that *generally* best predicts project success. Instead, it explores the decision outcomes of alternative decision approaches by using the identical data set for all alternatives.

Our investigation starts with a brief review of the literature on heuristic and F&F decision making in Section 2. Section 3 describes the elements of our research approach: the generation of an illustrative data set of 52 projects that is used for project screening (3.1); a regression analysis based on the illustrative dataset that is used for project screening by forecasting future product success (3.2), and the modelling of three F&F heuristics for project selection, that are project-screening specific adaptations of more general F&F models described in the literature (3.3). Section 4 applies the three F&F models and the regression model and two of its variants to the data set of 52 projects and discusses the different models’ ability to correctly discern successful and unsuccessful projects. The results and their implications are discussed in Section 5.

**Background**

**2.1 Simple Heuristics**

Heuristics are simple strategies or rules of thumb for solving certain kinds of problems (March, 1994). They follow a logic different than consequence logic to minimize the amount of mental effort invested in making a decision (March, 1994; Rieskamp & Hoffrage, 1999; Fasolo, McClelland, & Todd, 2007; Gigerenzer, 2007; Glöckner & Betsch, 2008), and cannot guarantee optimal solutions (Perkins & Salmon, 1989). Heuristics are part of a decision maker’s acquired repertoire of cognitive strategies for solving judgment problems (Reimer & Rieskamp, 2007). They trade off the effort involved in making a choice against the accuracy of that choice (Payne, Bettman, & Johnson, 1993; Eisenhardt & Sull, 2001): instead of taking all available information into consideration, they focus on only one or very few cues that suffice to discern decision alternatives in a particular situation. They are, therefore, characterized as ecologically rational (Goldstein & Gigerenzer, 2002) to contrast them against the concept of rationality as optimization.

Research on fast and frugal heuristics frequently attempts to uncover and model the structure of human heuristics to understand the nature of the internal, only partially conscious decision processes people employ in real-world decision situations. Studies often include a pre-defined set of heuristics, and assess which of these heuristics is the best predictor of subject’s actual choices (Bröder, 2000; Dhami & Harries, 2001; Scheibehenne, Miesler, & Todd, 2007; Snook, Dhami, & Kavanagh, 2010). For example, for food decisions, simple lexicographic heuristic that only consider each participant’s most important factors appear to be as good at predicting participants’ food choices as a weighted additive model that takes all factors into account (Scheibehenne et al., 2007). Similarly, a non-compensatory matching heuristic that searches for only one or very few
cues describes doctors' decision to prescribe or not prescribe medication equally well as a regression model (Dhami & Ayton, 2001). Furthermore, English magistrates' decisions on bailing are better described and predicted by a fast and frugal model characterized by non-compensatory cue use, than by either of two compensatory integration models (Dhami & Harries, 2001). However, studies also find considerable individual (Bröder, 2000; Newell et al., 2003) and age (Besedes, Deck, Sarangi, & Shor, 2009) differences in the extent to which people use these heuristics.

A second and related stream of heuristics research demonstrates and advocates for the adequacy of heuristics as a shortcut decision rule that can approximate "rational" decision-making: Andersson’s research (Andersson, Ekman, & Edman, 2003) shows that naïve respondents who employ a simple recognition heuristic and predict the outcome of the 2002 Soccer World Cup based on the assumptions that teams that they have heard about will win, outperform experts who review and weigh detailed information about the teams. Astebro and Elhedhli (Astebro & Elhedhli, 2006) investigate the decision behaviour of a panel of experts that predicts the success of entrepreneurial start-ups and model the experts’ decision approach as a simple conjunctive heuristic that ignores some cues and weights all other cues the same. This simple heuristic outperforms a statistically derived decision rule with optimal weights. Similarly, Perry (2008) investigates the performance of an early warning system for conflicts in Sub-Saharan Africa that draws on only three, instead of the commonly used dozens of indicators and nevertheless correctly predicts all occurring conflicts (though it wrongly predicts some conflicts that did not occur). Gigerenzer and others embark on a research program to investigate the structure and efficacy of various heuristics that they characterize as “fast and frugal”, such as a recognition heuristics (Goldstein & Gigerenzer, 2002), “Take The Best”, “Tallying” (Goldstein & Gigerenzer, 2002; Gigerenzer, Czerlinski, & Martignon, 2003), and Elimination by Aspect (Payne, James R. Bettman, & Johnson, 1988; Berretty, Todd, & Blythe, 1997; Laurent, 2006). Their research demonstrates that F&F heuristic frequently outperform other, more complex inference procedures, such as multiple regression in speed and sometimes in accuracy because “a complex strategy can fail because it explains too much in hindsight. Only part of information is valuable for future, and the art of intuition is to focus on that part and ignore the rest. A simple rule that relies only on the best clue has a good chance of hitting on that useful piece of information.” (Gigerenzer, 2007 p. 58).

2.2 Heuristics for the Fuzzy Front End of New Product Development

The fuzzy front-end stages of product development encompass planning activities, including opportunity recognition, product concept generation and screening, and business case development that take place before a product development project is launched (Nobelius & Trygg, 2002). They are characterized by high levels of uncertainty; information is typically incomplete, not accessible, and sometimes inconsistent. Furthermore, decisions usually have to be made under time constraints with little prior research (Cooper & Kleinschmidt, 1986; 1993; Cooper, 1999). Consequently, managers heavily rely on their personal judgment in order to decide which project ideas to fund and to subsequently move to development and which ones to abandon (Cooper & Kleinschmidt, 1986; Murphy & Kumar, 1997; Burke & Miller, 1999; Anderson, 2000; Khatri & Alvin, 2000; Koen et al.,
Their decision approaches are based on single or very few decision criteria and are consequently largely at odds with the detailed catalogues of decision criteria for new project selection that are proposed in the literature (Cooper, 1985; Calantone et al., 1999; Lin & Chen, 2004; Chin, Xu, Yang, & Lam, 2008). These catalogues contain up to 45 (Cooper, 1985) different criteria for project selection in the areas of strategic alignment, market attractiveness, resource constraints, and technical feasibility (Jetter, 2005) and even short catalogues still list 13 criteria (Calantone et al., 1999). In this paper, we are investigating how decisions based on a single or very few criteria perform in comparison to decisions that follow the recommendation to take many criteria into account. Since it is currently unknown which heuristics managers use to select or reject new product development projects, we adapt three well-documented and frequently used F&F decision heuristics to a project selection problem, namely, Take-the-Best, Tallying, and Elimination-by-Aspect.

Research Design

3.1 Evaluation criteria and data set

This research aims to assess and compare the performance and biases of F&F project screening heuristics and regression models by applying each screening approach to the same data set of unscreened, early-stage product ideas. In real-world settings, such a data set does not exist because project ideas reach decision-makers in an ad-hoc, unplanned fashion, are undocumented and are only communicated across the organization if the first screen is favourable (Stevens & Burley, 1997). Earlier research on screening behaviour and decision support therefore uses a small set of simulated new product project descriptions (Calantone et al., 1999) or real-world cases of mature entrepreneurial start-up, rather than product ideas (Astebro & Elhedhli, 2006). To overcome the lack of data, we generate an illustrative data set of project ideas that is based on empirical research on screening criteria and criteria for product development success.

As discussed above, prior researches on decision criteria for screening new products (Cooper, 1985; Calantone et al., 1999; Lin & Chen, 2004; Chin et al., 2008) identify a wide range of different criteria. However, some criteria are consistently mentioned and commonly agreed upon, namely financial criteria (profitability of the project, risks, payback period), superiority of the planned product, market criteria (market attractiveness, competitive situation), and feasibility considerations. Accordingly, van Riel et al. conclude that new product ideas are usually evaluated for feasibility, risk and market potential under high levels of uncertainty (van Riel et al., 2011). Based on these findings, we have identified seven criteria that are commonly used to forecast project outcome in product screening. For example, project with high risk, long payback periods, or poor product superiority are expected to fail and are rejected, whereas projects that do well in all or almost all criteria are expected to succeed and will be funded. The seven evaluation criteria do not carry the same weight: for example, when screening the R&D ideas of technology entrepreneurs, (Astebro, 2004) found that expected profitability, development risk, function help explain the decision to
commercialize a product idea or reject it much more so than other criteria. At the FFE, quantitative data for each criterion is typically not available as criteria are evaluated based on a relatively vague product concept (Hammedi et al., 2011); therefore, projects in our illustrative dataset will be evaluated using linguistic variables (Lin & Chen, 2004) with four evaluation levels: “Very Good” when a project has a high probability to perform well with regard to the criterion; “Good” when a project is evaluated to satisfy the criterion; “Neutral” when the project is expected to neither support nor be detrimental to the criterion and “Poor” if the evaluation of the project does not satisfy this criterion. Table 1 provides the criteria that will be used, along with explanations of the linguistic variables. Note that we do not differentiate between “poor” and “very poor” performance because we expect decision makers to require less granularity for bad outcomes than for good outcomes; e.g. they are unlikely to differentiate between a financial loss and a large financial loss.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Explanation</th>
<th>Evaluation</th>
<th>Verbal Value</th>
</tr>
</thead>
</table>
| Profitability       | Is the project expected to be profitable?                                   | • High profit expected  
• Good profit expected  
• Profit hard to predict  
• Financial loss expected | • Very good  
• Good  
• Neutral  
• Poor |
| Risk                | How much uncertainty exists in bringing the project to the market?          | • Low risk  
• Medium risk  
• Unknown  
• High risk | • Very good  
• Good  
• Neutral  
• Poor |
| Product Superiority | Does the product provide a unique advantage to the customer?                | • New product function / value dimension  
• Better performance on existing value dimension  
• New design, same performance  
• No differentiation | • Very good  
• Good  
• Neutral  
• Poor |
| Project Feasibility | Does the project fit available resources?                                  | • Have resources and experience  
• Easy to get the needed resources or experience.  
• Have some of the resources and experience  
• Do not have enough resources and experience | • Very good  
• Good  
• Neutral  
• Poor |
| Market Attractiveness | Is the market sufficiently large and will it grow further?                  | • Large/growing  
• Medium/stable  
• Small/unpredictable  
• Shrinking | • Very good  
• Good  
• Neutral  
• Poor |
| Payback Period      | How long will it take to get the investment back?                          | • Very Short period  
• Reasonably short period  
• Still acceptable or unknown  
• Long | • Very good  
• Good  
• Neutral  
• Poor |
Competitive Situation

How strong are current and future competitors?

- No competitors (monopoly position through IP)
- Some competitors, but hard to imitate.
- Will have to compete with others.
- Zero protection and already strong competitors

<table>
<thead>
<tr>
<th>Competitive Situation</th>
<th>How strong are current and future competitors?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• No competitors (monopoly position through IP)</td>
</tr>
<tr>
<td></td>
<td>• Some competitors, but hard to imitate.</td>
</tr>
<tr>
<td></td>
<td>• Will have to compete with others.</td>
</tr>
<tr>
<td></td>
<td>• Zero protection and already strong competitors</td>
</tr>
</tbody>
</table>

To generate the illustrative data set, we create 52 projects and describe them with regard to the seven main criteria and the expected final project performance (Success or 1, Failure or 0). To model incomplete information, some criteria values are left blank. Table 2 shows example from the dataset; the complete set is included in the appendix. The dataset contains 60% failed (31 projects) and 40% successful (21 projects) because this is the mix of successful and unsuccessful projects that are screened in the front-end as reported by (Barczak, Griffin, & Kahn, 2009). Project outcomes were assigned according to plausibility considerations, given the characteristics of the project: for example, project #52 in table 2 has most characteristics of a potentially successful project and was therefore labelled a success. With the project information available, projects 30 and 32 seem equally likely to result in a success than in a failure. In these cases, a project outcome was chosen randomly. This approach to data generation naturally has limitations and may result in a dataset that is different from what project screeners encounter in the real-world. Due to lack of real-world data, we do not know if and how our data set is biased. However, in this research we do not intend to identify the method that generally best predicts project success, but explore the decision outcomes of alternative decision approaches by using the identical data set for all alternatives. Any bias thus equally applies to all screening methods.

**TABLE 2: EXAMPLE OF DATA SET: Projects 30-32 and 52**

<table>
<thead>
<tr>
<th></th>
<th>Profitability</th>
<th>Risk</th>
<th>Superiority</th>
<th>Technical Feasibility</th>
<th>Market</th>
<th>Payback</th>
<th>Competition</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>P#30</td>
<td>Good</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Poor</td>
<td></td>
<td>Neutral</td>
<td>Failure</td>
</tr>
<tr>
<td>P#31</td>
<td>Poor</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Success</td>
</tr>
<tr>
<td>P#32</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Success</td>
</tr>
<tr>
<td>P#52</td>
<td>Good</td>
<td>Good</td>
<td>Neutral</td>
<td>Good</td>
<td>Very Good</td>
<td>Poor</td>
<td>Neutral</td>
<td>Success</td>
</tr>
</tbody>
</table>

### 3.2 Regression Modelling

Regression models are statistical models, widely used for predicting and forecasting, and for understanding which among the independent variables are related to the dependent variable (Sykes, 1993; Field, 2005; Freedman, 2005). They are frequently used as a descriptive model of human judgment (Dhami & Harries, 2001) and are prescribed as an optimal approach to integrating information (Gigerenzer & Goldstein, 1996). Studies have furthermore compared the fit of F&F models with that of regression models on human judgment data (Rieskamp & Hoffrage, 1999; Slegers, Brake, & Doherty, 2000; Dhami & Harries, 2001) and simulated judgment data (Gigerenzer & Goldstein, 1996; Rieskamp & Hoffrage, 1999). Multiple logistic regressions is a technique that allows additional factors to enter the analysis separately so the effect of each factor can be estimated, when the
outcome variable has a categorical (usually binary) value (Taylor, 2009). In this study, since we have several explanatory (predictor) variables (the criteria), with a binary response (project success or failure), we use the multiple logistic regression technique which is given as:

$$\pi(x_1, ... x_p) = P(Y = 1 : X1 = x1; ... ; Xp = xp)$$

Where, $y$ is Bernoulli with a probability that depends on covariates $f(X1....Xp)$ (Field, 2005; Taylor, 2009). The logistic regression model uses the following equation:

$$P(y) = \frac{1}{1 + e^{-z}}$$

In which:

- $P(y)$ is the probability of $Y$ occurring
- $e$ is the base of natural logarithms
- $z = b_0 + b_1x_1 + b_2x_2 + ... + b_px_p$
- $b_0$ = a constant.
- $x_i$ = a criterion (predictor)
- $b_i$ = coefficient or weight attached to a predictor.

The result of the equation is a probability value represented by a number between 0 and 1. If the probability is closer to 0, it means (y) (project success in our case) is very unlikely to occur, and if it is closer to 1, it means (y) (project success in our case) is more likely to occur.

The object of multiple logistic regressions is to discover what combinations of explanatory variables provide the best fit for the observed proportions. Since some means for determining the significance of the estimates of the model parameters, and a means for assessing the fit, or lack of fit, of the logistic model are needed, correlations that may exist between explanatory variables will be studied (Cook, Dixon, Duckworth, Kaiser, Koehle, Meeke, & Stephenson, 2001). The coefficients' values are estimated by fitting the model depending on the variable predictor to observed data (Field, 2005). Logistic regression ‘inference is often based on the deviance which is twice the log-likelihood ratio (Cook et al., 2001). The large value of the deviance (log-likelihood statistic) indicates a poor fit of the statistical model (Field, 2005).

This logistic regression model uses the seven most important criteria as the independent variables, and the response (predicting project success or failure) as the dependent variable. Criteria were entered simultaneously into the regression
equation. The logistic regression analysis indicates the predicted probability of a project’s success. The logistic regression model equation for predicting project performance based on the illustrative data set has the following values:

\[ p(y) = \frac{1}{1 + e^{-z}} \]

where

\[ z = -9.24 + 2.5(\text{profit}) + .599(\text{risk}) + .616(\text{sup}) + .805(\text{tech}) -1.57(\text{mkt}) - .663(\text{paybk}) + .14(\text{protect}) \]

This model classified 27 failed projects correctly, and misclassified four failed projects. In addition, it classified 15 successful projects correctly and misclassified 6 projects. It thus can predict project failure correctly 87.09% of the time, project success correctly 71.4% of the time, and overall, correctly classifies 80.7% of the projects, as summarized in Table 3. Table 4 reports the chi-square statistics as 57.09, which is significant at \( p < .0001 \), followed by the model summary.

### Table 3: Classification Table of Logistic Regression Model Using 7 Criteria

<table>
<thead>
<tr>
<th>Predicted Project Performance</th>
<th>Observed Project Performance</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure</td>
<td>27</td>
<td>87.09</td>
</tr>
<tr>
<td>Success</td>
<td>6</td>
<td>71.4</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td></td>
<td>80.7</td>
</tr>
</tbody>
</table>

### Table 4: Chi-Square and Model Summary for Logistic Regression Model Using All Variables

<table>
<thead>
<tr>
<th>Omnibus Tests of Model Coefficients</th>
<th>Chi-square</th>
<th>Df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 Step</td>
<td>57.094</td>
<td>7</td>
<td>.000</td>
</tr>
<tr>
<td>Step 1 Block</td>
<td>57.094</td>
<td>7</td>
<td>.000</td>
</tr>
<tr>
<td>Step 1 Model</td>
<td>57.094</td>
<td>7</td>
<td>.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model Summary</th>
<th>-2 Log likelihood</th>
<th>Cox &amp; Snell R Square</th>
<th>Nagelkerke R Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>85.685*</td>
<td>426</td>
<td>.567</td>
</tr>
</tbody>
</table>

*Estimation terminated at iteration number 6 because parameter estimates changed by less than .001

### 3.3 Modelling simple heuristics

**First proposed model: Take-the-Best**

A useful Take-the-Best (TTB) model for project screening has to evaluate projects individually, rather than through comparison with other projects, because very early stage project ideas typically reach decision-makers one-by-one. Furthermore, a selection model that evaluates project performance relative to other projects runs the risk of choosing the best of bad projects.
rather than rejecting all of them. Building on the concepts used in earlier research (Gigerenzer & Goldstein, 1996) we modelled a “Take-the-Best” model for new product screening that forecast the success of each project individually by focusing on the first criterion that discerns between positive and negative project forecasts (see figure 1). It starts by evaluating the most important criterion—in our case project profitability. If it is evaluated as “Very Good” or “Good”, the search for information stops, the project idea is accepted, and the project moves to the next stage of the fuzzy front-end. If the criterion has been evaluated as “Poor”, the search for further information stops as well, but the project idea is rejected. If the criterion has a “neutral” value (neither high nor low profit expectations) or the project profitability is unknown, the model looks at the next criterion – in our case risk – and repeats the prior steps. If, after studying all criteria, most criteria are neutral or unknown, the model cannot make a decision and will recommend to further study the project idea, which results in a temporary rejection of the project. Table 5 shows sample projects and their evaluation, using the TTB model.

![Diagram of the Take-the-Best model](image)

**FIGURE 1: TAKE THE BEST MODEL**

**TABLE 5: EXAMPLES OF PROJECTS #32-34, EVALUATED USING TAKE THE BEST MODEL**

<table>
<thead>
<tr>
<th></th>
<th>Profitability</th>
<th>Risk</th>
<th>Superiority</th>
<th>Feasibility</th>
<th>Market</th>
<th>Payback</th>
<th>Competition</th>
<th>Decision Using TTB</th>
</tr>
</thead>
<tbody>
<tr>
<td>P#32</td>
<td>Good</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Poor</td>
<td></td>
<td>Accept</td>
</tr>
<tr>
<td>P#33</td>
<td>Poor</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td></td>
<td>Reject</td>
</tr>
<tr>
<td>P#34</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Accept</td>
</tr>
</tbody>
</table>

**Second proposed model: Tallying model**

A Tallying model does not evaluate criteria in any particular order, but makes a decision based on a minimum number of criteria \( p \) that indicate a positive project outcome or a maximum number of criteria \( n \) that predict a negative project outcome. Once the minimum or maximum is reached, it stops searching for more information. To keep our proposed model simple, the model will cumulatively assess all seven criteria: \( p=n=7 \). Each “Very good” receives a score of (+2), “Good” a score of (+1), “Poor” a score of (-1) and “Neutral” a score of zero (0). If the total value is positive, then the Tallying model will recommend taking the idea to next stage. If the total value is zero or negative then idea will be rejected. Using the proposed Tallying method, the criteria
will be randomly evaluated and a counter will be used to add two points for each "Very Good" criterion, to add one point for each “Good” criterion, and to subtract one point for each criterion evaluated as "Poor". The counter value will not change for any unknown value or any neutral evaluation. Fig. 2 shows the flowchart for the model, and Table 6 shows the sample projects with evaluation values and decision outcomes.

**FIGURE 2. TALLYING MODEL**

**TABLE 6: EXAMPLE OF PROJECTS 32-34, EVALUATED USING TALLYING MODEL**

<table>
<thead>
<tr>
<th>Project</th>
<th>Profitability</th>
<th>Risk</th>
<th>Superiority</th>
<th>Feasibility</th>
<th>Market</th>
<th>Pay-back</th>
<th>Competition</th>
<th>Counter for Tallying</th>
<th>Decision Using Tallying</th>
</tr>
</thead>
<tbody>
<tr>
<td>P#32</td>
<td>Good</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Poor</td>
<td></td>
<td></td>
<td>0</td>
<td>Reject</td>
</tr>
<tr>
<td>P#33</td>
<td>Poor</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td></td>
<td></td>
<td>-1</td>
<td>Reject</td>
</tr>
<tr>
<td>P#34</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>5</td>
<td>Accept</td>
</tr>
</tbody>
</table>

**Third proposed model: Elimination-by-aspect**

Elimination-by-Aspect (EBA) as a model of probabilistic choice was first proposed by Tversky (Tversky, 1972). He realized that decision makers who face many decision alternatives minimize memory load by focusing on one criterion or a small subset of criteria, for which they determine a cut-off value. The criteria are chosen based on their perceived importance and validity. All alternatives that do not meet the minimum threshold are excluded from further consideration. In a next decision step, the decision makers may subsequently focus on another (slightly less valid and important) criterion or subset of criteria and continue the process until they can reach a decision. Subsequent research (Payne et al., 1988; Berretty et al., 1997) showed that EBA is an efficient heuristics within the adaptive toolbox because it achieves balance between cognitive cost and decision quality.
For the purpose of this research, we design an EBA decision model to screen new project ideas that is based on Tversky's concept: our model tests the four most important criteria (profitability, risk, superiority, and feasibility - in this order) at a time. The threshold for acceptance is that at least two evaluation values are either "good" or "excellence". The threshold for final rejection (project elimination) is that two evaluation values are either "poor" or "unknown" or that all three evaluation values are only "fair". If the evaluation values neither meet the acceptance, nor the elimination threshold the model postpones the decision and seeks more information, which results in a temporary rejection of the project. Fig. 3 shows the flowchart for the model, the criterion values for the three sample projects are described in Table 7.

![Figure 3. EBA MODEL](image)

<table>
<thead>
<tr>
<th></th>
<th>Profitability</th>
<th>Risk</th>
<th>Superiority</th>
<th>Feasibility</th>
<th>Market</th>
<th>Payback</th>
<th>Competition</th>
<th>Decision Using EBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>P#32</td>
<td>Good</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td>Poor</td>
<td></td>
<td></td>
<td>Seek more information</td>
</tr>
<tr>
<td>P#33</td>
<td>Poor</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td></td>
<td></td>
<td>Reject</td>
</tr>
<tr>
<td>P#34</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Poor</td>
<td>Very Good</td>
<td>Reject</td>
</tr>
</tbody>
</table>

**Data Analysis and Discussion**

**4.1 Results for Take-the-Best Model**

The TTB heuristic reaches a decision with little information: it searched through only 1 out of 7 criteria \(K = 1\) in 92% of the cases and through 2 criteria \(K=2\) in 5.77% of the cases in our data set. The maximum number of criteria that were
considered was 3 (k>=3) in 2% of all cases. The heuristic predicted project performance correctly 55.77% of the time. It was much more powerful at predicting project success than failure: while it correctly predicted failure at a rate of just 32.25%, it predicted project success correctly for 90.47% of all projects. A summary of the results is presented in Table 8.

**TABLE 8: STATISTICAL ANALYSIS FOR TTB MODEL PERFORMANCE**

<table>
<thead>
<tr>
<th>Observed Project Performance</th>
<th>Predicted Project Performance</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure</td>
<td>Failure</td>
<td>32.25</td>
</tr>
<tr>
<td>Success</td>
<td>Success</td>
<td>90.47</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td></td>
<td>55.77</td>
</tr>
</tbody>
</table>

Despite mostly using only one criterion, the model identifies successful projects with high accuracy. Its overall performance, however, is only slightly better than flipping a coin. It is therefore not suitable for making final project screening decisions - too many unsuccessful projects would receive funding. However, the projects that are selected by the heuristic have a much greater probability of success than the general pool of projects they come from. Using the simple heuristic can thus help decision makers to quickly identify projects that should be studied further until a subsequent decision gate.

**4.2 Results for Tallying model**

The Tallying model goes through all 7 key criteria, adds the coded value for each criterion to the counter, and checks the final value of the counter. Other than sophisticated multi-criteria decision approaches, it gives all criteria the same weight. It predicts project performance correctly in about 77% of all cases. It is better at recognizing successful projects than unsuccessful ones and correctly predicted 81% of the successes and 74% of the failures. These results are summarized in Table 9.

**TABLE 9: STATISTICAL ANALYSIS FOR TALLYING MODEL PERFORMANCE**

<table>
<thead>
<tr>
<th>Observed Project Performance</th>
<th>Predicted Project Performance</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure</td>
<td>Failure</td>
<td>74.19</td>
</tr>
<tr>
<td>Success</td>
<td>Success</td>
<td>80.95</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td></td>
<td>76.92</td>
</tr>
</tbody>
</table>

**4.3 Results for Elimination by Aspect Model**
The EBA model goes through the top four key criteria, adds the coded value for each criterion to a counter and then checks the final value of the counters to determine if the threshold for elimination or rejection is met. If no threshold value is met, the model temporarily rejects the project and asks for further study of additional criteria. It predicts project performance correctly in about 69% of all cases. It is better at recognizing bad projects than successful ones and correctly predicts 77.4% of the failures and 57.14% of the successes. These results are summarized in Table 10.

<table>
<thead>
<tr>
<th>Observed Project Performance</th>
<th>Predicted Project Performance</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>Success</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4.4 Comparison and Discussion of Simple Heuristics

The logistic regression and the proposed tallying model weight and integrate all available information on the seven project criteria, though in different ways. TTB uses a minimum number of evaluation criteria (less than three criteria) and EBA tests more than half of criteria: four out of seven. A comparison of the performance of all three models and the logistic regression model is presented in Fig.4. The results show that the logistic regression model outperforms the F&F models in overall prediction quality and in the ability to predict project failure. However, with almost 77% correct predictions the Tallying model has an overall performance that is close to the logistic regression (80.7%). Furthermore, both Tallying and TTB are better at correctly identifying good projects than the regression model.
4.5 Comparison and discussion of alternative regression models

Researchers of F&F decision making argue that in some instances, “less is more” and decision may improve when fewer criteria are considered (Rieskamp & Hoffrage, 1999; Fasolo et al., 2007; Albar & Kocaoglu, 2009). To test this idea, we run the regression model using one criterion (to compare the performance with TTB) and with four criteria (to compare the performance with EBA).

**Logistic regression model using a single variable**

Analyzing the project performance related to a single criterion (profitability), we obtain the following logistic regression equation:

$$ P(y) = \frac{1}{1 + e^{-z}} \quad \text{where } z = -4.498 + 1.825(\text{prof}) $$

It correctly predicts a project’s performance 75% of the time as shown in Table 11.

| TABLE 11: PERFORMANCE ANALYSIS OF LOGISTIC REGRESSION MODEL USING SINGLE VARIABLE (PROFITABILITY) |
|---------------------------------------------|---------------------------------------------|
| Observed | Predicted |
| Project performance | Project performance | Failure | Success | Percentage Correct |
| Step 1 | | 23 | 8 | 74.19 |
| | Success | 5 | 16 | 76.1 |
| | Overall percentage | | | 75 |
The log-likelihood statistic for this logistic regression with one variable is larger than it is for the same model with all 7 variables. When all 7 variables were included, -2LL= 85.68; when we have just one variable the -2LL= 110.2. The increase tells us that the model with one variable performs worse than the model with all 7 variables (Table 12).

**TABLE 12: CHI-SQUARE AND MODEL SUMMARY FOR LOGISTIC REGRESSION MODEL USING ONE VARIABLE**

<table>
<thead>
<tr>
<th>Omnibus Tests of Model Coefficients</th>
<th>Chi-square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step</td>
<td>34.634</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td>Block</td>
<td>34.634</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td>Model</td>
<td>34.634</td>
<td>1</td>
<td>.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model Summary</th>
<th>-2 Log likelihood</th>
<th>Cox &amp; Snell R Square</th>
<th>Nagelkerke R Square</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>110.917</td>
<td>.281</td>
<td>.375</td>
<td></td>
</tr>
</tbody>
</table>

a. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001.

However, these results also show that the quality of decisions based on a single criterion is fairly close to that of making the same decision using all criteria: 75% (or 39 correctly identified projects), compared to 80.7% (or 42 projects). Though less is clearly not more in this case, the finding shows that one-criterion decisions do not have to perform as poorly as our TTB heuristic. A TTB heuristic that identifies 75% of all projects correctly may be attainable.

**Logistic regression model using four criteria**

Since our EBA heuristic uses four criteria, we tested the logistic regression model for the same criteria: profitability, risk, superiority, and feasibility of the project (variables coefficient values given in Table 13). With a correct prediction in 82.69% of the cases, the logistic regression model using four variables outperformed the regression models using one variable (75% correct predictions). Furthermore "less is more" in this case - the four criteria model outperformed the model using all the seven variables (80.7% correct predictions) (Table 14), with -2LL= 89.28 and chi-square=53.49, as summarized in Table 15.

**TABLE 13: VARIABLES COEFFICIENT IN THE LOGISTIC REGRESSION EQUATION WITH FOUR VARIABLES**

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>Df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profitability</td>
<td>2.191</td>
<td>.488</td>
<td>20.129</td>
<td>1</td>
<td>.000</td>
<td>8.945</td>
</tr>
<tr>
<td>Risk</td>
<td>.671</td>
<td>.342</td>
<td>3.844</td>
<td>1</td>
<td>.050</td>
<td>1.956</td>
</tr>
<tr>
<td>Superiority</td>
<td>.340</td>
<td>.244</td>
<td>1.945</td>
<td>1</td>
<td>.163</td>
<td>1.405</td>
</tr>
<tr>
<td>Technical Opportunity</td>
<td>.733</td>
<td>.284</td>
<td>6.665</td>
<td>1</td>
<td>.010</td>
<td>2.081</td>
</tr>
<tr>
<td>Constant</td>
<td>-9.140</td>
<td>1.778</td>
<td>26.433</td>
<td>1</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

TABLE 14: PERFORMANCE ANALYSIS OF LOGISTIC REGRESSION MODEL USING 4 VARIABLES

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Failure</td>
<td>27</td>
<td>4</td>
</tr>
<tr>
<td>Success</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>Overall percentage</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 15: CHI-SQUARE AND MODEL SUMMARY FOR LOGISTIC REGRESSION MODEL USING FOUR VARIABLES

<table>
<thead>
<tr>
<th>Omnibus Tests of Model Coefficients</th>
<th>Chi-square</th>
<th>Df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step</td>
<td>53.497</td>
<td>4</td>
<td>.000</td>
</tr>
<tr>
<td>Block</td>
<td>53.497</td>
<td>4</td>
<td>.000</td>
</tr>
<tr>
<td>Model</td>
<td>53.497</td>
<td>4</td>
<td>.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model Summary</th>
<th>-2 Log likelihood</th>
<th>Cox &amp; Snell R Square</th>
<th>Nagelkerke R Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>89.282*</td>
<td>.405</td>
<td>.540</td>
</tr>
</tbody>
</table>

a. Estimation terminated at iteration number 6 because parameter estimates changed by less than .001.

Comparison of Results

The performance of the three proposed F&F models and the three logistic regression models (with 7 variables, 4 variables, and 1 variable) are displayed in Fig.5. This figure shows that the logistic regression model using four criteria has an overall prediction quality that outperforms the same model with more variables, as well as the regression model with only one variable. It also outperforms all F&F models on the total average performance.

The regression models are conservative in their estimates of project success and reject between 28 and 33 projects out of the 52 projects. The F&F models are more permissive in comparison and only reject between 12 and 18 projects. The regression models' high rejection rate leads to the rejection of many good projects and two of the three F&F models (TTB and Tallying) outperform the regression models in this regard. The best F&F model is Tallying, which identifies 81% of the successful and 74% of the unsuccessful projects correctly. Its performance is close to that of the best regression model, which correctly identifies 76% of the successes and 87% of the failures. The best model for predicting project success is the TTB model, which identifies 90% of successful cases, though at the expense of rejecting unsuccessful ones.
Implications, Limitations and Future Research

This study explores the efficacy of F&F models in very early new product screening, when information is scares and decision makers decide quickly and in an ad-hoc manner if they want to invest any resources into pursuing a project idea further. To this end, we adapted well-document F&F strategies, namely TTB, Tallying, and EBA to the context of project screening and modelled each strategy to test its performances on a data set of 52 simulated projects. The results show that, for our illustrative dataset, two of the three F&F strategies (TTB and Tallying) perform well at identifying winning projects and achieve accuracies over 80%. Two of the three F&F strategies (Tallying and EBA) furthermore do a good job at rejecting bad project ideas, achieving accuracies of over 70%. F&F strategies thin out the early front end funnel by reducing the number of projects by almost a third: EBA rejects 16 of 52 projects (30%). Based on these findings, managerial judgment seems to provide a quick and no-cost decision gate that is “good enough” by the requirements laid out in the literature (Reinertsen, 1999; Crawford & di Benedetto, 2007) – it does not seem to systematically discourage good ideas from finding a sponsor, it performs reasonably well at identifying bad projects and it efficiently reduced the resource needs for later stage evaluation. Our findings thus support the dominant view on managerial heuristics in front-end screening: they are not perfect, but in combination with additional, more sophisticated decision approaches, F&F heuristics have a place in an efficient front-end evaluation system (Crawford & di Benedetto, 2007).

F&F heuristics sacrifice precision for simplicity and speed. To quantify this loss of performance, we compared heuristics against one sophisticated forecasting approach that is proposed for project screening (Cooper, 1985), as well as a model for
human decision making (Dhami & Harries, 2001): regression modelling. Since regression models build on objective data and consider all criteria in a compensatory fashion, they can be perceived as a theoretically ideal analytical decision method. In our study, the best regression model with four variables classified 82% of all projects correctly and thus outperformed the F&F models. However, it performed poorer in picking winners than two of the F&F heuristics and its performance was only slightly better than that of the best F&F approach, which classified 77% of all projects correctly. This result could not be improved by feeding the model with more information. On the contrary, the regression model with seven variables performed worse: more information diluted the impact of those decision criteria that had the strongest impact on project success. This less-is-more effect is frequently reported in the literature on decision making (Gladwell, 2005; Albar & Kocaoglu, 2009; Klein, 2009) and has practical implications: to use regression modelling successfully, decision-makers should pre-screen projects and only consider those further that fare similarly with regard to some "make and break" criteria. As a consequence, managerial heuristics should possibly not be regarded as a lower quality substitute for analytical decision methods, but as an enabler.

In many cases, heuristics may furthermore be the only practical approach to front-end screening: regression models may be rejected by decision-makers as obscure mathematical models because they can only be applied with the aid of a computer and require statistical knowledge. Furthermore, companies may lack the data needed to create regression models because they have very limited or no data on the largely unstructured screening activities undertaken in the FFE, no data on the projects that were not selected, and limited information on the project outcomes. And even if relevant historical data exists, regression models are difficult to apply to a new data set because they are based on variations in the criteria and judgments across the data set. Standardized weights are usually calculated by researchers, and application of these weights to a new case requires identification of where that case's criterion values fit in the range of criterion values that were used in the original data set on which the model was formed. In contrast, the three proposed F&F models are flexible, simple to apply under time limitations, and do not require calculations and historical data.

The differences in performance between these models, however, shows that project screening quality is dependent on the specific F&F heuristic decision makers use which may differ largely from decision-maker to decision maker. Practitioners report that some decision makers are particularly successful at selecting good projects (Shapin, 2008). It is possible that these individuals use heuristics that perform as well as or even better than the best regression model, which did not outperform the best F&F heuristic by much. Knowledge of these superior heuristic strategies would not only enable us to explain performance differences between managers, but also to create decision tools that emulate the successful decision behaviour of particularly good decision-makers and make it accessible to less experienced managers. To date, however, the structure of managerial screening heuristics is unknown. F&F decision making has predominantly been investigated for less complex decision problems that have lower stakes than project screening, such size estimates for cities (Gigerenzer, 2007). And even in these contexts, it is currently unclear, which fast and frugal strategies decision-makers truly employ in a non-laboratory setting. We therefore do not
know if the F&P models identified in this paper appropriately describe judgment behaviour in the fuzzy front-end. More research of "real world" front-end screening behaviour is therefore needed. It would help to explain performance differences between decision makers and R&D groups, would enable us to forecast what decisions are likely to be made, and would help us to optimize front-end funnels.
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Appendix

Table A1 contains the illustrative data set used to test the three Fast and Frugal Heuristics: Take The Best (TTB), Tallying, and Elimination by Aspect (EBA)

Explanation:

- Criteria Value: 4: excellent, 3: good, 2: fair, 1: poor, 0: not enough information available
- Project Outcome Value: 1= project is successful, 2= project is not successful
- Project Decision Value: 1= reject, 2= accept, 3= postpone decision until more information becomes available

<table>
<thead>
<tr>
<th>Project #</th>
<th>Profitability</th>
<th>Risk</th>
<th>Superiority</th>
<th>Tech. Opportunity</th>
<th>Market</th>
<th>Payback period</th>
<th>Protection</th>
<th>Project Outcome</th>
<th>Project Decision, based on Heuristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TTB</td>
<td>Tallying Counter</td>
</tr>
<tr>
<td>Project 1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 6</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 7</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 8</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 9</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 10</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 11</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 12</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 13</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 14</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 15</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 16</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 17</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 18</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 19</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 20</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 21</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 22</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 23</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 24</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 25</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 26</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project 27</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table Continued
<table>
<thead>
<tr>
<th>Project</th>
<th>2</th>
<th>3</th>
<th>3</th>
<th>2</th>
<th>2</th>
<th>2</th>
<th>1</th>
<th>1</th>
<th>2</th>
<th>1</th>
<th>2</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project 28</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 29</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Project 30</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Project 31</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Project 32</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 33</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 34</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Project 35</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Project 36</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Project 37</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 38</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 39</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 40</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 41</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Project 42</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 43</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Project 44</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project 45</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Project 46</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 47</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Project 48</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Project 49</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 50</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 51</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Project 52</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>