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ABSTRACT

Synthetic aperture radar (SAR) is a remote sensing technology for imaging areas of the earth’s surface. SAR has been successfully used for monitoring characteristics of the natural environment such as land cover type and tree density. With the advent of higher resolution sensors, it is now theoretically possible to extract information about individual structures such as buildings from SAR imagery. This information could be used for disaster response and security-related intelligence. SAR has an advantage over other remote sensing technologies for these applications because SAR data can be collected during the night and in rainy or cloudy conditions.

This research presents a model-based method for extracting information about a building – its height and roof slope – from a single SAR image. Other methods require multiple images or ancillary data from specialized sensors, making them less practical. The model-based method uses simulation to match a hypothesized building to an observed SAR image. The degree to which a simulation matches the observed data is measured by mutual information. The success of this method depends on the accuracy of the simulation and on the reliability of the mutual information similarity measure.

Electromagnetic theory was applied to relate a building’s physical characteristics to the features present in a SAR image. This understanding was used to quantify the precision of building information contained in SAR data, and to identify the inputs needed for accurate simulation. A new SAR simulation technique was developed to meet the accuracy and efficiency requirements of model-based information extraction. Mutual information, a concept from information theory, has become a standard for
measuring the similarity between medical images. Its performance in the context of matching a simulation image to a SAR image was evaluated in this research, and it was found to perform well under certain conditions. The factors that affect its performance, and the model-based method overall, were found to include the size of the building and its orientation. Further refinements that expand the range of operational conditions for the method would lead to a practical tool for collecting information about buildings using SAR technology.

This research was performed using SAR data from MIT-Lincoln Laboratory.
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Chapter 1

Introduction

1.1 Research Problem

Synthetic Aperture Radar (SAR) is a remote sensing technology for imaging areas of the earth’s surface. The SAR image is synthesized by coherently combining multiple radar measurements acquired along a sensor trajectory; this produces an image with resolution akin to that produced by an array of sensors. The resulting two-dimensional image is a map of the surface’s electromagnetic reflectivity.

Historically, SAR has been used to monitor the natural environment, where characteristics such as land cover, vegetation density and soil moisture content can be inferred from the intensity and texture statistics of SAR imagery. There are now SAR sensors capable of producing high resolution imagery, on the order of a meter or better, that could be used, theoretically, for extracting information about individual structures such as buildings. Information that could be obtained from high-resolution SAR images includes knowledge of whether or not buildings are present in a scene,
what types of buildings are present, and whether a building has changed in some way.

Extracting this sort of information from SAR data is motivated by a variety of sensing needs, from intelligence and surveillance operations to the need to respond to natural disasters that impact population centers. SAR has an advantage over optical and infrared sensors for these applications because it can operate day or night and in cloudy conditions. However, a lack of understanding of the electromagnetic signatures of anthropogenic structures has prevented the full exploitation of SAR technology for these purposes.

Despite the higher resolution, extracting information about a specific structure, such as a building, from SAR imagery remains a difficult problem. Feature detection algorithms for optical imagery are not effective for SAR imagery because the two sensing modalities produce different responses. The electromagnetic response of structures commonly found in buildings is highly dependent on the orientation of the building relative to the sensor. The projection of a three-dimensional building into a two-dimensional SAR image produces effects such as layover, shearing and foreshortening that distort the appearance of the building in the image. Models are needed to relate a building’s physical attributes to its electromagnetic response and to identify the information available in the image features produced by a building. The questions addressed in this research are 1) how do the attributes of a building affect its appearance in SAR imagery? and 2) how can this understanding be used to extract information?
1.2 Systems Approach

The approach taken in this research is a model-based approach that is informed by the practices and concepts of systems science. A definition of the system [1] of elements and relations that produces a SAR image of a building provides a context for interpreting the features observed in the image. At the highest level of abstraction, the system is composed of two subsystems, the SAR sensor and a building; these subsystems exist in an environment composed of the ground surrounding the building and the volume of space containing the sensor’s trajectory and the building scene. Models of the subsystem elements and their interactions were used to capture the available a priori knowledge relevant to the problem, and to understand the relationship between a building and its features in a SAR image.

The first component of this research is the characterization of the electromagnetic response of a building in the context of the SAR imaging process. Using the a priori knowledge provided by electromagnetic principles, the attributes of the building and ground that influence the response were investigated. Effects specific to SAR signal processing were incorporated to further characterize the SAR signature of a building. The characterization identified a minimal level of abstraction for modeling the building and the surrounding ground that was sufficient to explain SAR image features. The resulting understanding was applied to the interpretation of features observed in SAR imagery.

The second component of this research is the simulation of SAR signals. In systems science, simulation is used to validate assumptions and to generate experimental results for inductive analysis. Here, a simulator was constructed to implement the system composed of the SAR sensor and the building scene. The building and
surrounding ground were modeled based on the results of the electromagnetic characterization. The SAR sensor was modeled based on a priori knowledge of the SAR measurement process. Simulation was used to validate the building response characterization by reproducing observed SAR signatures of buildings. Simulation was also used to analyze the change in image features produced by changes in building parameters.

The third component of this research is extracting information. This was accomplished by comparing a SAR image to simulation images using mutual information as the similarity measure. Information is defined as a reduction in uncertainty; here, uncertainty about the size and shape of a building is reduced by generating a similarity map in building parameter space. The formulation of this approach was guided by machine learning practices: specifically, considering the space of all possible building shapes, then using a priori knowledge to constrain the space and choosing an appropriate measure for characterizing the space in the context of the problem. The mutual information similarity measure was taken from information theory, a component of systems science.

The data used for this research comes from the MIT Lincoln Laboratory Multi-mission ISR\textsuperscript{1} Testbed (LiMIT). The LiMIT SAR sensor data were available in raw signal form, along with the sensor navigation data from each collection. This dataset was used to validate the building signature model, to verify simulation results and to evaluate the proposed information extraction method.

\textsuperscript{1}Intelligence, Surveillance and Reconnaissance
1.3 Contributions of This Research

- **Developed new models relating a building’s physical parameters to its SAR image features.** The models, in the form of equations, incorporate the geometric transformation from three dimensions to two dimensions that is inherent in the SAR imaging process. These models contribute to information extraction in two ways. First, they provide a mechanism for calculating a building’s height, width and roof slope from observed image features. Second, they quantify the precision of building parameter information available in SAR data.

- **Identified attributes of a building that influence its electromagnetic response.** The electromagnetic response of a building is typically decomposed into the reflections from structural components such as the walls and the roof. Using electromagnetic principles, the intensities of these component reflections were compared under different conditions. The results show that the relative intensities are influenced not only by the orientation of the building relative to the sensor, but also by the slope of the building’s roof and the ground cover surrounding the building. This understanding aids SAR image interpretation, where observed image features are attributed to structural components of a building.

- **Demonstrated a mutual information method for extracting building information from SAR imagery.** The demonstration shows that mutual information and simulation can be used to extract information about a building’s height and the slope of its roof from a single SAR intensity image. This is an advance of previous work that extracted only height information, or that estimated roof slope from multiple images.
• Developed a new technique for simulating SAR signals. Simulation is a key part of the information extraction method used here. For this purpose, the simulation must accurately reproduce the signal measurements from a particular SAR data collection. The simulation must also be efficient so that multiple simulations can be generated to find the best match between an hypothesized building shape and an observed SAR building image. The new simulation method developed here satisfies both these criteria, unlike other methods which achieve efficiency at the expense of accuracy.
Chapter 2

Literature Review

This research addresses the problem of extracting information about buildings from SAR data. The approach is to model the SAR signature of a building and to apply the model by matching a parameterized simulation to a SAR image using mutual information as the similarity measure. The literature review is divided into sections addressing the main aspects of this problem and approach.

2.1 Extraction of Building Information from SAR Data

Approaches to extracting information about buildings from SAR data vary with the type of information that is desired. Building reconstruction is the term used to describe estimating a building’s size and shape, and this is the problem considered here. The approaches to reconstruction vary in the number of images that are used, the use of complementary data from other sources, and how hypotheses are generated and selected. The approaches can be grouped into shadow-based methods, feature-based methods and model-based methods.
Shadow-based methods have been used for building reconstruction from optical images [2, 3, 4] and also from SAR imagery [5, 6, 7, 8, 9]. These methods use edge or contour detection to delineate the shadows and then reconstruct the building shape using the geometry of the imaging process. The most difficult challenge is to accurately delineate the shadow boundaries, which are distorted by speckle noise and which may be occluded by other structures and vegetation.

The feature-based method of reconstruction consists of identifying candidate features in an image and then combining them to form corners and parallelograms, filling in gaps and missing edges according to rules about the expected shape of a building [10, 11, 12]. The success of this approach depends on the correct delineation of features, and suffers from the same difficulties as shadow-based methods.

Both shadow-based and feature-based methods work best with images from multiple aspect angles [6, 8, 12] so that complementary features are present in each image. Processing multiple images requires more computation than processing a single image, and acquiring multi-aspect data sets requires more resources. These two methods also rely on image processing techniques such as line detection [11, 13], perceptual grouping [14], and morphological operations [5]; the underlying electromagnetic principles of SAR are not exploited.

Model-based reconstruction, a more recent approach, explicitly incorporates knowledge of the SAR imaging process and electromagnetic theory. The model-based reconstruction approach is rooted in systems science. Luttrell presents the perspective that data only has meaning in the context of some model encoding prior knowledge; this perspective is then applied to the interpretation of SAR data [15]. Luttrell’s view is the constructivist view underlying much of systems science [16]. The use
of models for data interpretation was also advocated by Franceschetti [17, 18], who made important contributions to modeling the electromagnetic response of buildings and who demonstrated the usefulness of simulation for interpreting SAR imagery of urban areas. This work will be discussed in more detail in later sections. Model-based reconstruction of buildings is still in the early stages of development. This is the approach taken here, based on promising reported results.

One example is demonstrated by Thiele, who related the SAR signature of a building to the building’s height, width and roof slope [19, 20]. The relationship results in an ambiguity between two hypotheses for the building shape that could both produce the same signature. The ambiguity was resolved by simulating the interferometric phase\(^1\) for each hypothesized shape and comparing it to the observed interferometric phase. The reported building height estimates were on average 25% greater than the true heights so there remains room for improvement. The modeled relationship between the SAR signature and the building shape assumed that the building was oriented broadside to the sensor and did not account for differences in the intensity of electromagnetic responses from different parts of the building. Thiele’s method also has the disadvantage of requiring interferometric phase data.

Brunner proposed a model-based method that requires only a single SAR image [21, 22]. The SAR image of a building is matched to a simulated image of a building, and the parameters of the building are estimated as those of the simulation that best matches the actual image. The matching function was the mutual information between the simulated image and the SAR image. The simulation employed by Brunner did use electromagnetic principles, but captured the geometric effects of the SAR

\(^1\)Interferometric SAR uses two receivers and the phase difference between the received signals provides surface height information.
imaging process. Buildings were a priori identified as having a flat roof or sloped roof and only the height was varied during the matching process. The reported error of the height estimate on a set of 38 buildings was normally distributed with an interquartile range of -2 to +2 meters. It is difficult to judge these results without a theoretical bound on achievable precision.

In this research, the work of Thiele was extended to formulate a more general model relating the features of a building’s SAR signature to the building’s height, width and roof slope for any building orientation. The work of Brunner was extended to incorporate a more physically accurate simulation based on the models of Franceschetti and to match both height and roof slope, thereby reducing the amount of required a priori information. Also, the precision with which building parameters can be estimated from SAR data was quantified.

2.2 Electromagnetic Models for Buildings

The SAR imaging process measures a building’s electromagnetic response. Modeling this response is important for understanding the information about a building that is available in SAR data. It has been shown both theoretically and empirically that the dominant components of a building’s electromagnetic response are the reflections from the roof, the vertical walls, and the dihedral formed by a wall and the ground [23, 24]. The relative intensities of these components depend on electromagnetic-related factors that are summarized by Xia [24]. These factors include the radar wavelength, building orientation relative to the radar, and the material properties of both the building and the surrounding terrain.
In the classic paper by Franceschetti [25], models were developed for the electromagnetic response of a vertical wall and of a dihedral wall-ground structure. These models have been found to agree with empirical measurements [26, 23, 27, 28], and have been demonstrated to be useful for extracting information from SAR data [29, 30, 31].

Despite the proven validity of Franceschetti’s models, an alternative model is sometimes used for SAR simulation [32, 21, 33]. This model is referred to as Lambert’s Law or the Lambertian model and it comes from the field of optics. The advantage of this model is its computational simplicity but the validity of this model for electromagnetic responses in the context of SAR imaging has not been established.

In this research, the models of Franceschetti were used to investigate the effects of building orientation on the relative intensities of the building’s electromagnetic response. The work of Franceschetti was extended here to consider the reflection from a sloped roof in addition to the reflections from the walls and wall-ground dihedral. The Lambertian model was found to produce results that differed significantly from those of Franceschetti’s models.

### 2.3 SAR Simulation

Simulation plays a crucial role in SAR research; it is used to interpret observed phenomena, to investigate new processing techniques, and is a key component of the model-based building reconstruction method.

In general, the simulation process consists of two stages. In the first stage, a scene is constructed and the reflectivity of the scene is calculated at discrete points using a
model for electromagnetic reflectivity. The second stage is the calculation of the two-dimensional SAR signal produced by the scene. Either the raw radar measurements can be simulated and then processed to form a SAR image [34, 33, 35, 36, 37], or the SAR image can be simulated directly [21, 38, 39]. In general, simulating the raw radar measurements provides a more realistic result [40, 37] because the SAR processing effects are present in the final image.

The most straightforward and accurate method for simulating the measurements is to use the time-domain signal model directly [41, 36]. This entails calculating the complex-valued signal for each point in the scene for each time sample of each radar pulse used to form the synthetic aperture. The advantage of this method is that the exact sensor trajectory is used, so that distortions in the final image caused by deviations in the sensor flight path are reproduced in the simulation [35]. The disadvantage is that the computational cost increases with the number of points evaluated and with the sampling rate of the SAR sensor. Using the time-domain method to simulate the response generated by a building for a high-resolution sensor requires a significant amount of computation.

An more efficient alternative to the time-domain method is the frequency-domain method presented in [42]. The method uses Fast Fourier Transforms (FFTs) and an approximation of the SAR system transfer function. The disadvantages of this method are that the formulation is only valid for a particular type of SAR, and arbitrary deviations from an ideal straight-line sensor trajectory cannot be accommodated. Later extensions to the method addressed these issues to some degree [43, 44, 45], but the frequency domain method remains unsuitable for producing a simulation that can be matched to an arbitrary SAR image for building reconstruction.
Here, a new simulation technique was developed that is as accurate as the time-domain method and requires less computation for simulating high-resolution SAR measurements of a scene containing a building. This new simulation method was used for model-based building reconstruction. Accuracy is important for this application because the goal of the matching process is to measure the similarity between an actual building and an hypothesized building indirectly by comparing images of these buildings. If the images contain differences other than those due to a mismatch between the buildings, then the matching process will be unreliable.

2.4 Mutual Information as a Similarity Measure

The model-based building reconstruction method uses some measure of the similarity between a simulation image and a SAR image. Mutual information, a measure from information theory [46], was first proposed as a similarity measure for images in 1995 by Viola [47]. The measure was then applied to the problem of multi-modal medical image registration [48, 49], where the goal is to find a transformation from one image’s coordinate system to the other that aligns the two images. The mutual information similarity measure has become a standard for medical image registration [50]; a comprehensive survey of the modalities and implementations used can be found in [51].

Mutual information has also been used as a similarity measure for remote sensing image registration [52, 53, 54]. The applications are similar to those in the medical imaging field: multi-modal registration of optical images with LiDAR images for enhanced information, and multi-temporal sequences of the same modality for change detection [55]. Mutual information as a similarity measure for SAR image registration
was proposed in 2003 by Chen [52] and, independently, by Xie and Ulaby [56]. Since then, it has been applied to registering SAR images with optical images [57, 58, 59], to registering interferometric pairs of SAR images [60], and to registering SAR images with different polarizations [61, 62]. The application of matching a SAR image with a simulation image, as in Brunner [21, 22], is a new application of mutual information that is closely related to Viola’s original work; Viola proposed using mutual information to match an optical image to a model-based simulation.

Mutual information belongs to a class of image similarity measures known as intensity-based measures, as distinguished from feature-based methods. Intensity-based methods are independent of content and context, and do not require a feature detection step prior to registration. Other intensity-based similarity measures commonly used are normalized cross-correlation (NCC) and mean squared difference (MSD) [63]. These measures assume a linear relationship between the intensities of the compared images and therefore may not be suitable to matching a SAR image to a simulation image. The absolute intensities of a SAR image depend on many variables which are unknown, and it is difficult to reproduce the same intensities with a simulation. In [50], it is shown that mutual information and correlation-based similarity measures are mathematically equivalent under certain assumptions.

The performance of an image similarity measure can be characterized by its consistency and smoothness [64, 49]. Consistency is important in the context of model-based reconstruction; the similarity measure used to match a simulation image to a SAR image must give the same result for different instances of the simulation image, and must give the same result for different SAR images of the same building. Smoothness was used by Brunner [22] as a criteria for accepting the building height hypothesis that maximized the mutual information between the SAR image and the simulation;
if the mutual information as a function of the hypothesized height exhibited numerous
or strong local maxima, then the result was rejected.

In this research, the consistency and smoothness of the mutual information measure
was evaluated in the context of model-based building reconstruction. The evalua-
tion was done using multiple SAR images of the same building and using multiple
simulation instances of the same hypothetical building.
Chapter 3

Theoretical Background

The purpose of this chapter is to provide the reader with the background – theory, terminology, notation – for understanding the details of this research. The chapter begins with an overview of electromagnetic theory that explains what is measured by a SAR sensor. The next section describes how SAR data is collected, and how the data is processed to form an image. This is important for understanding the image features produced by a building and for understanding how SAR signals can be simulated. The final section presents basic concepts from Information Theory that were applied to extract information from SAR data.

3.1 Electromagnetic Theory

SAR, and radar in general, works by transmitting an electromagnetic pulse and then measuring the electromagnetic energy reflected by illuminated surfaces. This research used electromagnetic theory to characterize the electromagnetic energy reflected by a building.
Figure 3.1: An electromagnetic wave propagates in a direction \( \mathbf{k} \) with wavelength \( \lambda \).

An electric field \( \mathbf{E} \) is a vector field having magnitude, phase and direction at every point in space. The relationships between electric fields, magnetic fields, charges and currents are governed by a set of physical laws known as Maxwell’s Equations. Electromagnetic energy propagates through space in waves. The waves propagate at the speed of light in free space (air). The direction of propagation is denoted by unit vector \( \mathbf{k} \) and the wavelength is denoted by \( \lambda \) as shown in Figure 3.1. The \textit{wavenumber} of an electromagnetic wave is the spatial frequency of the wave, \( k = 2\pi/\lambda \) in radians per meter. The \textit{polarization} of a wave refers to the orientation of the wave in space: if the propagation direction defines the \( y \)-axis in a three-dimensional coordinate system, then a wave oscillating in the \( y \)-\( z \) plane is vertically polarized and a wave oscillating in the \( x \)-\( y \) plane is horizontally polarized.

The term \textit{scattering} is used to describe the interaction of an electromagnetic wave, or field, with an object. If a source generates an electric field in an unbounded, homogenous space, the total field at some observation point is equal to the source-generated field. If an object is introduced into the space, the difference between the total field and the source-generated field is the \textit{scattered field}. The source-generated field is called the \textit{incident field}, and the object is called the \textit{scatterer}. If the object is a good conductor, the incident field induces a current on the surface of the object. The current then gives rise to a radiated electromagnetic field, which is the scattered field. Radar works by transmitting an electromagnetic wave (the incident field), and
The incident field $\mathbf{E}_i$ emanating from a source and the scattered field $\mathbf{E}_s$ observed at some point in space. The arrows from the source to the scatterer and from the scatterer to the observer indicate the propagation direction of the electromagnetic waves.

then measuring the scattered field produced by objects in the illuminated space.

The geometry used to describe incidence and scattering are illustrated in Figure 3.2. The angles $\theta_i$ and $\phi_i$ are the angles of incidence and describe the position of the source relative to the scatterer. The angles $\theta_s$ and $\phi_s$ are the angles that describe the position at which the scattered field is observed (measured). When the source and observation point are colocated, the observed scattering is called monostatic; if the scattering is observed at a location different from the source, it is termed bistatic. For monostatic scattering, $\theta_s = \theta_i$ and $\phi_s = \phi_i$. SAR is generally monostatic, with the transmitter and receiver at the same antenna. The propagation vector of the incident field is

$$\hat{k} = \sin \phi_i \sin \theta_i \mathbf{x} + \cos \phi_i \sin \theta_i \mathbf{y} + \cos \theta_i \mathbf{z}$$  \hspace{1cm} (3.1)$$

The radar cross section (RCS) of an object is a measure of the object’s “scattering power”. It is defined in terms of a power ratio [65]:
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\[ \text{RCS}(\theta_s, \phi_s; \theta_i, \phi_i) = \lim_{r \to \infty} 4\pi r^2 \frac{|E_s|^2}{|E_i|^2} \]  

(3.2)

where \( E_i \) is the incident field, \( E_s \) is the scattered field, and \( r \) is the distance between the scatterer and the observer. The measure is usually normalized to unit area of one square meter and given in dB.

The strength of the scattered field depends on the angles of incidence and scattering, and on the radiometric properties of the object. The radiometric properties of a material relevant to radar are its electrical permittivity and its surface roughness. The permittivity is frequency-dependent and indicates a material’s ability to store electrical energy; it is usually given as relative permittivity \( \varepsilon_r \), a complex value, which is the permittivity relative to the permittivity of air. The roughness of a surface refers to wavelength scale deviations in the height of the surface from a smooth, flat plane.

A smooth, flat surface reflects energy in one direction called the specular, according to Snell’s Law: the specular reflection travels away from the point of incidence on the surface at an angle equal to the incident angle. This means that the total energy of the scattered field is concentrated in the direction \( \theta_s = \theta_i, \phi_s = \phi_i + \pi \) and is very weak or non-existant elsewhere. If the surface is rough, the reflected energy is more spread out in all directions. The scattering from a rough surface is important for monostatic radar systems, such as SAR, because the roughness of surfaces causes energy to be scattered back toward the sensor.

Several methods have been established for calculating the scattered field, and depending on the problem and the desired accuracy of the results, one method may be more appropriate than another. Two methods commonly used for radar scattering
problems are Physical Optics and Geometric Optics. The following short descriptions are based on Balanis [66].

Geometric Optics (GO), also called ray optics or ray tracing, is appropriate for high-frequency problems where the scattering in the specular direction is dominant, i.e. smooth surfaces with a large radius of curvature. The advantage of this method is that its application is straightforward.

Physical Optics (PO) approximates the induced surface current of an object using an infinite, flat, perfect conductor. The scattered field can then be found using radiation integral equations. The integration is usually only performed over the unshadowed regions of the surface, and edge effects are not included. This method is most appropriate for objects whose dimensions are much greater than a wavelength (electrically large) and whose surface contour is simple.

The PO model for the monostatic scattering from a rectangular plate is [25]

$$
E_s = \frac{jk \exp[jkr]}{4\pi r} \mathbf{S}(\hat{n}, \hat{k}, \epsilon_r) |E_i| I_s(a, b, k, \theta_i, \phi_i)
$$

where

$$
E_s = \frac{jk \exp[jkr]}{4\pi r} \mathbf{S}(\hat{n}, \hat{k}, \epsilon_r) |E_i| I_s(a, b, k, \theta_i, \phi_i)
$$

(3.3)
$k$ (rad/m) is the wavenumber of the incident field,

$r$ (m) is the distance between the source of the incident field and the rectangular surface,

$\hat{n}$ is the normal vector of the surface,

$\hat{k}$ is the propagation direction vector of the incident field,

$\epsilon_r$ is the relative permittivity of the surface,

$a, b$ (m) are the length and width of the surface,

$\theta_i$ is the angle at which the incident field illuminates the surface, and

$\phi_i$ is the rotation angle in the plane of the surface.

The term $S(\cdot)$ is the polarization matrix which projects the scattered field into the principle scattering plane for the four different source-receiver polarization combinations. The LiMIT sensor is co-polarized; the source and receiver are both horizontally polarized so only the $S_{hh}$ element of the matrix is needed,

$$S_{hh}(\hat{n}, \hat{k}, \epsilon_r) = -(\hat{e}_h \cdot \hat{q})(\hat{n} \cdot \hat{k})\hat{q}(1 - R_\perp) + (\hat{e}_h \cdot \hat{p})(\hat{n} \times \hat{q})(1 + R_\parallel) + (\hat{e}_h \cdot \hat{q})\left(-\hat{k} \times (\hat{n} \times \hat{q})\right)(1 + R_\perp) + (\hat{e}_h \cdot \hat{p})(\hat{n} \cdot \hat{k})(-\hat{k} \times \hat{q})(1 - R_\parallel)$$

(3.4)

where $\hat{e}_h$ is the horizontal polarization vector, $\hat{p}$ and $\hat{q}$ are the local horizontal and vertical polarization vectors at the surface of the plate. The terms $R_\perp$ and $R_\parallel$ are the Fresnel reflection coefficients,

$$R_\perp = \frac{\cos \theta_i - \sqrt{\epsilon_r - \sin^2 \theta_i}}{\cos \theta_i + \sqrt{\epsilon_r - \sin^2 \theta_i}}$$

(3.5)

$$R_\parallel = \frac{\epsilon_r \cos \theta_i - \sqrt{\epsilon_r - \sin^2 \theta_i}}{\epsilon_r \cos \theta_i + \sqrt{\epsilon_r - \sin^2 \theta_i}}$$

(3.6)
The term $I_s(\cdot)$ is the scattering pattern for a rectangular surface,

$$
I_s(a, b, k, \theta, \phi) = \exp[jka \cos \theta_i] \exp[-jkb \sin \theta_i] 
abla \cos \phi_i \sin[-k b \sin \theta_i] \sin[k a \sin \phi_i \cos \theta_i]
$$

Substituting (3.3), (3.7) and (3.4) into (3.2) gives

$$
\text{RCS}(\theta_i, \phi_i) = \frac{k^2}{4\pi} |S_{hh}|^2 |I_s|^2
$$

which is the PO model for the monostatic RCS of a rectangular surface. The PO model assumes a smooth surface; roughness can be accounted for by incorporating the surface height statistics in the scattering pattern $I_s$ [67].

The PO and GO models can be used to calculate the scattered field from a single surface. Buildings are composed of multiple surfaces, such as vertical walls and roof sections. The total scattered field for the entire structure is the sum of the scattering from each of the component surfaces. For a structure such as a dihedral or trihedral, which could be formed by a building’s vertical walls and the ground, the scattered field from one surface becomes an incident field on another surface. The procedure to determine the total scattered field is to decompose the scattering into single bounce, double bounce, triple bounce, etc. components [68, 69]. A bounce refers to a ray bouncing off a surface, or a wave being reflected. The multibounce bounce mechanism is illustrated in Figure 3.3. For each bounce,

1. Use GO or PO to derive the incident magnetic field $\mathbf{H}_i$ on the first surface $S'$. 


given the incident electric field $\mathbf{E}_i$.

2. Use the PO approximation to find the induced current $\mathbf{J}_{s'} = 2\hat{n} \times \mathbf{H}_i$, where $\hat{n}$ is the normal to the surface.

3. Derive $\mathbf{E}_s$ from $\mathbf{J}_{s'}$ using the radiation pattern $I_s$, incorporating surface roughness, if appropriate.

4. Repeat for each additional surface, using the scattered field $\mathbf{E}_s$ from the previous surface as the incident field $\mathbf{E}_i$ on the next surface.

The total scattered field for the entire structure is the sum of the scattering from each of the components.

### 3.2 Spotlight Synthetic Aperture Radar

A SAR image is a spatial map of the scattering intensity produced by the imaged scene. The total scattered field in response to a single transmitted pulse is the superposition of the scattering from the entire scene; the SAR process employs multiple
pulses and subsequent signal processing to resolve the spatial location of scatterers in the scene. The type of SAR described here is called *spotlight* SAR. Other types of SAR include strip-map mode, polarimetric and interferometric SAR. For spotlight SAR, the radar sensor (transmitter and receiver) is mounted on a moveable platform, such as an aircraft, a satellite, or a mechanical boom. The sensor is mounted so that it looks in a direction orthogonal to the direction of platform motion. The platform moves along a trajectory, and at regularly spaced intervals, the sensor transmits an electromagnetic pulse and samples the resulting scattered field. Each pulse is aimed at the center of the scene to be imaged, and together the pulses are processed to form a synthetic aperture.

At this point, it is useful to define some common terminology with the aid of Figure 3.4. The portion of the platform trajectory used to synthesize the aperture forms a *coherent processing interval* (CPI). The area illuminated by the radar is referred to as a scene. The center of the scene is called the *aimpoint* because it is the point at which the sensor is aimed. This point is chosen as the origin of the coordinate system constructed to define the geometry of the SAR CPI. The look direction of the sensor is called *range*, and the platform motion direction is called *cross-range*. For spotlight mode SAR, the platform trajectory is ideally a straight line. The plane containing the trajectory and the aimpoint is called the *slant plane*. The *grazing angle* is the angle between the ground plane and the slant plane. The *view angle* is measured in the ground plane with reference to the vector from the aimpoint to the center of the synthetic aperture projected onto the ground plane.

The scene is a surface in three-dimensional space, but since a single SAR data collection is only capable of resolving location in two dimensions (range and crossrange), a reference plane is chosen for mapping the results of SAR processing to physical space.
This plane is called the *processing plane*, and it is usually chosen to be the slant plane or the ground plane.

![Diagram of SAR spotlight mode data collection](image)

Figure 3.4: SAR spotlight mode data collection.

The received signal from a single pulse can resolve the location of objects in one dimension only, range, using the relation $r = \frac{ct}{2}$, where $r$ is the range between the sensor and the reflecting object, $c$ is the speed of light and $t$ is the time elapsed between the pulse transmission and the reception of the echo. To resolve the location of objects in the cross-range dimension, a very narrow beam could be used to illuminate one narrow strip of the scene at a time. The width of the illuminated strip on the ground is related to the antenna size by:

$$D = r \frac{\lambda}{L}$$

where $r$ is the range (stand-off distance) from the antenna to the ground, $\lambda$ is the wavelength of the pulse and $L$ is the length of the physical antenna aperture in cross-
range. To achieve a fine cross-range resolution using this method would require an impractically large antenna. For example, to achieve one meter resolution using a 10 GHz radar (3 cm wavelength) from an airborne platform with a 10 km stand-off distance would require a 30 meter antenna. The synthetic aperture overcomes the limitation of the physical aperture by synthesizing an aperture from multiple measurements along the platform trajectory. The cross-range resolution of SAR data is inversely proportional to the length of the synthetic aperture and is independent of the physical antenna size and the stand-off distance. The physical antenna still determines the cross-range width of the illuminated area, so a small antenna with a wide beam becomes desirable. In this way, SAR is capable of imaging a large area with high resolution from a long distance.

To understand how a scene is imaged by the SAR sensing process, it is useful to first consider the signal received in response to a single pulse and then to look at how the signals from all the pulses are synthesized into an aperture and processed to form an image.

The transmitted pulse is a linear frequency modulated (FM) signal, known as a chirp:

$$p(t) = \exp \left[ j(\omega_0 t + \alpha t^2) \right] \text{rect} \left( \frac{t}{T} \right), \quad (3.10)$$

where $\omega_0$ is the center frequency of the chirp in radians per second, $2\alpha$ is the chirp rate in radians per second squared, and $T$ is the pulse duration in seconds. The bandwidth of the chirp, in Hz, is

$$\beta = \frac{2\alpha T}{2\pi}, \quad (3.11)$$
Consider the received echo from a single point in the scene in response to the \( m \)th pulse. Let the point be at a location in the slant plane given by \( \vec{r} \) and let the point have a reflectivity of \( \gamma \). The reflectivity has a magnitude that is the radar cross section of the point and a phase that is random (the random phase will be treated later). Let the sensor be at position \( \vec{R}_m \) along the platform trajectory and the distance between the point and the sensor be

\[
r = |\vec{R}_m - \vec{r}|. \tag{3.12}
\]

The received echo is a time-shifted, amplitude-scaled version of the transmitted pulse. This received signal is mixed down to baseband (shifted in frequency by \( -\omega_0 \)) and sampled at discrete times \( t_n \) beginning after some delay from the center time of the transmitted pulse. The raw recorded signal is then

\[
s_m(t_n) = \gamma p(t_n - \frac{2}{c}|\vec{R}_m - \vec{r}|) \exp[-j\omega_0 t_n] = \gamma \exp\left[-j\omega_0 \frac{2}{c} r\right] \exp\left[j\alpha \left(t_n - \frac{2}{c} r\right)^2\right] \text{rect}\left[\frac{t_n - \frac{2}{c} r}{T}\right], \tag{3.13}
\]

where \( c \) is the speed of light, and \( \frac{2}{c} r \) is the time delay between the transmitted pulse and the received echo. At the end of the collection, the stored signals from all the pulses of the CPI comprise the SAR raw data.

The raw data is then processed to form an image. The processing proceeds as follows. The signal from each pulse is transformed into the frequency domain and then multiplied by a filter matched to the transmitted pulse in order to demodulate the
signal. The transform of the pulse return signal is

\[ S_m(\omega) = \gamma \exp \left[-j \omega_0 \frac{2}{c} r \right] \exp \left[-j \left( \frac{\omega}{2\alpha} \right)^2 \right] \exp \left[-j \omega \frac{2}{c} r \right] \text{rect} \left[ \frac{\omega}{2\alpha T} \right] \]

\[ = \gamma \exp \left[-j (\omega_0 + \omega) \frac{2}{c} r \right] \exp \left[-j \left( \frac{\omega}{2\alpha} \right)^2 \right] \text{rect} \left[ \frac{\omega}{2\alpha T} \right]. \] (3.14)

Multiplication by a matched filter in the frequency domain is equivalent to correlation in the time domain with a reference signal that is the inverse transform of the matched filter. The reference signal is a time-shifted baseband version of the transmitted pulse,

\[ p_0(t_n) = \exp [j \omega_0 t_n] p(t_n - \frac{2}{c} r_0) \]

\[ = \exp \left[-j \omega_0 \frac{2}{c} r_0 \right] \exp \left[j \alpha \left( t_n - \frac{2}{c} r_0 \right)^2 \right] \text{rect} \left[ \frac{t_n - 2 c r_0}{T} \right], \] (3.15)

where \( r_0 \) is the distance between the center of the scene and the center of the portion of the flight trajectory used for the CPI. The matched filter is the complex conjugate of the transform of the reference signal, phase shifted to account for the actual distance between the center of the scene and the sensor position \( \vec{R}_m \).

The transform of the reference signal is

\[ P_0(\omega) = \exp \left[-j (\omega_0 + \omega) \frac{2}{c} r_0 \right] \exp \left[-j \left( \frac{\omega}{2\alpha} \right)^2 \right] \text{rect} \left[ \frac{\omega}{2\alpha T} \right]. \] (3.16)

The demodulated signal is then

\[ F_m(\omega) = S_m(\omega) P_0^*(\omega) \exp \left[-j (\omega_0 + \omega) \frac{2}{c} (r_0 - R_m) \right] \]

\[ = \gamma \exp \left[j (\omega_0 + \omega) \frac{2}{c} (R_m - r) \right] \text{rect} \left[ \frac{\omega}{2\alpha T} \right]. \] (3.17)
The phase history exists in the spatial frequency domain. The demodulated returns from each pulse lie along lines of constant $\theta$ corresponding to the view angle of the pulse.

The collection of all the demodulated signals from all the pulses is called the phase history. The phase of the signals contains information about the spatial location of the source of reflected energy $\gamma$. Each filtered signal corresponds to a view angle $\theta$, as shown in Figure 3.4. The phase history is the two-dimensional transform of the imaged scene reflectivity; in this case the scene reflectivity is a delta function since only a single point is being considered. To make this more clear, a change of variable is introduced,

$$ k = (\omega_0 + \omega) \frac{2}{c}, $$

where $k$ is spatial frequency in radians per meter. (Note that this definition of $k$ is twice the wavenumber $k$ defined in the previous section; the factor of two comes from the two-way travel time of the signal.) The phase history is then expressed, using (3.17), as

$$ F(k, \theta_m) = \gamma \exp [j k (R_m - r)] \text{rect} \left[ \frac{k - k_0}{4\alpha T/c} \right]. $$

The phase history is a two-dimensional surface in the spatial frequency domain as illustrated in Figure 3.5.
To relate the phase history to the spatial domain, let the polar slant plane coordinates of the sensor at $\vec{R}_m$ be $[R_m, \theta_m]$ and of the point at $\vec{r}$ be $[\rho, \varphi]$. Then by the Law of Cosines

$$|\vec{R}_m - \vec{r}|^2 = R_m^2 + \rho^2 - 2\rho R_m \sin(\theta_m + \varphi). \tag{3.20}$$

Since $\rho \ll R_m$,

$$r = |\vec{R}_m - \vec{r}| \approx R_m - \rho \sin(\theta_m + \varphi) + \frac{\rho^2}{2R_m} \cos^2(\theta_m + \varphi). \tag{3.21}$$

Then, using (3.19) and (3.21), the phase history is

$$F(k, \theta) = \gamma \exp \left[ jk \left( \rho \sin(\theta_m + \varphi) - \frac{\rho^2}{2R_m} \cos^2(\theta_m + \varphi) \right) \right] \times \text{rect} \left[ \frac{k - k_0}{4\alpha T/c} \right]$$

$$= \gamma \text{rect} \left[ \frac{k - k_0}{4\alpha T/c} \right] \exp \left[ jk \rho \sin(\theta_m + \varphi) \right] \times \exp \left[ -j \frac{k\rho^2}{2R_m} \cos^2(\theta_m + \varphi) \right]. \tag{3.22}$$

The signal of (3.22) is a two-dimensional rectangular pulse, scaled by the reflectivity of the point and phase shifted by two exponentials. The rect function can be approximated as the product of two rect functions in the Cartesian coordinates shown in Figure 3.5,

$$\text{rect} \left[ \frac{k - k_0}{4\alpha T/c} \right] \approx \text{rect} \left[ \frac{k_x}{k_0 \Delta \theta} \right] \text{rect} \left[ \frac{k_y - k_0}{4\alpha T/c} \right], \tag{3.23}$$

where $k_x = k \sin \theta_m \approx k_0 \theta$ and $k_y = k \cos \theta_m \approx k$. 30
The phase of the first exponential is a linear shift that corresponds to a shift in the spatial domain,

\[ k \rho \sin(\theta_m + \varphi) = k \rho (\sin \theta_m \cos \varphi + \cos \theta_m \sin \varphi) \]

\[ = (k \sin \theta_m)(\rho \cos \varphi) + (k \cos \theta_m)(\rho \sin \varphi) \]

\[ = k_x \hat{x} + k_y \hat{y}. \quad (3.24) \]

\( \hat{x} \) and \( \hat{y} \) are the Cartesian slant plane coordinates of the point \( \vec{r} \).

The second exponential is a distortion called the range curvature effect. Ignoring this distortion, a two-dimensional inverse transform into the spatial domain produces the intensity image,

\[ |f(\bar{x}, \bar{y})| = |\gamma| \sinc \left[ \frac{k_0 \Delta \theta}{2\pi} (\bar{x} - \hat{x}) \right] \sinc \left[ \frac{4\alpha T/c}{2\pi} (\bar{y} - \hat{y}) \right], \quad (3.25) \]

where \( \bar{x} \) and \( \bar{y} \) are image coordinates. Equation (3.25) is the SAR image of a single point. This is referred to as the point spread function. It shows how the resolution of the image is determined by the span of the synthetic aperture \( \Delta \theta \) and the bandwidth \( \beta \) of the transmitted pulse,

\[ \rho_x = \frac{2\pi}{k_0 \Delta \theta} = \frac{\lambda}{2\Delta \theta}, \quad (3.26) \]

\[ \rho_y = \frac{2\pi}{4\alpha T/c} = \frac{c}{2\beta}, \quad (3.27) \]

where \( \rho_x \) is the cross-range resolution and \( \rho_y \) is the range resolution.

Two effects were ignored in the development of 3.25, the range curvature effect and the effect of the random phase contained in the reflectivity \( \gamma \). The first effect causes a slight defocusing in the image. The second effect is what produces the speckle noise.
characteristic of SAR imagery.

![Image of time-frequency diagram](image.png)

Figure 3.6: Time-frequency diagram of the echoes from a single transmitted pulse. The time delay of each echo is proportional to distance traveled, \( t = (2/c)r \), where \( c \) is the speed of light. The instantaneous frequency of each echo at time \( t_0 \) is \( f_0 + 2\alpha(t - t_0)/(2\pi) \).

The preceding theoretical development of how an image is formed from the SAR data used a single point of reflectivity in the scene for simplicity. In reality, the return signal from each pulse is the superposition of the echoes from all points in the scene. Figure 3.6 shows a time-frequency diagram of echoes from the near edge, far edge and center of the scene. Each echo exists for a duration \( T \), the duration of the chirp, and is shifted in time proportionally to the distance travelled. The bandwidth of the total signal produced by the scene at a given point in time is

\[
\beta_s = f_2 - f_1 = \frac{2\alpha 2}{2\pi c} (r_2 - r_1),
\]

(3.28)

where \( r_1 \) is the distance to the near edge of the scene and \( r_2 \) is the distance to the far edge of the scene. This means that the bandwidth of the signal containing information about the illuminated scene is determined by the length of the scene in the range dimension. For spotlight mode SAR, the time duration of the chirp is

32
chosen so that

\[ \beta_s \ll \beta. \]  

This property of the SAR raw signal is exploited in the new efficient SAR simulation method developed for this research. The simulation method, described in Chapter 5, is based on the equations presented here for the raw recorded signal (3.13), the matched filter (3.16), and the phase history (3.22).
a) LiMIT sensor.  b) Typical LiMIT geometry.

Figure 3.7: The LiMIT sensor (a) is an 8-channel array mounted on the nose of a modified Boeing 707. The exact geometry (b) for each CPI is calculated from the recorded sensor positions.

### 3.2.1 The LiMIT SAR Sensor

The data used for this research were collected by the MIT-Lincoln Laboratory SAR sensor, LiMIT. The LiMIT SAR sensor is an 8-channel electronically steered array antenna mounted on a modified Boeing 707. The sensor is mounted on the nose of the plane, aimed to the left side and pointed slightly forward in what is known as a squinted configuration, shown in Figure 3.7a. The typical LiMIT collection geometry is shown in Figure 3.7b. Onboard, the analog signal from each channel is mixed down in frequency, low-pass filtered and sampled. The sampled signal is recorded as 8-bit signed integers. The LiMIT dataset used for this research was collected during a test mission at San Clemente Island, CA.

The data for each CPI consists of the raw recorded signal $s_m(t)$, the reference signal
Figure 3.8: The LiMIT reference signal $p_0(t)$ is the transmitted waveform recorded in the center of the record window (top). The magnitude (center) and phase (bottom) of the Fourier transform of the recorded pulse are shown. The onboard mixdown process shifts the spectrum from the original transmission band centered at 9.72 GHz to the band centered at -120 MHz.

$p_0(t)$ and the sensor positions $\vec{R}_m$. Figure 3.8 shows the time-domain waveform and the frequency domain magnitude and phase of the reference signal. The parameters of the LiMIT sensor are summarized in Table 3.1. Example images from the dataset are shown in Figure 3.9 and an optical image of the scene is included for comparison. The images were formed from the raw recorded signals using code provided by MIT Lincoln Laboratory.
Table 3.1: LiMIT Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical Aperture</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal Length</td>
<td></td>
<td>0.4826 m (19 in.)</td>
</tr>
<tr>
<td>Vertical Length</td>
<td></td>
<td>0.1778 m (7 in.)</td>
</tr>
<tr>
<td>Beamwidth in cross-range</td>
<td></td>
<td>2.7 km</td>
</tr>
<tr>
<td>Beamwidth in range</td>
<td></td>
<td>4.8 km</td>
</tr>
<tr>
<td><strong>Synthetic Aperture</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of pulses</td>
<td>(N_p)</td>
<td>9072</td>
</tr>
<tr>
<td>Pulse Repition Interval</td>
<td>PRI</td>
<td>500 (\mu\text{sec})</td>
</tr>
<tr>
<td>Angular span of aperture</td>
<td>(\Delta\theta)</td>
<td>1.57 deg</td>
</tr>
<tr>
<td>Length of aperture</td>
<td>(L_{sa})</td>
<td>822 m</td>
</tr>
<tr>
<td><strong>Transmitted Waveform</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Center frequency</td>
<td>(f_0)</td>
<td>9.72 GHz</td>
</tr>
<tr>
<td>Chirp rate</td>
<td>(2\alpha)</td>
<td>-3.6 MHz/(\mu\text{sec})</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>(T)</td>
<td>50 (\mu\text{sec})</td>
</tr>
<tr>
<td>Pulse bandwidth</td>
<td>(\beta)</td>
<td>180 MHz</td>
</tr>
<tr>
<td><strong>Recorded Signal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Record window duration</td>
<td>(T_r)</td>
<td>76 (\mu\text{sec})</td>
</tr>
<tr>
<td>Delay to center of record window</td>
<td>(t_d)</td>
<td>0.199498 (\mu\text{sec})</td>
</tr>
<tr>
<td>Number of samples for each pulse</td>
<td>(N_t)</td>
<td>36800</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>(f_s)</td>
<td>480 MHz</td>
</tr>
<tr>
<td>Sampling interval</td>
<td>(T_s)</td>
<td>0.002 (\mu\text{sec})</td>
</tr>
<tr>
<td><strong>Phase History</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of points for FFT</td>
<td>(N_{\text{FFT}})</td>
<td>49152</td>
</tr>
<tr>
<td>Spatial frequency step size</td>
<td>(dk)</td>
<td>0.029 rad/m</td>
</tr>
<tr>
<td>Minimum spatial frequency</td>
<td>(k_{\text{min}})</td>
<td>211.79 rad/m</td>
</tr>
<tr>
<td>Maximum spatial frequency</td>
<td>(k_{\text{max}})</td>
<td>28.21 rad/m</td>
</tr>
</tbody>
</table>
Figure 3.9: LiMIT images of the northern end of San Clemente Island. The imaged area is roughly 4 kilometers by 2 kilometers. The ocean appears dark because water absorbs electromagnetic energy.
3.3 Information Theory

The purpose of remote sensing, such as SAR imaging, is to acquire information. Information theory is a set of principles for quantifying information and for evaluating the transmission of information. In this research, the similarity between a simulation image and a SAR image is measured by their mutual information; this measure and related measures are described below.

Information is defined as a reduction in uncertainty, where uncertainty is measured by entropy. Entropy is a function of the probability distribution that describes a random variable,

$$H(v) = -\sum_{v \in \mathcal{S}} p(v) \log_2 p(v),$$

(3.30)

where $v$ is a random variable, $p(v)$ is the probability distribution of $v$ and $\mathcal{S}$ is the discrete set of values that make up the support of $v$. For example, the pixel values $|f(x, y)|$ of a SAR image are realizations of a random variable and the range of values contained in the image is the support. The choice of 2 as the basis of the logarithm is historically motivated by measuring information in terms of bits, where a bit is a binary-valued unit. This unit is not meaningful in all contexts where information theory is applied; here the measure is considered unitless.

The entropy is maximum for a uniform distribution, where each value in the domain has equal probability. In other words, the uncertainty is maximum when each possible value is equally probable. The entropy of a uniform distribution for a set of $N$ possible values is

$$H(v) = -\sum_{i=1}^{N} \frac{1}{N} \log_2 \frac{1}{N} = \log_2 N.$$

(3.31)
The greater the number of possible values \( N \), the greater the uncertainty.

Uncertainty about the value of a random variable can be reduced by knowledge of another random variable. Conditional entropy is the entropy of one random variable given the value of another random variable,

\[
\mathcal{H}(v_1|v_2) = - \sum_{v_1 \in \mathcal{S}_1} \sum_{v_2 \in \mathcal{S}_2} \mathcal{P}(v_1,v_2) \log_2 \mathcal{P}(v_1|v_2).
\]  

(3.32)

If the uncertainty is reduced, then \( v_1 \) provides information about \( v_2 \). The amount of uncertainty reduction is the mutual information,

\[
\mathcal{I}(v_1,v_2) = \mathcal{H}(v_1) - \mathcal{H}(v_1|v_2).
\]  

(3.33)

The mutual information between two random variables can also be calculated using joint entropy. The joint entropy of two random variables is

\[
\mathcal{H}(v_1,v_2) = - \sum_{v_1 \in \mathcal{S}_1} \sum_{v_2 \in \mathcal{S}_2} \mathcal{P}(v_1,v_2) \log_2 \mathcal{P}(v_1,v_2).
\]  

(3.34)

If the joint entropy is less than the sum of the individual entropies, then the two variables provide information about each other; the mutual information is

\[
\mathcal{I}(v_1,v_2) = \mathcal{H}(v_1) + \mathcal{H}(v_2) - \mathcal{H}(v_1,v_2).
\]  

(3.35)

The two expressions for mutual information in (3.33) and (3.35) are mathematically equivalent. Mutual information is also mathematically equivalent to the Kullback Leibler distance between the joint distribution of the two variables \( \mathcal{P}(v_1,v_2) \) and the independent distribution \( \mathcal{P}(v_1)\mathcal{P}(v_2) \) [70]. So unlike correlation, which only measures
Mutual information is often illustrated by a Venn diagram. Each oval represents the entropy of a random variable; the overlapping region represents the mutual information between them.

Linear dependence, mutual information is zero if and only if the two variables are statistically independent. This distinction is important for measuring the similarity of two images produced using different sensors because the pixel values of the two images may not have a linear relationship even when they are images of the same object. This same condition may occur when one image is produced using simulation.

The diagram in Figure 3.10 illustrates the following relationships and properties of mutual information, which are derived from (3.30), (3.32), (3.34), and (3.35):

\[
\mathcal{I}(v_1, v_2) \geq 0, \quad (3.36)
\]

\[
\mathcal{I}(v_1, v_2) \leq \min \{ \mathcal{H}(v_1), \mathcal{H}(v_2) \}, \quad (3.37)
\]

\[
\mathcal{I}(v_1, v_2) = \mathcal{I}(v_2, v_1). \quad (3.38)
\]

The lower bound (3.36) is achieved only when the two variables are independent, as noted above. The upper bound (3.37) depends on the arguments; in the development of the information extraction method in Chapter 6 a normalization is introduced so that the mutual information between different pairs of variables can be compared. The property of 3.38 is necessary for mutual information to be used as a similarity measure.
Chapter 4

Building Features in SAR Imagery

This chapter presents a characterization of the electromagnetic response of a building in the context of SAR imaging. The total scattered field of a building is the superposition of the scattering from the roof, the vertical walls and the wall-ground dihedral (double-bounce scattering). The scattering from these components appear as features in the SAR image of a building and these features contain information about the building. The intensities of these features under different conditions were compared using electromagnetic scattering models. The results predict which component – roof, walls, or double-bounce – is expected to be the brightest feature in a SAR image for a given building orientation and radar grazing angle. The mapping of the scattered fields from all the components into a two-dimensional image is determined by the geometry of the SAR data collection process. The mapping was used here to develop new equations that relate the height, width and roof slope of a building to the SAR image features produced by the building. These two characteristics, the scattering intensity and the mapping to an image, will first be discussed separately and then combined to interpret building features in the LiMIT data.
4.1 Characterization of Building Scattering

A building is modeled as having a rectangular footprint, vertical walls and a symmetrical sloped roof (a flat roof has a slope of zero), parameterized as shown in Figure 4.1. The ground on which the building sits is assumed to be level with a rough surface. The roof and the walls are considered smooth, rectangular surfaces. The roof angle $\alpha$ of a building can vary from 0 degrees (flat) to very steep (greater than 50 degrees). Roof slope in the United States is measured by the amount of rise per foot of horizontal length. Common roof slopes used in construction are given in Table 4.1.

The building scene is defined in terms of the SAR geometry illustrated in Figure 3.4. The $z$-axis is normal to the ground and the $y$-axis is the ground projection of the SAR sensor’s pointing vector, with the positive $y$ direction moving away from the sensor. This geometry is convenient for calculating the scattered fields from the
Table 4.1: Common Roof Slopes in the United States

<table>
<thead>
<tr>
<th>Rise per foot (in)</th>
<th>Angle (deg)</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>low</td>
</tr>
<tr>
<td>1.5</td>
<td>7.1</td>
<td>low</td>
</tr>
<tr>
<td>3.0</td>
<td>14.2</td>
<td>low</td>
</tr>
<tr>
<td>5.0</td>
<td>22.7</td>
<td>standard</td>
</tr>
<tr>
<td>6.0</td>
<td>26.5</td>
<td>standard</td>
</tr>
<tr>
<td>8.0</td>
<td>33.7</td>
<td>steep</td>
</tr>
<tr>
<td>12.0</td>
<td>45.0</td>
<td>steep</td>
</tr>
<tr>
<td>15.0</td>
<td>56.3</td>
<td>steep</td>
</tr>
</tbody>
</table>

building because it is straightforward to construct the local scattering geometry of each building component like that of Figure 3.2. At most, two walls (and dihedrals) will be illuminated by the radar.

4.1.1 Intensity Of Scattering From Building Components

The purpose of modeling the scattered fields from a building is to understand which scattering components will be dominant, or even visible, in a SAR image for different building orientations and sensor configurations. This understanding aids image interpretation in terms of a building’s physical attributes.

The PO model for the monostatic scattering from a rectangular surface (3.3) was used here to calculate the scattered fields from the roof and the walls. The double-bounce scattering from the wall-ground dihedral was calculated using the model of Franceschetti [25]. The model follows the procedure outlined in Section 3.1, using Geometric Optics (GO) to calculate the first scattered field and PO for the second scattered field. The rough surface of the ground is accounted for using the surface height statistics. The calculated intensity of the scattered fields are reported in terms
of RCS using (3.9).

An alternative to the PO method for calculating the intensity of the scattered field is the Lambertian model,

\[ E_s = \frac{k^2}{4\pi} \text{RCS}_0 \cos^2 \theta_i, \tag{4.1} \]

where \( \text{RCS}_0 \) is a constant, sometimes chosen to be an estimate of the scattering intensity for \( \theta_i = 0 \) based on electromagnetic principles but more often arbitrary. This simple model captures the salient relationship between scattering intensity and the incident angle. Both models have been used in the literature, but their predictions for the intensity of the scattered field are different as shown in Figure 4.2. With both models, the maximum intensity is observed when the incident wave is orthogonal to the surface. But the shape of the intensity function predicted by the two models is different. The purpose of this comparison is to demonstrate that the following evaluation of the scattered fields from a building is model-dependent.

Note that the PO model intensity function shown in Figure 4.2 has a lobing pattern which is undesirable because the fine structure of the lobing pattern exceeds a reasonable level of precision in the model parameters. To address this issue, the envelope of the PO model was used for the remainder of this work.

The scattered field (3.3) is calculated using properties of the incident field and properties of the scattering surface. The incident field, in this case, is the transmitted radar pulse. Its wavenumber is given by the center frequency of the pulse, and its propagation vector is

\[ \hat{k} = 0\hat{x} + \cos \psi \hat{y} - \sin \psi \hat{z}, \tag{4.2} \]

where \( \psi \) is the grazing angle of the radar. The LiMIT sensor values, 9.72 GHz
Figure 4.2: The PO model and the Lambertian model give different results. The frequency of the incident wave is 9.72 GHz, the dimensions of the surface are 10 m x 10 m, and its relative permittivity is $4 + j0.1$.

center frequency and $\psi = 23.74$ degrees, were used for here so that the results are representative of the LiMIT imagery.

The relevant properties of the scattering surface are its dimensions, its normal vector $\hat{n}$ and its relative permittivity $\epsilon_r$. The dimensions of the wall are the building height $H$ and length $L$. The dimensions of the roof are the building length $L$ and width $W$. These dimensions were all set to 10 meters to investigate the effects of the other properties. The normal vector for a vertical wall, based on the geometry of Figure 4.1, is

$$\hat{n}_w = \sin \phi \hat{x} - \cos \phi \hat{y} + 0 \hat{z}. \quad (4.3)$$

The normal vector for a roof with angle $\alpha$ is

$$\hat{n}_r = \sin \phi \sin \alpha \hat{x} - \cos \phi \sin \alpha \hat{y} + \cos \alpha \hat{z}. \quad (4.4)$$

The intensity of the scattered field is highly dependent on the incident angle of the
Building orientation influences the incident angle of the radar pulse on the surfaces of a building. The incident angle was calculated using the grazing angle of the LiMIT sensor, approximately 24 degrees.

The transmitted pulse on the surface. The incident angle is calculated from the propagation vector \( \mathbf{v}_{\text{prop}} \) and the surface normal,

\[
\theta_i = \cos^{-1}(\mathbf{\hat{k}} \cdot \mathbf{\hat{n}}).
\]  \hspace{1cm} (4.5)

The incident angle on a wall and a sloped roof as a function of building orientation \( \phi \) is shown in Figure 4.3, using the LiMIT grazing angle. The incident angle changes at different rates for the wall and each of the differently sloped roofs, indicating that the relative scattering intensities of the wall and the roof will change with building orientation, and that the slope of the roof is also an influence.

The RCS of a sloped roof as a function of building orientation is plotted in Figure 4.4. The steeper the slope of the roof, the greater the effect of the building’s orientation on the RCS. In other words, the scattering intensity from a steeply sloped roof will decrease more rapidly than that of a flat or low sloped roof as the building’s orientation moves away from broadside.

The PO scattered fields from the wall and roof depend on dielectric permittivity,
Figure 4.4: The RCS of a sloped roof at the LiMIT grazing angle of 23.74 degrees and frequency of 9.72 GHz.

Table 4.2: Dielectric Constants and Roughness

<table>
<thead>
<tr>
<th>Material</th>
<th>$\varepsilon_r$</th>
<th>$\sigma$</th>
<th>$\ell_c$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>wall, roof</td>
<td>$4 + j0.1$</td>
<td>smooth</td>
<td></td>
<td>[25, 22]</td>
</tr>
<tr>
<td>wall, roof (dry concrete)</td>
<td>$6 + j0.5$</td>
<td>smooth</td>
<td></td>
<td>[23]</td>
</tr>
<tr>
<td>wall (brick)</td>
<td>$4.5 + j0.3$</td>
<td>smooth</td>
<td></td>
<td>[31]</td>
</tr>
<tr>
<td>ground (soil)</td>
<td>$4 + j0.1$</td>
<td>0.08</td>
<td>0.3</td>
<td>[25]</td>
</tr>
<tr>
<td>ground</td>
<td>$4 + j0.1$</td>
<td>0.003</td>
<td>0.05</td>
<td>[25]</td>
</tr>
<tr>
<td>ground (wet soil)</td>
<td>$12 + j3.0$</td>
<td>not given</td>
<td></td>
<td>[23]</td>
</tr>
<tr>
<td>ground (asphalt)</td>
<td>$7 + j0.3$</td>
<td>0.0025</td>
<td>0.012</td>
<td>[28]</td>
</tr>
<tr>
<td>ground (grass)</td>
<td>$9 + j2.0$</td>
<td>0.010</td>
<td>0.057</td>
<td>[28]</td>
</tr>
</tbody>
</table>

which is usually not known. Likewise the GO-PO model for the double bounce depends on the permittivity and also depends on the roughness statistics of the ground surface. The statistics used are the standard deviation $\sigma$ of the surface height from the mean plane, and the correlation length $\ell_c$ of the surface height. The dielectric constants and roughness parameters published in the literature are summarized in Table 4.2.

The effect of the permittivity value on the predicted RCS is shown in Figure 4.5. The difference between the RCS curves using three different permittivity values from the literature is not as significant as the change in RCS due to the building orientation.
Figure 4.5: The RCS of a vertical wall (a) and a standard sloped roof (b) at the LiMIT grazing angle of 23.74 degrees and frequency of 9.72 GHz for different permittivity values.

This indicates that the specific choice of permittivity is not critical for modeling a building's electromagnetic response using the PO model.

The effect of permittivity and surface roughness on the intensity of the double-bounce scattering is shown Figure 4.6. The roughness has a significant effect on the double-bounce scattering. For a building surrounded by asphalt, the double-bounce scattering is insensitive to the building orientation and will be the brightest image feature for any building orientation. For a building surrounded by grass, the double-bounce scattering will be dominant only for building orientations from 0 (broadside) to about 10 degrees, at which point the scattering becomes insignificant relative to the wall and roof scattering.

Putting it all together, the RCS of all the building components are plotted together in Figure 4.7. This plot is could be used to interpret the building features in a SAR image. For example, if the building orientation were less than 30 degrees, than bright features would be due to double-bounce scattering. If the roof had a standard slope, then it would produce a brighter feature than the walls would. These predictions
Figure 4.6: The RCS of the double bounce scattering from the wall-ground dihedral at the LiMIT grazing angle of 23.74 degrees and frequency of 9.72 GHz. The roughness of the surface changes the response of the double-bounce scattering to the building orientation angle.

were used to interpret the building features observed in the LiMIT imagery described in Section 4.2.3.

### 4.1.2 Scattering Components Mapped To Image Features

Comparing the RCS values of the building scattering components predicted by the PO model does not tell the whole story. The geometry of the collection and the shape of the building influence the appearance of the three-dimensional building in the two-dimensional image. In the image, the scattering from the vertical wall is superimposed with the scattering of the ground, due to the layover effect. Layover refers to the way points at some height above the ground plane appear closer in range in the image. For example, the top of the wall and the base of the wall are both at the same range location in the three-dimensional scene, but the top of the wall will appear closer in the image. The scattering from the roof and the wall may overlap in the image, as well. Figure 4.8 illustrates how the shape of a building influences the way in which the scattering components are combined in the image.
Figure 4.7: The PO model is useful for predicting which scattering component will be dominant for a given building orientation in the scene. The wall and roof have relative permittivity $\epsilon_r = 4 + j0.01$, the double-bounce is for ground composed of soil.

Figure 4.8: Each of the figures shows a building with vertical height $H$ and width $W$ illuminated at a grazing angle of $\psi$. The plot above each building shows the width and relative location of the scattering components in the slant plane image. The light gray strip is the ground scattering, the medium gray strip is the roof scattering, the dark gray strip is the wall scattering and the black strip is the double-bounce scattering.
In order to quantify the effects of the building parameters on the image appearance, two features of the building SAR signature were identified: the width of the scattering from the roof $\tilde{W}$, and the width of the scattering from the wall $\tilde{H}$. The tilde denotes that these are image features, and not the physical building parameters. An analysis of the mapping from scene coordinates to image coordinates was performed to relate the building parameters to the image features for a given SAR collection. The analysis is based on the geometry of Jakowitz [71], which does not make any assumptions about the sensor trajectory except that it is a straight line. This general framework is necessary to include the effects of a squinted geometry on the mapping.

The projection of a point $[x, y, z]$ in ground coordinates to a point $[\tilde{x}, \tilde{y}]$ in slant plane image coordinates is

\begin{align*}
\tilde{y} &= y \cos \psi - z \sin \psi, \\
\tilde{x} &= x \cos \varphi - y \sin \psi \sin \varphi + z \cos \psi \sin \varphi,
\end{align*} \hspace{1cm} (4.6, 4.7)

where $\psi$ is the grazing angle and $\varphi$ is the tilt angle [71]. For a broadside collection, \textit{i.e.}, not squinted, the tilt angle is zero. The mapping given by (4.6) and (4.7) was used to quantify the width of the roof reflection in the image, the width of the wall reflection, and the amount of overlap of these reflections in terms of the building parameters $H$, $W$ and $\alpha$.

Consider the points labeled in Figure 4.9. All points can be defined in ground coordinates given $P_1$ and the building parameters. The definition of each of the points is given in Table 4.3. The mapping of these points to image coordinates is given by (4.7) and (4.6).
Physical Scene
$L = 20, W = 10, H = 10, \alpha = 45.0, \phi = 10.0$

Slant Plane Image
$L = 20, W = 10, H = 10, \alpha = 45.0, \phi = 10.0$

Figure 4.9: Building points for geometric model. The points in the three-dimensional scene (left) are mapped to corresponding points in the slant plane image (right).

Table 4.3: Building Points in Ground Coordinates

<table>
<thead>
<tr>
<th>Building Point</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>$x_1$</td>
<td>$y_1$</td>
<td>0</td>
</tr>
<tr>
<td>$P_2$</td>
<td>$x_1 + L \cos \phi$</td>
<td>$y_1 + L \sin \phi$</td>
<td>0</td>
</tr>
<tr>
<td>$P_3$</td>
<td>$x_1 + L \cos \phi$</td>
<td>$y_1 + L \sin \phi$</td>
<td>$H$</td>
</tr>
<tr>
<td>$P_4$</td>
<td>$x_1$</td>
<td>$y_1$</td>
<td>$H$</td>
</tr>
<tr>
<td>$P_5$</td>
<td>$x_1 - (W/2) \sin \phi$</td>
<td>$y_1 + (W/2) \cos \phi$</td>
<td>$H + (W/2) \tan \alpha$</td>
</tr>
<tr>
<td>$P_6$</td>
<td>$x_1 + L \cos \phi - (W/2) \sin \phi$</td>
<td>$y_1 + L \sin \phi + (W/2) \cos \phi$</td>
<td>$H + (W/2) \tan \alpha$</td>
</tr>
</tbody>
</table>
The mapped points were used to examine the appearance of the building in the image. An example mapping is shown in Figure 4.9. The rectangles of the roof and the wall are distorted and superimposed. The rectangles become parallelograms with corners that are not right angles. The top of the wall, \( \tilde{P}_1 \), always appears closer in range than the base of the wall \( \tilde{P}_1 \). The double bounce reflection appears at the base of the wall between\( \tilde{P}_1 \) and \( \tilde{P}_2 \). Using the mapped points, the building signature features \( \tilde{H} \) and \( \tilde{W} \) were quantified in terms of the building parameters and the collection geometry.

The angle between the front edge of the building with the \( \tilde{x} \)-axis in the image is found using \( \tilde{P}_1 \) and \( \tilde{P}_2 \) or \( \tilde{P}_3 \) and \( \tilde{P}_4 \). The slope of the line through \( \tilde{P}_4 \) and \( \tilde{P}_3 \) relative to the image cross-range dimension is

\[
\tan \tilde{\phi}_1 = \frac{\tilde{y}_3 - \tilde{y}_4}{\tilde{x}_3 - \tilde{x}_4} = \frac{\sin \phi \cos \psi}{\cos \phi \cos \varphi - \sin \phi \sin \psi \sin \varphi}, \tag{4.8}
\]

which shows that the aspect angle of the building in the image is not the same as the aspect angle in the physical scene. If the collection is not squinted, then the tilt angle is zero and (4.8) reduces to the tan of the aspect angle in the physical scene scaled by the cos of the grazing angle. A squinted geometry introduces an additional non-linear effect. The effect is small for the LiMIT grazing angle of 23.7 deg. and a squint angle of 17.92 deg (Figure 4.11); the difference between an actual aspect angle of 45 deg. and the angle in the image is 3.75 deg., compared to 2.53 deg. for a non-squinted geometry. But the use of the image aspect angle provides a more accurate calculation of the image feature \( \tilde{W} \) and \( \tilde{H} \) when the aspect angle is greater than 10 degrees.

The angle between the wall feature in the image and the \( \tilde{y} \)-axis is found using \( \tilde{P}_4 \) and
Figure 4.10: The difference between the actual aspect angle and the angle in the image increases with the aspect angle, but remains less than 4 deg.

\[ \tan \tilde{\phi}_2 = \frac{\tilde{x}_4 - \tilde{x}_1}{\tilde{y}_4 - \tilde{y}_1} \]

\[ = \frac{\cos \psi \sin \varphi}{\sin \psi} \]

\[ = \frac{\sin \varphi}{\tan \psi} \]

which is independent of the aspect angle and provides no information about the building parameters.

The angle between the roof feature in the image and the \( \tilde{y} \)-axis is found using \( \tilde{P}_1 \) and
\[ \tan \phi_3 = \frac{\tilde{x}_5 - \tilde{x}_4}{\tilde{y}_5 - \tilde{y}_4} \]

\[ = \frac{\sin \phi \cos \varphi - \cos \phi \sin \psi \sin \varphi + \tan \alpha \cos \psi \sin \varphi}{\cos \phi \cos \psi - \tan \alpha \sin \psi}, \quad (4.10) \]

which, for a squinted geometry, depends on the aspect angle and contains information about the slope of the roof.

The width of the wall reflection in the slant plane image is

\[ \tilde{H} = (\tilde{y}_1 - \tilde{y}_4) + (\tilde{x}_1 - \tilde{x}_4) \tan \tilde{\phi}_1 \]

\[ = H[\sin \psi - \cos \psi \sin \varphi \tan \tilde{\phi}_1]. \quad (4.11) \]

So for a broadside geometry (no squint), the image wall feature is completely determined by the grazing angle, which is known, and the height of the wall. For a squinted geometry, there is a slight dependence on the aspect angle.

The width in the image range dimension of the roof reflection was found in the same way as that of the wall reflection, using \( \tilde{P}_4 \) and \( \tilde{P}_5 \),

\[ \tilde{W} = (\tilde{y}_5 - \tilde{y}_4) - (\tilde{x}_5 - \tilde{x}_4) \tan \tilde{\phi}_1 \]

\[ = (W/2)[| \cos \phi \cos \psi - \tan \alpha \sin \psi | \]

\[ + (\sin \phi \cos \varphi + \cos \phi \sin \psi \sin \varphi + \tan \alpha \cos \psi \sin \varphi) \tan \tilde{\phi}_1]. \quad (4.12) \]
The effect of the building physical parameters on the image features can be quantified:

\[
\frac{d\tilde{H}}{dH} = \sin \psi - \cos \psi \sin \varphi \tan \tilde{\phi}_1, \tag{4.13}
\]

\[
\frac{\partial \tilde{W}}{\partial (W/2)} = |\cos \phi \cos \psi - \tan \alpha \sin \psi| \\
+ (\sin \phi \cos \varphi + \cos \phi \sin \psi \sin \varphi + \tan \alpha \cos \psi \sin \varphi) \tan \tilde{\phi}_1, \tag{4.14}
\]

\[
\frac{\partial \tilde{W}}{\partial \tan \alpha} = -(W/2)(\sin \psi - \cos \psi \sin \varphi \tan \tilde{\phi}_1). \tag{4.15}
\]

From these equations, it is clear that the grazing angle of the sensor determines the sensitivity of the image features to the physical parameters. A squinted geometry with a negative tilt angle, such as that of LiMIT, increases the sensitivity.

Let the resolution of the image with respect to the building parameters be defined as the minimum difference in the parameters that could be determined from the image. For a difference to be detectable, the change in the slant plane widths of the roof and the wall reflections must be greater than the image range resolution \( \rho_y \). Using equations (4.13) to (4.15), the resolution of the building parameters in terms of the
Figure 4.11: Building parameter resolution as a function of the aspect angle.

The resolution of the building height is approximately 2 meters at an aspect angle of zero. As the aspect angle increases, the resolution improves to approximately 1.7 meters at an aspect angle of 45 degrees. However, as the aspect angle increases, the scattering intensity of the wall decreases making it more difficult to detect the wall feature in the image. The resolution of the building width $W$ depends on the roof slope, and vice-versa. The resolution for different values of these parameters is shown in Figure 4.11.

The equations for $\tilde{H}$ (4.11) and $\tilde{W}$ (4.12) show theoretical relationships between building parameters and image features that have not previously been made explicit.
The equations (4.16) and (4.18) provide theoretical bounds on the precision of the building parameter information contained in the features. These bounds establish a reference for evaluating the performance of an information extraction method.

4.2 Interpretation of Buildings in LiMIT Data

The previous section provided predictions of the dominant building features for a given building orientation and quantified the location and extent of those features in a SAR image. These results are used here to interpret building features in the LiMIT SAR imagery.

4.2.1 Buildings in LiMIT Data

The LiMIT dataset used for this research was collected during a test mission at San Clemente Island, CA. The buildings in the dataset chosen for analysis are shown in Figure 4.12. These buildings were chosen because their images have bright features, they represent two different types of buildings and some ground truth was available for them. The L-shaped building, which will be referred to as the L-building, is a large building with two wings and a sloped roof. It was oriented at 45 degrees to the sensor so that a maximum of its surface was illuminated. The three smaller buildings, which will be referred to as the barns, have sloped roofs and are oriented broadside to the sensor with the roof ridge parallel to the sensor pointing vector. Each of these buildings was present in four different CPIs that were collected during one flight. The geometry of these CPIs and the image coordinates of the buildings are given in Table 4.4.
Table 4.4: LiMIT CPI Geometry

<table>
<thead>
<tr>
<th>CPI</th>
<th>ID</th>
<th>graze</th>
<th>tilt</th>
<th>squint</th>
<th>L-building</th>
<th>Barns</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6616781</td>
<td>23.74</td>
<td>-7.48</td>
<td>17.92</td>
<td>-379, 200</td>
<td>-762, 1498</td>
</tr>
<tr>
<td>2</td>
<td>6616782</td>
<td>23.96</td>
<td>-6.68</td>
<td>15.99</td>
<td>-383, 450</td>
<td>-801, 1736</td>
</tr>
<tr>
<td>3</td>
<td>6616783</td>
<td>24.16</td>
<td>-5.69</td>
<td>13.62</td>
<td>-387, 667</td>
<td>-840, 1940</td>
</tr>
<tr>
<td>4</td>
<td>7037707</td>
<td>24.14</td>
<td>-5.67</td>
<td>13.58</td>
<td>-375, 165</td>
<td>-842, 1432</td>
</tr>
</tbody>
</table>

All angles in degrees.
Table 4.5: L-Building Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1, L_2$</td>
<td>200 ft (62.5 m)</td>
<td>USGS NMV</td>
</tr>
<tr>
<td>$W_1, W_2$</td>
<td>48 ft (14.64 m)</td>
<td>USGS NMV</td>
</tr>
<tr>
<td>$H$</td>
<td>unknown</td>
<td>no information</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$&gt; 0$ deg.</td>
<td>optical image</td>
</tr>
<tr>
<td>$\phi$</td>
<td>45 deg.</td>
<td>navigation data</td>
</tr>
</tbody>
</table>

Table 4.6: Barn Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Barn 1</th>
<th>Barn 2</th>
<th>Barn 3</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>24 ft (7.32 m)</td>
<td>24 ft (7.32 m)</td>
<td>24 ft (7.32 m)</td>
<td>USGS NMV</td>
</tr>
<tr>
<td>$W$</td>
<td>48 ft (14.63 m)</td>
<td>48 ft (14.63 m)</td>
<td>48 ft (14.63 m)</td>
<td>USGS NMV</td>
</tr>
<tr>
<td>$H$</td>
<td>12 ft (3.66 m)</td>
<td>20 ft (6.1 m)</td>
<td>20 ft (6.1 m)</td>
<td>optical image</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>14 deg.</td>
<td>14 deg.</td>
<td>14 deg.</td>
<td>optical image</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0 deg.</td>
<td>0 deg.</td>
<td>0 deg.</td>
<td>navigation data</td>
</tr>
</tbody>
</table>

The available ground truth for the buildings in the LiMIT imagery consists of optical images taken at the test site and from USGS satellite imagery. From the USGS National Map Viewer (NMV) [http://viewer.nationalmap.gov/viewer], the size of the building footprints were determined using the viewer’s measurement tool. Additional information was inferred from the test site optical images and from knowledge of U.S. building conventions. In the U.S., lumber is typically sold in lengths of 8, 12 and 16 feet. A standard roof slope has 4 in. of rise per foot of horizontal length which is an angle of 22.5 deg. Standard or lower sloped roofs are typically found in climates where snowfall is rare, such as that of the test site. A summary of the known building parameters is given in Tables 4.5 and 4.6.
Figure 4.13: From this photograph of the three barns, it appears that the height of Barn 2 (center) is slightly less than its length; Barn 1 (left) is shorter and Barn 3 (right) is about the same height. Note what appears to be vehicles or machinery to the left of Barn 1 and in front of Barn 3; these could be strong scatterers.

4.2.2 Analysis of Building Image Features

The width of the image features in the range dimension was related to the building’s height and width in Section 4.1.2. The width of the building features in the LiMIT images was measured using range profiles. A range profile is a plot of pixel intensity vs. range at a particular cross-range location. For the digitized images, a range profile is a plot of one column of the image pixel matrix.

The building examples was present in four CPIs from the same flight. For each building example, the region of one CPI image containing the building was manually selected so that all the building features, including the shadow, were contained in the region and the amount of background contained in the region was small. This reference region was then registered with each of the other three CPIs using the mutual information registration method described in Chapter 6.
Figure 4.14: The white lines show the regions used for analysis of the L-building (a) and the barns (b). Each column of image pixel intensity values within the regions was plotted as a range profile.

For the L-building, three regions were identified as being relatively free of scatterers other than the building itself. These regions are shown on one of the CPI images in Figure 4.14a. The same regions were used for each of the CPIs. For the barns, the three regions corresponding to the individual barns were identified, as shown in Figure 4.14b. All the range profiles in all of these regions were used for the analysis.

The following features were measured for each of the range profiles: the length of the total building scattering, the distance between the first and second peaks, the offset of the first peak from the start of the building scattering, and the offset of the second peak from the end of the building scattering, and the intensity of the two peaks. These features are shown on an example range profile at the top of Figure 4.15. The start of the building scattering was determined the first of at least three consecutive pixels with intensity greater than a threshold. The threshold was calculated for each CPI as the median intensity of the image plus half the interquartile range. The end of the building scattering (start of shadow) was determined as the last pixel before three consecutive pixels with intensity less than the median image intensity.
Figure 4.15: The results of the L-building range profile analysis are shown separately for each CPI.
Figure 4.16: The results of the range profile analysis of the three barn-like buildings. In the peak intensity plot, the lighter bars correspond to the first peak (closest to sensor) and darker bars to the second peak. The height of each bar is the maximum value, and the two horizontal lines mark the mean and minimum.
Table 4.7: Summary of range profile analysis.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-building</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Building scattering width</td>
<td>10.8 m</td>
<td>3.2 m (3.9 pixels)</td>
</tr>
<tr>
<td>b) Offset of first peak</td>
<td>1.9 m</td>
<td>1.7 m (2.0 pixels)</td>
</tr>
<tr>
<td>c) Distance between peaks</td>
<td>6.5 m</td>
<td>2.2 m (2.7 pixels)</td>
</tr>
<tr>
<td>d) Offset of second peak</td>
<td>2.4 m</td>
<td>1.5 m (1.8 pixels)</td>
</tr>
<tr>
<td>e) Level of first peak</td>
<td>-61.1 dB</td>
<td>4.3 dB (7%)</td>
</tr>
<tr>
<td>f) Level of second peak</td>
<td>-61.3 dB</td>
<td>4.4 dB (7%)</td>
</tr>
<tr>
<td>Barn 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Building scattering width</td>
<td>13.9 m</td>
<td>3.1 m (3.8 pixels)</td>
</tr>
<tr>
<td>b) Offset of first peak</td>
<td>1.5 m</td>
<td>0.7 m (0.8 pixels)</td>
</tr>
<tr>
<td>c) Distance between peaks</td>
<td>4.9 m</td>
<td>2.2 m (2.6 pixels)</td>
</tr>
<tr>
<td>d) Offset of second peak</td>
<td>7.5 m</td>
<td>3.4 m (4.1 pixels)</td>
</tr>
<tr>
<td>e) Level of first peak</td>
<td>-65.9 dB</td>
<td>4.3 dB (7%)</td>
</tr>
<tr>
<td>f) Level of second peak</td>
<td>-67.2 dB</td>
<td>8.0 dB (12%)</td>
</tr>
<tr>
<td>Barn 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Building scattering width</td>
<td>15.5 m</td>
<td>2.9 m (3.6 pixels)</td>
</tr>
<tr>
<td>b) Offset of first peak</td>
<td>1.6 m</td>
<td>0.9 m (1.0 pixels)</td>
</tr>
<tr>
<td>c) Distance between peaks</td>
<td>5.1 m</td>
<td>2.9 m (3.6 pixels)</td>
</tr>
<tr>
<td>d) Offset of second peak</td>
<td>8.7 m</td>
<td>4.2 m (5.1 pixels)</td>
</tr>
<tr>
<td>e) Level of first peak</td>
<td>-67.1 dB</td>
<td>5.5 dB (8%)</td>
</tr>
<tr>
<td>f) Level of second peak</td>
<td>-64.5 dB</td>
<td>10.9 dB (17%)</td>
</tr>
<tr>
<td>Barn 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Building scattering width</td>
<td>13.2 m</td>
<td>2.3 m (2.8 pixels)</td>
</tr>
<tr>
<td>b) Offset of first peak</td>
<td>1.5 m</td>
<td>0.5 m (0.6 pixels)</td>
</tr>
<tr>
<td>c) Distance between peaks</td>
<td>5.6 m</td>
<td>2.4 m (2.9 pixels)</td>
</tr>
<tr>
<td>d) Offset of second peak</td>
<td>6.2 m</td>
<td>3.3 m (4.0 pixels)</td>
</tr>
<tr>
<td>e) Level of first peak</td>
<td>-60.0 dB</td>
<td>7.0 dB (12%)</td>
</tr>
<tr>
<td>f) Level of second peak</td>
<td>-69.3 dB</td>
<td>8.2 dB (12%)</td>
</tr>
</tbody>
</table>
4.2.3 Model-based Interpretation of Features

The two features introduced in Section 4.1.2, the roof scattering $\tilde{W}$ and the wall scattering $\tilde{H}$, contain information about the building parameters. These predicted features overlap in the image. The results of Section 4.1.1 and the known building parameters were used to interpret the observed image features in terms of the predicted features.

From the known barn parameters, the predicted image features were calculated using (4.12) and (4.11). Since all the barns appear to have the same width $W$,

$$\tilde{W} = W \cos \psi \cos \phi \approx (14.63) (0.9129)(1) = 13.36 \text{ m}, \quad (4.19)$$

for all the barns.

For Barn 1,

$$\tilde{H} = H \sin \psi \approx (3.66)(0.4081) = 1.5 \text{ m}, \quad (4.20)$$

and for Barns 2 and 3,

$$\tilde{H} = H \sin \psi \approx (6.1)(0.4081) = 2.49 \text{ m}. \quad (4.21)$$

The PO model predicts that the wall and double bounce reflections will have a higher intensity than that from the roof because the local incident angle of the wall is greater. This is consistent with the barns signatures in the LiMIT imagery; the signature consists of a narrow bright region in the near range ($\tilde{H}$) and a region of weak scattering ($\tilde{W}$) between the bright region and the darker shadow region. The observed mean to-
tal scattering width (bright region plus weak region) was within a standard deviation of the model prediction \( \bar{W} = 13.36 \) m. The mean distance between the peaks, the extent of the bright region, was greater than the predicted \( \bar{H} \). This may be due to the system point spread function which spreads the bright response of the wall and double-bounce across neighboring pixels. The difference in height between the barns apparent in the test site optical image could not be inferred from the range profiles. The difference in height may be less than the height resolution given by (4.13) for LiMIT as 2 meters, or 6.6 feet.

For the L-building, at a 45 deg. aspect angle, the scattering from the roof should be stronger than that of the wall. The double-bounce scattering could be strong, depending on the ground cover (Figure 4.6). This would explain one of the bright line features observed in the L-building image. The double-bounce scattering is located in the image at the far range of the scattering from the wall \( \bar{H} \). This leads to an ambiguity as to whether the observed total scattering width corresponds to \( \bar{H} \) – second peak is double-bounce – or to \( \bar{W} \) – first peak is double-bounce. Three possible building shapes consistent with the observed features are shown in Figure 4.17.
Figure 4.17: Possible L-building shapes (one wing only) are shown in (a), (c) and (e). The resulting image features for each shape are shown in (b), (d) and (f).
4.3 Summary

In conclusion, the purpose of modeling the scattering intensity is to interpret the dominant features of a building signature in SAR imagery. Given the building orientation in the scene, the bright features of the building in a SAR image can be attributed to building components aided by the predictions of the scattering model. The physics-based PO scattering model is known to be accurate, but it depends on the permittivity of the building component material, which is usually not known. It was shown here that this does not limit its usefulness for the purpose of predicting whether the roof or the wall scattering will be dominant, as differences in permittivity do not change the relative intensities of the roof and the wall. On the other hand, it has been shown that the double-bounce scattering intensity is highly dependent on the roughness parameters of the ground surface. This insight is also useful for SAR image feature interpretation.

Models in the form of equations were developed that show how a building’s roof and walls appear as features in a SAR image. Their usefulness for information extraction depends on the correct delineation and interpretation (e.g., roof or wall) of the image features. In practice, extracting building information from image features is difficult to apply because the image speckle noise and the system point spread function distorts the boundaries of the features. More useful are the theoretical bounds on the precision of the building parameter information contained in the features. These bounds establish a reference for evaluating the performance of an information extraction method.
Chapter 5

Simulation of SAR Signals

SAR signal simulation was used to reproduce the observed features in the LiMIT building images using the PO scattering model, and to further investigate the sensitivity of SAR image features to changes in a building’s size, roof slope and orientation. A new, efficient simulation method was developed to support the geometric accuracy and spatial coverage required for comparing the simulation images to the LiMIT imagery. The efficiency and accuracy of the simulation method makes it useful for information extraction as will be demonstrated in the next chapter.

5.1 New SAR Simulation Method

The size of the area imaged by a LiMIT CPI is roughly 2 kilometers by 4 kilometers with 1-meter resolution. For investigating buildings, it is sufficient to simulate a much smaller scene – say, 100 meters by 200 meters. A small scene can be simulated efficiently in the phase history (spatial frequency) domain by exploiting the inverse relationship between the bandwidth in this domain and the size of the imaged scene,
as explained in Section 3.2. This is the basis for the new simulation method presented here, called the phase-domain simulation method. This method reconstructs the full raw time-domain signal from a reduced set of phase domain samples and requires less computation than the direct time-domain simulation method.

The time-domain simulation method calculates the raw signal using (3.13), which is the received echo from a single scatterer in the scene. The raw signal is the sum of the echos from all the scatterers in the scene,

\[
s_m(t_n) = \sum_{i=1}^{N_s} \gamma_i \exp\left[-j\omega_0 \frac{2}{c} r_{i,m}\right] \exp\left[j\alpha\left(t_n - \frac{2}{c} r_i\right)^2\right] \text{rect}\left[\frac{t_n - \frac{2}{c} r_{i,m}}{T}\right],
\]

where

\[
r_{i,m} = |\vec{R}_m - \vec{r}_i|
\]

is the distance between the \(i\)th scatterer and the sensor at the time of the \(m\)th pulse. The raw signal is evaluated for each sample time \(t_n\), for each pulse return signal \(s_m\), and for each scatterer in the scene. The number of samples recorded for each pulse is equal to the sampling rate of the sensor times the duration of the record window. The advantage of the time-domain method is that the sensor positions from an actual flight can be used, so that any deviations from an ideal flight path are captured in the simulation. Another advantage is that the simulated raw signal can be processed with the same software that is used for processing the sensor data to form an image. These two characteristics are important when the goal is to compare the simulation to data. The disadvantage of the time-domain method is that it is computationally intensive making it impractical for high-resolution simulations of detailed scenes.

The phase-domain method works as follows (see Figure 5.1): First, the surface reflectivity for a scene is specified using an appropriate scattering model. Second, the phase
history is evaluated at a reduced sampling rate based on the scene dimensions and the sensor parameters. Third, the phase history is upsampled to the full frequency domain sampling rate of the sensor data phase history. Finally, the demodulation process described in Section 3.2 is applied in reverse to reconstruct the raw signal. This method scales well because only the first step increases in computation time with the size of the scene; the other steps are fixed for a given set of sensor parameters.

The phase-domain method exploits the relationship between the range dimension length of the final image $D_y$ and the phase history sample spacing $d_{k_y}$,

$$D_y = \frac{2\pi}{d_{k_y}}. \tag{5.3}$$

This inverse relationship means that a smaller image is produced by a larger sample spacing and, therefore, a smaller number of samples. An example illustrates the computational savings. Using (5.3), a scene that is 200 meters long requires a phase history sample spacing of approximately 750 kHz. Using (3.27), a resolution of 1
meter requires a bandwidth of 150 MHz in the phase history domain. Then the number of phase history samples per pulse required to form a 1-meter resolution image 200 meters long is 150 MHz / 750 kHz = 200 samples. This is a small number compared to the 36,800 samples per pulse of the LiMIT time-domain raw signal, which is sampled at 480 MHz for 76 \( \mu \)sec. Herein lies the key advantage of the phase-domain simulation method – reducing the number of samples evaluated greatly reduces the computation time to produce the full raw time-domain signal.

### 5.1.1 Phase History Evaluation

The phase-domain simulation method begins by evaluating the phase history \( F(k, \theta) \) using the sensor parameters and the input scene. The sensor parameters needed for the simulation are summarized in Table 5.1. The input scene consists of a discrete set of scatterers each described by a position \( \vec{r} \) and a reflectivity \( \gamma \). The expression for the phase history of a single point in the scene was given by (3.19); the phase history for the input scene is calculated by summing this expression over all the scatterers in the scene,

\[
F(k, \theta_m) = \sum_{i}^{N_s} \gamma_i \exp[jkr_i,m] \text{rect} \left[ \frac{k - k_0}{4\alpha T/c} \right].
\]  

(5.4)

where \( N_s \) is the number of scatterers in the scene.

The key to this step is the selection of the discrete values of \( k \) and \( \theta \) at which to evaluate the phase history \( F(k, \theta) \). To see why this is important, consider the goal of comparing the simulation image to a SAR image. The pixels of the two images must be the same size and have the same coordinates. To achieve this, the simulation phase history must be evaluated at a subset of the frequencies and view angles of the...
sensor data phase history.

The phase history samples of the processed data are at frequencies determined by the sampling rate of the raw signal and the number of points used for the FFT to transform the recorded signal from each pulse,

\[
f_n = -\frac{f_s}{2} + (n - 1) \frac{f_s}{N_{\text{FFT}}}, \quad n = 1 : \frac{N_{\text{FFT}}}{2}.
\]

The sample spacing, converting to spatial frequency, is

\[
dk = \frac{2\pi}{c} \frac{f_s}{N_{\text{FFT}}}. \tag{5.6}
\]

The maximum phase history sample spacing required for the simulation is calculated using (5.3),

\[
dk' = \frac{2\pi}{D_y} \tag{5.7}
\]

where \(D_y\) is calculated from the input scene. The simulation phase history (5.4) is then evaluated at the discrete values of \(k\) corresponding to a subset of the frequencies.
of (5.5),

$$k_n = \frac{2}{c} 2\pi f_n, \quad n = 1 : \left[\frac{dk'}{dk} : \frac{N_{\text{FFT}}}{2}\right]. \quad (5.8)$$

Similarly, the subset of the view angles \( \theta \) at which to evaluate the simulation phase history is selected using,

$$D_x = \frac{2\pi}{d\theta},$$

where \( D_x \) is the cross-range length of the final image and \( d\theta \) is the angular spacing of the view angles of each pulse.

The next step before reconstructing the raw signal is to upsample \( F(k, \theta) \) to match the sample spacing of the sensor data phase history in the \( k \) dimension. This is accomplished by applying a one-dimensional FFT in the \( k \) dimension, zero-padding the resulting transform signal, and then applying an inverse FFT.

The resulting upsampled signal includes the values of the signal at the original sample locations plus interpolated values between them, as shown in Figure 5.2. This is why it was important to choose the subset of frequencies as described at the beginning of this section, so that the upsampled signal has values corresponding to the frequencies of the sensor data phase history.

### 5.1.2 Raw Signal Reconstruction

To reconstruct the raw signal, the upsampled phase history is subjected to the reverse of the demodulation process described in Section 3.2 and then transformed into the
Figure 5.2: The upsampled signal contains the original sample locations, with additional interpolated samples inserted.

time-domain.

The reverse of the demodulation process is a two-dimensional modulation. The modulation function in the $k$ dimension is the transform of the transmitted pulse, $P_0(k)$. The modulation function in the $\theta$ dimension is a phase shift due to the difference in the distance to the scene center for each pulse position.

After modulation, the signal is

$$S(k, \theta_m) = F(k, \theta_m)P_0(k)\exp[jk(r_0 - R_m)].$$  \hspace{1cm} (5.10)

The final step is to perform an inverse Fourier transform into the time-domain. The raw signal is a real-valued signal; since the transform of a real signal is conjugate symmetric, the symmetry is introduced prior to the inverse transform,

$$S_m(\omega) = \begin{cases} 
S\left(\frac{2}{c}\omega, \theta_m\right) & 0 \leq \omega < 2\pi f_s/2 \\
S^*\left(\frac{2}{c}\omega - 2\pi f_s/2, \theta_m\right) & 2\pi f_s/2 \leq \omega < 2\pi f_s 
\end{cases}$$  \hspace{1cm} (5.11)

$$s_m(t_n) = \text{IFFT}\{S_m(\omega)\}$$  \hspace{1cm} (5.12)

If the raw signal recorded by the sensor is zero-padded prior to FFT, i.e., $N_{\text{FFT}} > N_t$, 

76
Figure 5.3: The final image of the test scene verifies the simulation. The image was produced by processing the simulated raw signal with the LiMIT processing software. The slant plane image locations of the input scene points were calculated using the mapping equations (4.6) and (4.7).

Then the reconstructed raw signal will be zero-padded as well and the extra values are discarded. Finally, \( s_m(t_n) \) should be scaled and typed to match the actual data. For example, the LiMIT data is recorded as 8-bit signed integers so the values of the reconstructed signal are scaled to the range \([-128 127]\) and converted to 8 bits. The final image of Figure 5.3 was produced by processing the reconstructed signal with the same code used to process the actual LiMIT data.

The reconstructed raw signal was compared to the time-domain simulation of the same scene. The time-domain simulated raw signal was generated by evaluating (5.1). The difference between the raw time-domain simulated sample values and the reconstructed sample values was on the order of 10e-14, which can be attributed entirely to computer round-off errors. Therefore, the phase-domain simulation method presented here produces the same result as the time-domain method and there is no trade-off between computational efficiency and accuracy.
Table 5.2: Computational Cost Factors

<table>
<thead>
<tr>
<th></th>
<th>Time-Domain Method</th>
<th>Phase-Domain Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_s )</td>
<td>scatterers in scene</td>
<td>( N_s ) scatterers in scene</td>
</tr>
<tr>
<td>( N_p )</td>
<td>pulses</td>
<td>( N_p ) pulses</td>
</tr>
<tr>
<td>( N_t )</td>
<td>raw signal samples per pulse</td>
<td>( N_f' ) phase history samples evaluated</td>
</tr>
<tr>
<td>( N_f )</td>
<td></td>
<td>( N_f' ) phase history samples per pulse</td>
</tr>
</tbody>
</table>

5.1.3 Computational Cost

The computational cost of an algorithm can be quantified as the number of complex multiplies required by the algorithm. The factors that determine the number of complex multiplies required by the time-domain simulation method and the phase-domain method are listed in Table 5.2.

The number of multiplies required by the time-domain simulation method is

\[
N_{TD} = N_s N_p N_t. \tag{5.13}
\]

The number of multiplies required by the new phase-domain method is

\[
N_{PD} = N_s N_p N_f' + N_r \tag{5.14}
\]

where \( N_r \) is the number of multiplies required for the upsampling and reconstruction. The cost of the upsampling and reconstruction is

\[
N_r = N_p [2N_f \log_2 N_f + N_f + N_f \log_2 N_f] \tag{5.15}
\]
where the first term in the brackets is the cost of the FFTs\(^1\) used for upsampling, the second term is the cost of the modulation, and the third term is the cost of the final inverse FFT.

The computational cost of the phase-domain method relative to the time-domain method is

\[
\frac{N_{PD}}{N_{TD}} = \frac{N_f'}{N_t} + \frac{N_r}{N_sN_tN_p}
\]  

(5.16)

Simplifying and substituting into 5.16,

\[
\frac{N_{PD}}{N_{TD}} = \frac{N_f'}{N_t} + \frac{N_r}{N_sN_tN_p}
\]

\[
= \frac{N_f'}{N_t} + \frac{N_pN_f(3\log_2 N_f + 1)}{N_sN_tN_p}
\]

\[
= \frac{N_f'}{N_t} + \frac{N_f(3\log_2 N_f + 1)}{N_sN_t}
\]  

(5.17)

The first term on the right-hand side is typically very small. The second term decreases with the number of scatterers; this is because the cost of the upsampling and reconstruction does not depend on the number of scatterers.

An example illustrates the reduction in computation. Consider a scene 100 meters by 200 meters scene divided into 0.5 meter by 0.5 meter square scatterers so \(N_s = 80,000\). Using the LiMIT parameters for \(N_t\) and \(N_f\), the computation required by the

\(^1\)The number of multiplies used by an FFT algorithm is bounded by \(N \log_2 N\) where \(N\) is the number of points evaluated [72]
The phase-domain method relative to the time-domain method is

\[
\frac{N_{PD}}{N_{TD}} = \frac{200}{36800} + \frac{24567(3 \log_2(24567) + 1)}{(80000)(36800)}
\]

\[
= 0.0054 + \frac{1.1e+06}{2.94e+10}
\]

\[
= 0.005437. \tag{5.18}
\]

For a more practical frame of reference, on a desktop computer with dual Intel(R) Xeon(TM) 2.40 GHz processors the simulation example above takes over 12 hours using the time-domain method and just over 30 minutes using the new phase domain method.

5.2 Simulation Results

The phase-domain simulation method was used to reproduce the observed features in the LiMIT building images, and to further investigate the sensitivity of SAR image features to changes in a building’s size, roof slope and orientation.

The input to the simulation is a three-dimensional scene. The coordinate system of the scene is defined with the origin at the center, and the scene has length \( D_x \) meters in the \( x \) (cross-range) dimension and length \( D_y \) meters in the \( y \) (range) dimension.

The scene is composed of equal-sized facets that are described by an \( x-y-z \) location and a complex reflectivity \( \gamma \). The magnitude of the reflectivity value is the radar cross section (RCS) which is calculated using the PO model described in Section 4.1.1. The phase of the reflectivity of each facet is random, distributed uniformly between 0 and \( 2\pi \).
Figure 5.4: Simulated building layout. The plain type labels indicate named regions of the building that are referred to in the text.

The facet locations are spaced evenly in the $x$-$y$ plane, where the spacing in each dimension is half the final image resolution $\rho_x$ and $\rho_y$ determined by the LiMIT parameters. This results in four facets per resolution cell (pixel), each with random phase so that the characteristic SAR speckle noise is reproduced.

5.2.1 Simulation of Buildings

The scene is composed of a building and ground. The building layout within the scene is shown in Figures 5.4 and 5.5. The building has two wings (L-shaped) if both W1 and W2 are non-zero; if one of W1 or W2 is zero, then the building has a single wing (rectangular, like the barns). Once the scene is constructed, it is rotated in the $x$-$y$ plane by an angle $\phi$ which is the building orientation in the scene.

The scene is layed out so that each facet belongs exclusively to the ground, one of the vertical walls, or one of the roof sections. There are a total of nine of these
Figure 5.5: Simulated building, side-view. The angle of the roof $\alpha$ is determined by the height of the roof peak, the height of the vertical walls and the length of the building side.

scene components. Each component is assigned a permittivity and a normal vector; the ground is also assigned roughness statistics, $\sigma$ and $\ell_c$. The incident angle 4.5 is calculated for each of the nine normal vectors using the sensor pointing vector 4.2. The RCS of each component is calculated using the PO model. The facets at the base of each wall are assigned the RCS of the double-bounce scattering using the GO-PO model. If the incident angle of a component is greater than 90 degrees, then facets belonging to that component are not illuminated and their reflectivity is set to zero. The non-illuminated facets are still created so that the correct shadowing effects are included, and then removed from the scene after the shadow calculation.

Two example input scenes are shown in Figure 5.6, an L-shaped building with two wings and a single wing building like the barns.

A simulation of a barn is shown in Figure 5.7 along with the LiMIT image of the barn. The simulation reproduces the features observed in the LiMIT image — bright strip from wall and double-bounce, region of weak scattering from the roof, and shadow.

A simulation of an L-shaped building is shown in Figure 5.8. The simulation does not reproduce the parallel lines observed in the LiMIT image. The PO scattering model predicts that the scattering from the vertical walls will be weak for a building
Figure 5.6: Example synthetic building scenes. The sensor location relative to the scene is uprange in the negative $y$ direction. The bright facets at the base of the walls are assigned the intensity of the double-bounce scattering.

Figure 5.7: The simulation of the barn captures the signature observed in the LiMIT image — bright strip from wall and double-bounce, region of weak scattering from the roof, and shadow.
a) LiMIT image of L-building.  b) Simulation of L-building.

Figure 5.8: Simulation of a scaled down version of the L-building. The parameters for both wings were $L = 32$ m, $W = 8$ m, $H = 4$ m, and $\alpha = 14$ deg.

orientation of 45 degrees, like that of the L-building. The double-bounce scattering could be strong if the building is surrounded by asphalt and so one of the bright lines may be this component. But it is not clear from the model why the roof produces a second bright line. Simulations of a single wing of the building are shown in Figure 5.9, where the double-bounce scattering intensity was calculated for asphalt and appears very bright. A possible explanation for the second bright line is that the roof contains an architectural detail not accounted for in the building shape model. Another possible explanation is that the observed bright line is due to diffraction by the wedge shape of the roof ridge.

5.2.2 Evaluation of Building Feature Model

The relationship between the building parameters and the image features was given in Section 4.1.2 and are repeated here for convenience,

$$\hat{H} = H[\sin \psi - \cos \psi \sin \varphi \tan \phi_1]$$  \hspace{1cm} (5.19)
The bright line is the double-bounce at the base of the wall. For the low-sloped roof (a), the roof scattering feature is wider than the wall scattering feature. For the steep-sloped roof (b), the opposite is the case.

\[
\begin{align*}
\tilde{W} & = (W/2)[| \cos \phi \cos \psi - \tan \alpha \sin \psi | \\
& + (\sin \phi \cos \varphi + \cos \phi \sin \psi \sin \varphi + \tan \alpha \cos \psi \sin \varphi ) \tan \phi_1 ] \\
& \quad \text{where } \tilde{W} \text{ is the width of the roof scattering and } \tilde{H} \text{ is the width of the wall scattering in the image.}
\end{align*}
\]

To investigate the image feature associated with the scattering from the vertical wall, a scene was created that contained a single vertical wall. No rough ground (background facets) were included so that there would be no ambiguity as to which pixels in the image should be assigned to the wall feature. The magnitude of the reflectivity of the wall facets was calculated using the PO model and the phase of the reflectivity was drawn from a uniform distribution between 0 and 2\(\pi\). The length of the wall was 10 m in the cross-range dimension. The height and orientation of the wall was varied. For each height and orientation, a simulation was generated and an image was formed.

Figure 5.9: Simulation of one wing of the L-building using two different hypothesized shapes. a) \(L = 63\ m, W = 15\ m, H = 7\ m, \alpha = 14\ \text{deg.}\) b) \(L = 63\ m, W = 12\ m, H = 15\ m, \alpha = 40\ \text{deg.}\)
Figure 5.10: Simulation image of a vertical wall on a non-reflective background. The height of the wall was 5 m and the orientation angle is 20 deg. The intensity of the wall feature varies due to the random phase of the reflectivity. The point response of each facet is a 2D sinc function.

from the simulated signal.

An example image is shown in Figure 5.10. The intensity of the image varies over the region corresponding to the wall even though each wall facet was assigned the same reflectivity magnitude. The variation in pixel intensity arises from the random phase of the reflectivity, which produces speckle noise. The image shows energy from the wall spread into pixels corresponding to the non-reflective background. This is due to the point spread function of (3.25).

These two effects, random phase speckle noise and the point spread function, blur the edges of the wall feature, even with the absence of background scattering. To measure the width of the wall feature, the number of pixels having an intensity above a threshold were counted in each range column. The threshold was calculated for each image as 75% of the maximum intensity in the image. The width of the wall feature for a particular image was calculated as the mean number of pixels in each range column multiplied by the pixel width in the range dimension. The results are
Table 5.3: Simulation Wall Feature

<table>
<thead>
<tr>
<th>Wall orientation:</th>
<th>0 deg.</th>
<th>20 deg.</th>
<th>40 deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$ (m)</td>
<td>$\tilde{H}$ (m)</td>
<td>$\tilde{H}$ (m)</td>
<td>Diff.</td>
</tr>
<tr>
<td>4.0</td>
<td>1.64</td>
<td>1.77</td>
<td>0.13</td>
</tr>
<tr>
<td>4.5</td>
<td>1.84</td>
<td>2.71</td>
<td>0.87</td>
</tr>
<tr>
<td>5.0</td>
<td>2.05</td>
<td>2.79</td>
<td>0.74</td>
</tr>
<tr>
<td>6.0</td>
<td>2.46</td>
<td>3.64</td>
<td>1.18</td>
</tr>
<tr>
<td>8.0</td>
<td>3.27</td>
<td>4.28</td>
<td>1.00</td>
</tr>
<tr>
<td>8.5</td>
<td>3.48</td>
<td>3.78</td>
<td>0.30</td>
</tr>
<tr>
<td>9.0</td>
<td>3.68</td>
<td>3.69</td>
<td>0.01</td>
</tr>
<tr>
<td>10.0</td>
<td>4.09</td>
<td>3.71</td>
<td>-0.38</td>
</tr>
</tbody>
</table>

Note: The pixel size of the simulation image was 0.8165. The Measured $\tilde{H}$ is the mean value from all the range profiles in a single simulation image.

given in Table 5.3. The model predicts that the width of the wall feature is unaffected by the wall orientation angle; the results for three different orientation angles support this. In all but one case, the measured feature is wider than the model predicts. The difference is less than one pixel width in 10 out of 24 cases, and less than two pixel widths in all cases. This suggests that the threshold value used to identify the pixel values may have been too low, so that extra pixels were included in the count.

The same procedure was repeated for the image roof feature $\tilde{W}$, where the input to the simulation was a scene composed of a sloped roof over a non-reflective background. The length of the roof $L$ was 10 m and the height of the lowest part of the roof $H$ was 8 m. The width $W$ and the slope angle $\alpha$ were varied since these are the parameters that determine the width of the roof scattering in the image. The results are shown in Table 5.4 as the difference between the measured $\tilde{W}$ and that predicted by the model. As with the wall feature, the measured feature width was greater than the model predicted width. In 30 out of 48 cases, the difference was less than one pixel width and all were less than two.
Figure 5.11: Simulation images of a sloped roof on a non-reflective background. The height of the roof was 8 m at the lowest edge, the length was 10 m, and the width was 6 m. The effective incident angle for the 23 deg. roof (a) was 43 deg. and for the 45 deg. roof (b) the incident angle was 21 deg. The increased steepness of the roof compresses the roof feature in the image and increases the intensity of the scattering.

Table 5.4: Simulation Roof Feature

<table>
<thead>
<tr>
<th>Measured $\bar{W}$ - Predicted $\bar{W}$</th>
<th>$\alpha$ (deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$ (m)</td>
<td>0</td>
</tr>
<tr>
<td>---------</td>
<td>---</td>
</tr>
<tr>
<td>5</td>
<td>0.58</td>
</tr>
<tr>
<td>6</td>
<td>0.62</td>
</tr>
<tr>
<td>7</td>
<td>0.86</td>
</tr>
<tr>
<td>8</td>
<td>0.76</td>
</tr>
<tr>
<td>9</td>
<td>0.70</td>
</tr>
<tr>
<td>10</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Note: The pixel size of the image was 0.8165.
5.3 Summary

The phase domain simulation method is a computationally efficient method for simulating a region on the order of 100 square meters at the full resolution of the SAR sensor data. The phase of the complex reflectivity of an illuminated structure plays a role in the appearance of the structure in the SAR image. The effect of the phase – speckle noise – is reproduced by simulating the raw signal and then forming an image using the same processing chain that is used for the sensor data.

The relationship between the building parameters – wall height, roof slope and width – and the image features was verified using the simulation. It was found that the model underestimates the width of the features in the image by one or two resolution cells. This observed excess width of the features was due to the point spread function and speckle noise. The reliability of the range profile method for feature extraction depends on the length of the feature in the cross-range dimension. The longer the feature, the more range profile lines are available for measurement which means a larger sample size for estimating the mean feature width.

The simulation was used to reproduce the building signatures observed in the LiMIT data. For the barns, the simulation agrees qualitatively with the observed signature. For the L-building, the parallel bright lines are not reproduced. This indicates limitations of the underlying building model, which does not include architectural details or diffraction scattering.
Chapter 6

Mutual Information Method For Information Extraction

The relationship between a building’s shape and the SAR image features it produces was established in Chapter 4 but it is difficult to extract information directly from features. This is because the image features overlap and their edges are blurred by the speckle and point spread effects demonstrated in Chapter 5. An alternative is to use simulation to find the hypothetical building shape that produces a SAR response most similar to that observed in the SAR image. The similarity between a simulation image and a SAR image is quantified using mutual information. Maximizing the mutual information between the two images is equivalent to maximizing the likelihood of the SAR image given the hypothesized building shape.
6.1 Theoretical Considerations

An image $v$ is a two-dimensional matrix of intensity values, and the values are distributed according to some probability density function (pdf) $\mathcal{P}(v)$. A building is specified by parameter vector,

$$b \doteq [W, L, H, \alpha, \phi],$$

where the parameters are those defined in Figure 4.1. Let $v_0$ be the SAR image of a building and let $v_b$ be the simulation image produced using $b$.

The shape of a building is estimated as that which maximizes the mutual information between the SAR image and the simulation image,

$$b^* = \arg\max_b \{I(v_0, v_b)\}. \quad (6.2)$$

The mutual information of (6.2) is related to the log likelihood of the SAR image $v_0$ given the simulation image $v_b$,

$$I(v_0, v_b) = \mathcal{H}(v_0) - \mathcal{H}(v_0|v_b) = \mathcal{H}(v_0) - \mathcal{H}(v_0) + E_{v_0,v_b}[\log \mathcal{P}(v_0|v_b)]$$

where the second term on the right is the expectation over the joint distribution of
the log likelihood. The entropy of the SAR image $\mathcal{H}(v_0)$ is fixed, so maximizing the mutual information is equivalent to maximizing the expectation of the log likelihood of the data given the model.

### 6.1.1 Probability Distribution Estimation

The entropy of an image is a function of the probability distribution of the image pixel values. The most common way to estimate the pixel value distribution is to use a histogram of the pixel values [51]. The histogram is a nonparametric consistent estimator [73], although the choice of bin width is critical to the quality of the estimate. If the bin width is too wide, then the histogram is overly smoothed; if the bin width is too narrow, then the bins may be sparsely filled and the resulting density estimate is unreliable.

The bin width $w$ can be chosen explicitly or it can be chosen implicitly by specifying the number of bins. Oftentimes, the number of bins is chosen based on the number of bits used to record the data, e.g., 128 bins for 8-bit data. Sturges’ Rule [74] specifies the number of bins as

$$N_{\text{bin}} = \lceil 1 + \log_2 N_{\text{pixel}} \rceil,$$

where $N_{\text{pixel}}$ is the number of pixels in the image. The bin width is then

$$w = \frac{\max v - \min v}{N_{\text{bin}}}.$$

In effect, this rule says that the number of data points (pixels) determines the precision with which the pdf can be reliably estimated.
Other rules that are used in the statistics community are Scott’s Rule [75],

\[
    w = \frac{3.5 \sigma}{N^{1/3}} \text{ pixel},
\]

(6.9)

where \( \sigma \) is the standard deviation of the pixel intensity values, and Freedman-Diaconis’ Rule,

\[
    w = \frac{2 \text{IQR}}{N^{1/3}} \text{ pixel},
\]

(6.10)

where IQR is the interquartile range\(^1\) of the pixel intensity values.

Sturge’s Rule is not optimal in all situations [76], but it has been demonstrated empirically [77, 60] to perform better than the other rules for calculating the mutual information between two images. As an example, each of the rules is applied to the L-building image and the resulting histograms are shown in Figure 6.1. As the number of bins decreases, the bin width increases and the histogram becomes less sparse. The entropy also decreases with the number of bins.

The application of Sturge’s Rule results in only 15 bins, a far smaller number than the other rules. The sufficiency of 15 bins to describe the information of the image is illustrated in Figure 6.2. The image on the left is displayed using 128 levels of gray and the image on the right using 15. They appear indistinguishable to the human eye. A smaller number of bins decreases the memory and computation required for calculating the entropy and mutual information.

\(^1\)The interquartile range is a statistical measure of dispersion. It is the difference between the 75th percentile and the 25th percentile.
Figure 6.1: Effect of bin width on pdf estimate and calculated entropy. The data are the pixel intensity values of the L-building image.
Figure 6.2: The same image viewed using two different intensity bin widths. The original intensity values were mapped to the range 1 to $N_{\text{bins}}$ and each bin corresponds to a unique gray-level. The human eye cannot discern a difference in the detail present.

### 6.1.2 Mutual Information Normalization

To compare the mutual information between a SAR image and different simulation images, the mutual information measure must be normalized to remove the dependence on the absolute entropy values of the images. The entropy of each simulation image may be different, and the simulation image entropy affects the bound on the mutual information between the simulation image and the SAR image,

$$0 \leq I(v_0, v_b) \leq \min[H(v_0), H(v_b)]$$  \hspace{1cm} (6.11)

For example, consider two simulation images, $v_{b1}$ and $v_{b2}$, such that

$$H(v_{b1}) < H(v_{b2}) < H(v_0)$$  \hspace{1cm} (6.12)

Then $I(v_0, v_{b1})$ has less range than $I(v_0, v_{b2})$. The two mutual information measures must be scaled to the same range. This is accomplished here by dividing the mutual
information by the entropy of the simulation image,

\[
\mathcal{I}'(v_0, v_b) = \frac{\mathcal{I}(v_0, v_b)}{\mathcal{H}(v_b)} \quad \text{(6.13)}
\]

\[
= \frac{\mathcal{H}(v_b) - \mathcal{H}(v_b|v_0)}{\mathcal{H}(v_b)} \quad \text{(6.14)}
\]

\[
= 1 - \frac{\mathcal{H}(v_b|v_0)}{\mathcal{H}(v_b)} \quad \text{(6.15)}
\]

This measure is a value between 0 and 1. The minimum value of 0 occurs when \( \mathcal{H}(v_b|v_0) \) is equal to \( \mathcal{H}(v_b) \) which occurs when the SAR image and the simulation image are independent. The maximum value of 1 occurs when \( \mathcal{H}(v_b|v_0) \) is 0 which occurs when the simulation image exactly matches the SAR image.

### 6.2 Application to LiMIT Data

The mutual information method was applied to the buildings introduced in Section 4.2.1, the L-building and the barns. It was not possible to quantify the error of the resulting estimates due to the lack of precise ground truth. However, a qualitative assessment of the reasonableness of the estimates was made based on the available optical imagery and on a general knowledge of buildings. The consistency of the estimates was evaluated by using four different examples of each building from four different LiMIT CPIs.
6.2.1 Methodology

Selection of SAR image. The SAR image was a manually selected region of a LiMIT image containing a single building – the L-building or one of the barns. The region was selected so that the entire building and its shadow were contained in the region while minimizing the background contained in the region.

Selection of candidate building parameters. The parameters $H$ and $\alpha$ were varied, with the others remaining fixed at the values determined from the optical imagery (see Section 4.2, Table 4.5 and Table 4.6).

The range of values for $H$ and $\alpha$ were selected based on a priori knowledge of buildings. The height $H$ of a building is greater than one meter (3.28 feet), and generally greater than two meters (6.56 feet). According to the Council on Tall Buildings and Urban Habitat (CTBUH)$^2$, a value of 3.5 meters (11.48 feet) per story is used to calculate the exterior height of a building when the type of the building, residential or commercial, is unknown. Using this value, the height of a 4-story building would be 14 meters (49 feet). The slope of the roof $\alpha$ of a building can vary from 0 degrees (flat) to very steep (greater than 50 degrees). Common roof slopes found in the United States were given in Table 4.1.

The step size of the parameter values used in the simulations was chosen based on the resolution of these parameters in the LiMIT data. The resolution of $H$ and $\alpha$ was quantified in (4.16 and 4.18). As discussed in Section 4.1.2, resolution is defined as the minimum difference in the parameters that could be determined from an image. The difference is determined by the resolution of the image, i.e. the pixel size, and

---

$^2$www.ctbuh.org
by the change in the image feature produced by a change in the building parameter. For example, if the resolution of $H$ is 2 meters, then a change in $H$ of less than 2 meters produces a change in $\tilde{H}$ that is less than 1 image pixel and therefore is not detectable.

**Simulation.** Simulations were generated using the phase-domain simulation method presented in Chapter 5. Since the LiMIT parameters were used for the simulation, the resulting simulation images had the same pixel size as the SAR image and the two images could be compared without sub-pixel interpolation or resampling. The simulation input scene contained a building, specified by the parameters $b$, and surrounding ground. The scene was made much larger than the building so that the resulting simulation image contained all the layed-over building features as well as the shadow. The simulation image was larger than the SAR image.

**Calculation of mutual information.** The mutual information between the SAR image and a particular simulation image was calculated as

$$I'(v_0, v_b) = \max_{\tau} I'(v_0, v_{b,\tau})$$

where $\tau$ specifies a region of the simulation image that is the same size as the SAR image. The region is specified by the row and column of the upper left pixel of the region. An exhaustive search was performed by first selecting the region located in row 1, column 1 and then shifting the region one pixel at a time in each direction. This effected an alignment, or registration, of the SAR image with the simulation image.

The mutual information at each step was calculated from the joint histogram of the
SAR image and the selected region of the simulation image. The number of bins and
the bin width of the histogram were chosen according to Sturges’ Rule given in (6.7)
and (6.8). The pixel intensity values of each image were binned separately according
to the dynamic range of the image.

\[
i(\tilde{\gamma}) = \left\lfloor \frac{\tilde{\gamma} - \min v}{\max v - \min v} (N_{\text{bin}} - 1) \right\rfloor + 1
\]  

(6.17)

where \(i(\tilde{\gamma})\) is the index of the bin assigned to pixel value \(\tilde{\gamma}\).

The joint histogram has \(N_{\text{bin}}^2\) bins to represent every possible pairing of the \(N_{\text{bin}}\)
indices of the two images. The joint probability distribution was estimated from the
joint histogram,

\[
\hat{P}(v_0, v_{b, \tau}) = \frac{h(i, j)}{N_{\text{pixel}}^2},
\]  

(6.18)

where \(h(i, j)\) is the joint histogram count of the number of times that a pixel in one
image has the bin index \(i\) when the same pixel in the other image has the bin index
\(j\). The marginal probabilities were also estimated from the joint histogram,

\[
\hat{P}(v_0) = \frac{1}{N_{\text{pixel}}} \sum_j h(i, j),
\]  

(6.19)

and

\[
\hat{P}(v_{b, \tau}) = \frac{1}{N_{\text{pixel}}} \sum_i h(i, j).
\]  

(6.20)

The mutual information was then calculated using (3.35).

**Similarity map.** The final result is a mapping from building parameter space \(b\)
to mutual information \(I\), the similarity measure. The mapping was used to identify
\(b^*\) from (6.2), and to evaluate the behavior of the mutual information measure as a
function of building parameters.

### 6.2.2 Case 1: L-Building

The selected regions from each CPI are shown in Figure 6.3. The L-bldg is large in terms of pixels; each region is 198 x 85 pixels in cross-range and range, respectively. The resolution of the height parameter $H$ was calculated using (4.16) to be 1.62 meters (5.32 feet). The resolution of the roof angle parameter $\alpha$ was calculated using (4.18) to be 12.7 degrees. The candidate values for $H$ ranged from 4 to 40 feet in increments of 4 feet. The candidate values for $\alpha$ were those of Table 4.1. Note that the step size for both the parameters was less than their calculated resolution.

An example of the registration step is illustrated in Figure 6.4. The map on the right shows the mutual information as a function of translational shifts of the SAR image relative to the simulation image. Local maxima are evident that correspond to misalignments. This is why an exhaustive search was used to find the best alignment.

Figure 6.5, which shows the resulting similarity maps for each CPI. The results were consistent across the four CPIs; not only was the location of the maximum the same, but the general shape of the similarity surface was also consistent. The parameter values that maximized the mutual information were $H = 20$ feet and $\alpha = 7.1$ degrees. These values are reasonable, indicating a two-story building with a low-slope roof. The similarity maps indicate that a flat roof and a very steep roof are less likely.

The mutual information similarity measure varied smoothly with the parameter values. It is worth noting the diagonal ridge in the shape of the function. This is due
Figure 6.3: LiMIT image regions used for reference SAR images of the L-building.

Figure 6.4: The white box on the simulation image (a) indicates the region location $\tau$ that maximized the mutual information function (b).
to the coupling of the wall height and roof angle in determining the roof peak height of the building; a building with short walls and a steep roof, and a building with high walls and a low-sloped roof could both have the same roof peak height. This ambiguity was noted by Thiele [20], who pointed out that in both cases the total width of the building scattering and the length of the shadow would be the same in the SAR image. To overcome the ambiguity, Thiele used the interferometric phase as an additional source of information. The results here suggest that the mutual information measure could also resolve this ambiguity using a single SAR intensity image.

6.2.3 Case 2: Barns

The LiMIT image regions used for the barns are shown in Figure 6.6. The three barns are much smaller in pixels than the L-building; the average size of the regions was 25 x 35 pixels. There is evidence of other strong scatterers – vehicles? – very close to the barns. The orientation of the barns is such that the roof ridge is parallel to the pointing vector of the sensor so that the scattering width of the roof $\tilde{W}$ is independent of the roof angle $\alpha$. The resolution of the building height $H$ was calculated to be 2 meters (6.5 feet).

For the first experiment, only the height parameter $H$ was varied. The roof angle parameter $\alpha$ was held constant at 14 degrees, based on the optical photos that show that the barns have low sloped roofs. The height was varied from 1 to 7 meters, in increments of 1 meter. The upper limit was determined by simulation using heights up to 10 meters; a height greater than 7 meters produced a shadow that extended beyond the region matched to the LiMIT image region, as shown in Figure 6.7a. For
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Figure 6.5: Similarity maps for the L-building.
Figure 6.6: The LiMIT image regions used for the reference SAR images of the barns.
a. SAR image.  
b. Tall barn.  
c. Misalignment.

Figure 6.7: Examples of the registration step for Barn 1. The white boxes indicate the region location \( \tau \) that maximized the mutual information between the simulation image and the SAR image. b) The region does not contain the whole shadow, so this barn shape was rejected. c) The maximum mutual information produced a misalignment.

Figure 6.8: Barn height estimate histograms. The data are that of Table 6.1.

some simulations, the registration step produced a misalignment as shown in Figure 6.7b. When this occurred, the mutual information \( I'(v_0, v_b) \) was set to zero.

Three sets of simulations were generated for each candidate value of \( H \). This resulted in a total of twelve height estimates for each barn, one from each combination of SAR image and simulation set. The results are shown in Table 6.1 and in histogram form in Figure 6.8. The results were not consistent in the estimate of the height \( H \). The histograms show that, on average, the estimated height of Barn 1 was less than the estimated heights of Barns 2 and 3, which agree with the optical photo of the barns.
Table 6.1: Barn Height Extraction Results

Table values are height rounded to the nearest foot.

<table>
<thead>
<tr>
<th>SAR Image</th>
<th>Barn 1 Simulation</th>
<th>Barn 2 Simulation</th>
<th>Barn 3 Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI</td>
<td>1 2 3</td>
<td>1 2 3</td>
<td>1 2 3</td>
</tr>
<tr>
<td>1</td>
<td>13 10 16</td>
<td>16 16 20</td>
<td>16 16 20</td>
</tr>
<tr>
<td>2</td>
<td>10 10 10</td>
<td>13 10 16</td>
<td>13 10 16</td>
</tr>
<tr>
<td>3</td>
<td>13 10 16</td>
<td>13 20 16</td>
<td>13 16 16</td>
</tr>
<tr>
<td>4</td>
<td>16 10 16</td>
<td>20 23 20</td>
<td>13 10 16</td>
</tr>
</tbody>
</table>

Figure 6.9: The similarity maps for the barns using CPI 3.

For the second experiment, both the height $H$ and roof angle $\alpha$ parameters were varied. The candidate height values were the same as those of the first experiment. The candidate roof angles were those of Table 4.1, excluding the very steep roof angles. One simulation was generated for each combination of height and roof angle. The LiMIT image from CPI 3 was used as the SAR image. The resulting similarity maps are shown in Figure 6.9. The mutual information similarity measure did not vary smoothly with the parameters. The height estimates were lower than the average estimates from the first experiment. The roof angle estimate for Barn 2 does not agree with the optical photo.
6.3 Summary

The mutual information method was applied to two canonical examples of buildings that represent extremes of building size and orientation. In the case of the L-building, the building is large and oriented such that the illuminated area of the building is maximized. In the case of the barns, the buildings are small and their orientation limits the available roof angle information.

The method performed well in the L-building case. The estimates of the building shape $b^*$ were consistent for four different LiMIT images, and agreed with available a priori knowledge. This case demonstrated that both the height and the roof angle of a building can be extracted simultaneously, when the other parameters are known. The mutual information similarity measure varied smoothly in the two-dimensional parameter space, suggesting that an optimized search could be used instead of specifying the candidate values at the start.

The method performed poorly in the case of the barns. The height estimates were not consistent for the four different LiMIT images. The inconsistency could be partially explained by the variation between the LiMIT images (see Figure 6.6). But the estimates for the same LiMIT image using different simulation sets were also inconsistent.

The registration step is critical. When a misalignment occurs, the mutual information measure of (6.16) is meaningless and the resulting similarity map is unreliable. Successful registration depends on the accuracy of the estimate of the joint probability (6.18). The L-building was large in terms of pixels, and therefore more data points were available for the estimate. Even so, the mutual information measure as a function of translational shift $\tau$ contained many local maxima as evident in Figure
6.4b. The local maxima arise from partial alignments between the distinct image features; when the features are large and well-defined, then the complete alignment of all the features will produce a strong global maximum. The barns, on the other hand, were small and the features ill-defined. The roof scattering feature of a barn was similar to the random background of the simulation images. A solution may be to reduce the size of the simulation images so that the possible translational shifts are restricted to a few pixels in either direction.

Further investigation is needed to determine which factor – size or feature distinctiveness – is more important for reliable building shape estimates using this method. Useful data for this would be SAR images of a large building – not L-shaped – oriented in the scene as the barns were in the LiMIT imagery and SAR images of a small building oriented at 45 degrees to the sensor so that the scattering from two of the walls is visible in the images.
Chapter 7

Conclusion

7.1 Summary of Contributions

- **Demonstrated a mutual information method for extracting building height and roof angle from SAR imagery.** The demonstration showed that both building height and roof angle can be extracted from a single SAR image, extending previous work that demonstrated height estimation only. Although the accuracy of the estimates could not be verified, the estimates were reasonable in light of available a priori information. The demonstration also revealed that the method performs poorly on small, broadside-oriented buildings. A unique aspect of the demonstration was the use of multiple SAR images of the same building and multiple simulations for each candidate building shape. A SAR image is generated by a random process, and so is the simulation image because the scatterers in the scene are assigned a random phase. Therefore, testing the consistency of the results using multiple images and simulations can provide strong evidence for reliable performance, as in the case of the L-building, or can reveal limitations, as in the case of the barns.
Developed new equations relating a building’s physical parameters to its SAR image features. These relationships have not previously been made explicit. The equations for the widths of the roof and wall image features, (4.12) and (4.11), give the theoretical relationships between these features and a building’s parameters. Their usefulness for information extraction is limited because it remains difficult to measure the widths of these overlapping features in a SAR image. However, the equations led to the derivation of bounds on the precision of building parameter information contained in the features. The parameter resolution equations (4.16) and (4.18) establish a reference for evaluating the performance of information extraction methods. The equations also show how parameter resolution is affected by the sensor grazing angle and squint angle, and so could be used to tune these angles prior to a data collection mission.

Developed a new phase-domain method for simulating the SAR raw signal. The phase-domain simulation method was shown to produce the same raw signal simulation as the time-domain method, the standard for accurate simulation. The phase-domain method requires 0.5 percent of the number of complex multiplies required by the time-domain method for simulating a 100 x 200 meter scene. In practical terms, the phase-domain simulation took about 30 minutes to simulate the L-building scene response and the time-domain method took over 12 hours on the same desktop computer. Simulation is a key part of the information extraction method demonstrated here, and is a useful tool for many kinds of SAR research. The capability to quickly and accurately simulate detailed scenes with SAR parameters matched to a high-resolution sensor facilitates further development of model-based information extraction methods.
• Identified ground cover as a significant influence on a building’s electromagnetic response. It is well-established that the building’s orientation relative to the sensor is a significant influence on the building’s electromagnetic response. Here, it was shown that for a building surrounded by asphalt, the double-bounce scattering is insensitive to the building orientation and will be the brightest image feature for any building orientation. For a building surrounded by grass, the double-bounce scattering will be dominant only for building orientations from 0 (broadside) to about 10 degrees, and will be insignificant relative to the wall and roof scattering for other orientations. The results were obtained using the GO-PO model, which has been validated with empirical measurements. The implication is that accounting for ground cover could improve the accuracy of SAR image interpretation and simulation.

7.2 Future Work

The mutual information method must be applied to more SAR data to fully characterize its accuracy, precision and operational range. The demonstration here identified best-case and worst-case conditions for the method; future work should be directed toward refining the conditions required for reliable performance. Datasets from multiple sensors with different resolutions would facilitate an empirical verification of the theoretical bounds on the precision of building parameters available in the image features.

Information is contained in the dimensions of the manually selected region of the SAR image containing a building. This information was only partially exploited in the case of the barns, where building shapes whose shadows extended outside
the region were rejected. The dimensions of the selected regions could be used to provide bounds on the candidate parameter values, and could be used to estimate the footprint parameters $L$ and $W$, which here were specified from another data source. The orientation of the building could also be inferred with the aid of a line detector such as the Hough transform. Exploiting this information about the footprint and orientation would be a step towards fully automating the information extraction method. Another advance would be to automate the selection of the region itself.

Information about the material properties of a building could theoretically be extracted from SAR imagery. Franceschetti demonstrated how building height could be estimated from image feature intensity using his equation for the double-bounce scattering [29, 30]. For the demonstration, the permittivity of the walls and the roughness statistics of the surrounding ground were measured at the site. The demonstration validated the relationship between the material properties and the scattering intensity. This suggests that the composition of a building and the type of surrounding ground could be estimated using the mutual information method demonstrated here.
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