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On the fourth and fifth days the procedure was essentially the 

same as occurred on the third day. There were five experimental 

periods on the fourth day and three on the fifth day. Again the 

successive approximations to the final response were differentially 

reinforced. The reinforcers and the stimulus events were recorded on 

the event recorder. One thing different on these two days was that 

the stimulus was presented for about 2 to 3 seconds every 15 seconds. 

The occurrence of any response events was also recorded. The last 

period of the fourth day the subject was performing almost correctly. 

That is, he was presented wi.th a tone and the lateral movement of the 

head to the left caus"'d the tape to dfoappear and reappear. The 

response event was then reinforced. 

On the sixth day there were three conditioning periods. The 

stimulus was presented and the subj~ct would emit a r:esponse event. 

This was reinforced with a token. During these three periods the 

subject responded correctly. The occurrence of the stimulus events 

were at the same rate as in the previous period. The stimulus events, 

the response events, and the presentation of the tokens were recorded on 

the event recorder. 

The final period of the sixth day involved the extinction 

procedure. That is, the stimulus- was presented and the subject 

emitted a response event. But in this case the response event was 

not followed with a reinforcer. The correct responding extinguished 

after a short time. The stimulus presentation and the response 

events were recorded. This concluded the experiment. 
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VIII. LIMITATIONS 

Most studies conducted in a laboratory are limited in their 

observations. The subject was placed in an unnatural environment. He 
I 

was required to wear earphones and remain seated in front of the 

experimental booth which helped to draw attention to the equipment 

itself. Seating the subject restricted possible variation in movement 

if the subject would have been standing. The portable audiometer and 

the experimental booth served as silent· part:i.cipants to the experimental 

situation. Having the subject sit silently and giving him the 

opportunity to earn prizes were unnatural. The experimental setting 

placed the subject in these circumstances. However, it would not have 

been possible to control variables in field work to the degree that a 

controlled environment in a laboratory could. 

This study is also limited in that only one subject was used in 

the experiment. Time was a limiting factor in this study, also, because 

the study was carried out for about an hour a day for seven days. A 

two day break occurred after the first four days due to Saturday and 

Sunday. Conclusions drawn by the writer from the results of the 

experiment will have these limitations in mind. 



CHAPTER VI 

RESULTS AND DISCUSSION 

The purpose of this chapter is to present the data derived from 

the experi.ment as well as including discussions of these findings in 

light of the two questions introduced in Chapter I and with regard to 

the model itself. This chapter will include the following: the 

results and discussion of the experiment, a discussion of the model, 

and a discussion of the proposition and the related questions. 

I. THE RESULTS AND DISCUSSION OF THE EXPERIMENT 

Generally, the experi'.Tlent accomplished what was proposed, since 

a new S-R mechanism was established. However, there were some 

problems and implications of this study that will be considered in the 

following discussion. The results of th~ study will be discussed with 

regard to the following: the stimulus events, the response events, 

and the successive approximations. 

Table IV summarizes the data derived during the experiment. The 

first three periods include data obtained during the baseline periods. 

Periods number four through nineteen represent the data from the 

conditioning periods and the last period in the extinction period. 

In order to understand the data in Table IV, an explanation of several 

of the symbols is required. The Symbol "Si 11 is used to indicate the 

number of stimulus events, while i 1sr+ 11 is the nurober of tokens dispensed. 

The number of correct responses of. tur.ning the head to the left and 

the number of responses of turning the head to the right are 



Total 

TABLE IV 

A SUMMARY OF DATA DERIVED FROM 
THE EXPERT.MENT 

Period No. Time Si sr+ 

1 10:00 39 

2 10:00 38 

3 10:00 39 

4 10:15 40 37 

5 10:00 24 15 

6 12:00 31 28 

7 9:45 26 16 

8 10 :.30 11 9 

9 10:00 35 6 

10 10:00 38 8 

11 10:00 41 7 

12 10:15 41 29 

l3 10:00 39 7 

14 10:00 37 9 

15 10:00 39 13 

16 10:00 39 21 

17 10:00 39 39 

18 10:00 39 39 

19 10:00 39 39 

20 12:00 47 

204:45 719 321 
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represented by the symbols "R1" and "Rr"• respectively. 

Stimulus Events 

The stimulus events were the presentations of a puretone at 250 

· cycles to the right ear of the subject. The number of stimulus 

events per period, usually, ranged from thirty-five to forty-one. A 

total of 719 stimulus events occurred during the study. Generally, 

the stimulus was presented every 15 seconds for about two to three 

seconds. Throughout most of the experimental program the stimulus was 

presented at a 15 db hearing level. 

However, during periods number four through eight, there were 

some exceptions. The first concerns the hearing level of the tone. 

During these periods the experimenter attempted to present the tone 

below the hearing threshold of the subject. In the beginning of 

these periods the stimulus was presented as follows: the first tone 

at 0 db, the second at 5 db, the thi~d at 10 db, and the remainder at 

15 db. Since the subject was asked to raise his hand only when he 

first heard the tone, it was assumed he would raise his hand at the 

15 db level. The assumption was based on his hearing test (Appendix 

D). However, the subject would raise his hand either at a lower 

level of the tone or even when no tone was presented. This seemed to 

be due to the noise in adjacent rooms and in the hallway outside the 

therapy room. Consequently, throughout the remainder.of the program 

the stimulus was presented only at the 15 db hearing level. 

The second exception \\las concerned with the number of stimulus 

events for period five through eight. The: experimenter only presented 

the tone when the subject was sitting in his chair with his body 
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facing the front. As a result of period number four when the stimulus 

was reinforced, the subject turned his entire body to the right with a 

large amount of straying activity. The subject's straying activity 

consisted of looking at the reinforcing dispenser, glancing around the 

room, playing with the headphone cord, laying his head on the table, 

and tilting back in his chair. Beginning with period nine, the 

subject would spend less of the experimental period turned to the 

right. 

The final comment concerns the stimulus events in period four. 

This was the first opportunity the subject had to earn some tokens. 

Once the marble began following each stimulus event, the subject 

turned his body to the right. He remained turned to the right facing 

the token dispenser for the entire period. Toward the end of this 

experimental period the subject would be emitting some straying 

activity, but when the tone was presented, he ~ould face the dispenser 

and the straying activity would cease. Due to the small time delay 

between the stimulus event and the appearance of .the token, it is 

possible that the subject understood he was being reinforced for 

turning to the right rather than the stimulug, itself, being reinforced, 

This aspect is impossible to determine or measure, but may be a 

consideration in the difficulty of turning the subject back to the left 

and in the validity of the model. The fact that the stimulus was 

reinforced may have been a confusing aspect to the subject for the 

learning that followed in the conditioning program. This feature may 

be seen by an examination of the line B in Figure 23. 
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Response Events 

The response event consisted of the subject's lateral movement 

of his head to the left resulting in the disappearance of the piece 

of masking tape on the left headphone and a lateral movement back to 

the front causing the tape to reappear. During the baseline periods a 

response event of turning the head to the right was also recorded. 

There was very little variation in the number of right and left turns 

of the head in the baseline periods. The number of right turns was 

10, 9, and 11, while left turns were 7, 5, and 5 for periods number 

1, 2, and 3, respectively (see Table IV). 

Of concern throughout the remaining experimental periods was 

only the left turn of the head. The subject only emitted 4 and 1 

correct responses during periods 5 and 10, respectively, while there 

were no correct responses during periods number 6, 7, 8, 9, and 11 

.(see Table IV). This fact is also illustrated in Figures 23 and 24. 

During period 12 the subject turned to the left after the stimulus 

event and did not turn back to the front until the tone was presented 

the next time. From period 12 through period 19 the number of correct 

responses did increase. 

Between period 12 and 13 there were two days when the experimental 

program was not carried out. This break was due to the occurrence of 

the weekend. Consequently, this break may explain the drop in number 

of correct responses from perfod number 12 to 13 (see Table IV). The 

rate of responding (Figure 24) and the percent of stimulus control 

also decreased in period 13 (Figure 25). From period 13 through 
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period 19 the rate of responding and the number of correct responses 

increased steadily. 

On the final day the subject performed the S-R mechanism 

correctly in periods 17, 18, and 19. During 18 and 19 the subject 

was responding more frequently than the number of reinforcers 

dispensed (see Table IV). This fact is also demonstrated by the 

slope of lines B and C in Figure 19 between 171 minutes and 191 minutes. 

Line B is much steeper than line C. The subject would turn his head 

to the left two to four times between stimulus events, but would only 

be reinforced for the response that immediately fol.lowed the stimulus 

event. In period 17 there was one hunrlrcd per cent stimulus control. 

For each stimulus event there was one response event for which the 
. / 

subject received one token. In numbers 18 and 19 the per cent of 

stimulus control dropped considerably (see Figure 25). 

During the final period the extinction phase of the program 

occurred where no token was received after the. correct response. For 

the first 2.\ minutes the subject responded at the same rate that 

occurred in period 19. During the next four stimulus events 

(approximately 1 minute) the subject did not respond. This was 

followed by two shorter intervals of responding following the tone 

presentation. In the final 4~ minutes, the subject began emitting 

the straying activity (see Figure 23). 

Successive Approximation~ 

As noted earlier little or no correct responses were emitted 

from period 5 through period 11. On the other hand, there were a 

number of tokens dispensed to the subject (see Table IV). What 



occurred during these experimental periods was that the successive 

approximations to the correct response were reinforced. Since the 

subject had turned to the right in period four, the expedmenter 

reinforced any response that followed the stimulus event where the 

subject moved his head or body back to the front. In most cases the 

subject would turn to the right at the beginning of these periods. 

During periods 5 through 10 he would stay turned to the right from 
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2 to 8 minutes of a period. Finally, in period number 11 the subject 

sat facing the front. 

It is assumed that each token dispensed in periods 5 through 11 

is a record of a successive approximation to the correct response. 

For this reason the cumulative number of reinforcers in Figure 23, 

the rate of reinforcement in Figure 2l~ nnd the per cent of reinforcers 

per number of stimulus events in Figure 25 are i.ncluded. In Figure 23 

the number of reinforcers dispensed does increase between 40 minutes 

and llO minutes. From 110 minutes to 160 minutes the t\-10 curves (B 

and C) have almost identical shapes and slopes because only correct 

responses are reinforced. In Figure 24 while the rate of correct 

responses is zero in periods 6, 7, 8~ 9, and 11, the rate of successive 

approximations is above zero. In spite of a zero per cent stimulus 

control for correct responses in Figure 25 during these experimental 

periods, there is a much higher per cent of stimulus control due to 

the consideration of successive approximations, 

There was a great deal of ti.me (over 60 minutes) required to 

move the subject back to the front as a result of period number 4. 

The reason for this seems to lie in the concept of probability of a 

·,·'..-:;:· 



response. In the baseline periods there were more right turns of 

the head than left turns. The stimulus was presented to the right 

ear. The reinforcing dispenser was to the right side of the 

expe.rimental booth. If there was confusion on the part cf the 

subject as a result of period 4 as to whether the stimulus was 

reinforced or his turn to the right being reinforced, this would 
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also increase the probability of responding to the right. It is 

seemingly due to these reasons that the subject's responding to the 

right is considered to be of high probability and thus his responding 

to the left of low probability. This in turn could explain the 

amount of time required to shape the behavior of the subject to 

respond according to the desire of the experimenter. 

II. A DISCUSSION OF THE MODEL 

Not all the components of the rnouel (Fig1Jre 21) were dealt with 

in the experiment. However, those consi~ered will be clarified. The 

elements concerned with the primary variable, stimul1Js, included the 

stimulus threshold, the pairing of the stimulus with other reinforcing 

stimuli, the reinforcement of the stimulus, and the immediacy of 

reinforcement. The el.ements concerning the response variable were the 

immediacy of the response, the ease of emitting the response, the 

reinforcement of the response, and the immediacy of the reinforcement. 

The following is a discussion of these elements of the mcdel with 

regard to the results of the experiment. 

There is one concept which is set apart from the rest of the model 

and that is the decision symbol concerned with stimulus control, In 
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period number 17 the subject began responding correctly end B 100 per 

. cent stimulus control was achieved, while in. periods 18 and 19 for 

every stimulus event there were two to four response events. This is 

illustrated by the drop in per cent of stimulus control of line A in 

Figure 25. The occurrence of 100 per cent stimulus control is the 

more desirable state. Thus, only for period number 17 would the 

process continue in the model. 

The next question which is closely related to the above discussion 

is whether 100 per cent stimulus control is necessary. Based on the 

results of the study and on the definition of communication by Staats 

and Staats (1963), a value of 100 per cent stimulus control must be 

achieved. In other words for every stimulus event there should be one 

response event. 

The last and probably most imfortant question concerning this 

concept is whether it is in the correct relationship with the 

remainder of the model. If the model was only concerned -with 

behavior which is already established by an organism, then the concept 

could remain in the same relationship. However, the model is to account 

for behavior as the organism establishes the new S-R mechanism, also. 

Consequently, the portion of the model involved with stimulus control 

is to be placed immediately following the sequence concerned with the 

primary variable, response. 

~ Primary Variable--Stimulus 

The first secondary variable concerned with the variable stimulus 

was stimulus threshold. The value of the stimulus threshold was 

established by the hearing examination administered to the subject. 



The fact that the experimenter did not obtain the desired results 

when the tone was presented at different levels is not sufficient 
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to eliminate the concept of stimulus threshold. The procedure used by 

the experimenter did not succeed. Also, this points out that the two 

means of presenting a tone to the subject, one by the portable 

audiometer in a room with little sound proofing and the other in a 

sound proof room with a different puretone instrument, were not similar 

and thus the same results should not have been anticipated by tqe 

experimenter. This component of the model was the only secondat;y 

variable in the model where a value can be clearly assigned as a 

result of the experiment, Based on the study, the concept of stimulus 

threshold remains a valid concept. 

The next secondary variable to consider is whether the stimulus 

is paired with other reinforcing stimuli. The answer to this variable 

with regard to the study is negative. Although the stimulus was 

reinforced for one period, there was no pairing of stimuli in the 

sense of the classical conditioning principle. There can be no value 

assigned to "p 111 as a result of the negative value. Very little can be 

said that establishes the validity of thie secondary variable and its 

importance to the modf~l. Since t.here is little reason to maintain 

this variable, it will be rejected from the model. 

The third secondary variable is whether or not the stimulus is 

reinforced. An affirmative answer is given to thh question. However, 

it is doubtful whether this variable is valid for the model> since the 

stimulus did not become discriminatory for the Lesponse and there was 

a great amount of time requi.red to establish the desired S-R 
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mechanism. In fact it would seem that this was a contributing factor 

in making the right turn more probable th~n the left turn, It would 

be difficult to assign a value to the variable '1utt as a result of the 

positive answer and on the basis of the findings of the experiment. 

The related question concerning the immediacy of reinforcement 

must also be answered positively. As noted before, there was a 

momentary delay between the stimulus event and the token presentation, 

al though the. reinforcement was relatively immediate. Since the 

subject turned to the right at the beginning of periods 5 through 8 

and stayed in that position for varying lengths of time, it would 

seem that the reinforcing of the stimulus was a detriment to the 

establishment of the correct response event. These two secondary 

variables related to the reinforcing of the stimulus did not accomplish 

what was intended. Consequently, they will be eliminated from the 

model. 

Generally, the portion of the model concerned with the stimulus 

seems not to have correctly represented the behavior of the subject. 

While the stimulus threshold is a fairly sound concept, there is 

doubt as to the valid:l.ty of the remaining secondary variables con

cerned with the stimulus. Little can be d;.scussed about the pairing 

of the stimulus with other reinforcing stimuli. On the other hand, a 

rejection of the two secondary variables concerned with the reinforce· 

ment and the immediacy of reinforcement of the stimulus is necessary. 

Based on the results of the experiment, the latter three secondary. 

variables used to determine the state of the organism \vith regard to 

the stimulus will be elkiina ted from the model. 
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~ Primary Variable--Response 

The only secondary variable of the model in the sequence concern-

ing the primary variable response that. cannot be discussed as a result 

of the experiment is the response th.reshold. This does not signify that 

it is not a valid concept for the model. Although 110 values can be 

assigned to the remaining secondary variables of this portion of the 

model, they will be discussed in light of the findings of the 

experiment. 

The first variable is whether the response was emitted immediately 

following the stimulus presentation. The answer is yes, Once the 

subject learned the correct response and began performing it correctly 

in period 17, the response occurred immediately following the stimulus 

event. Admittedly, the case of the subject emitting a delayed 

response was not considered in the experiment. While not proving the 

validity of its importance to the model, this secondary variable is to 

remain a component of the model. 

The next secondary variable is whether the response is easy to 
I 

emit. Again, the answer is affirmative. There were no other responses 

established in the experiment. It would s~em that this response 

should be ~onsidered easy since the subject was capable of doing it; 

he did not need to leave the therapy room to perfonn the response, 

and it was not necessary for him to acquire any special material to 

respond correctly. This secondary variable will remain in the model. 

The last t~o secondary variables of the primary variable response 

are concerned with reinforcement of the response and the immediacy of 
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reinforcement. The response was reinforced and the reinforcement 

closely followed the occurrence of the response. Very little dis-

cussion is needed concerning these variables, since the two secondary 

variables are related to established principles of operant techniques. 

Once the subject began to respond correctlys the rate of responding 
. ' 

increased due to continuous reinforc~ment which closely followed the 

response •. These two variables are not to be excluded from the model. 

Thus, this portion of the model concerned with the response 

variable is not to be modified or rejected, Based on the results of 

the experiment their importance to the model is confirmed, 

III. A DISCUSSION OF THE PROPOSITION 
AND THE RELATED QUESTIONS 

In Chapter I the proposition introduced concerned whether 

individual communication behavior can be simulated by a digital model. 

The proposition was followed by twc questions. A discussion of these 

questions and the proposition are to be presented in light of the 

findings from the experiment. The first question to consider is 

whether conditioned behavior is serial in nature. The behavior con-

ditioned in this study of turning the head to the left and back to the 

front as a result of a prior stimulus (the puretone) can be easily 

viewed as serial in nature. After period number 4 when the stimulus 

was followed by a token, the subject was differentially reinforced for 

any response involving a slight or partial turn to the left. Since 

the subject was facing to the right, this involved presenting a token 

for a response to the front. Slowly, the subject moved back to the 
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front and eventually the head turned to the left. Next, the subject 

would face the front when the stimulus was presented and then turn his 

head to the left only returning his head to the front for the next 

stimulus eve.nt. After he began responding correctly, the next $tep 

involved shortening the time between the stimulus event and the/response 

event. The establishment of the S-R mechanism was a smooth process 

leading up to the final correct response chain. 

Behavior at the observable and measurable level can be considered 

serial or step-by-step in nature. Complex behavior can be broken down 

into a sequence. However, it must be understood that it is easier to 

break down behavior once it has been learned rather than attempting to 

make a prediction when behavior is about to be learned. Thus, it is 

not difficult to accept Loehlin's (1968) statement where he indicates 

that a sequential or serial assumption of behavior is a natural 

arrangement. 

The second question is whether conditioned behavior can be 

explained as a function of the relative values o~ the thresholds and 

the strengths of the stimulus and the response. This questi.on is far 

more difficult to answer than the first. However, based on the 

experiment and the discussion in the previous section, it would seem 

that conditioned behavior can be explained as a function of the stimulus 

threshold and the strength of response. Although no values were 

assigned to the seco=idary variables related to the response variable, 

w.ith a study intended to investigate the relative values of these 

variables and their influence on the final response value, such an 

assignment could be made. Each of the above secondary variables was 



considered in the study and determined to be sound concepts to the 

model. 
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The question remains whether conditioned behavior. can be explained 

as a function of the strength of the stimulus and the response 

threshold. Although the secondary variables in the model concerned 

with the strength of the stimui'us were seemingly found to be confusing 

factors to future learning, this may indicate that the wrong questions 

or variables were used to determine the state of the stimulus. There 

are two alternatives to this situation. First, a different set of 

secondary variables could be used or, secondly, a value could be 

assigned to the stimulus with no secondary variables being used. The 

·latter seems the most appropr:i.ate, simply because. it would be the 

simplest to incorporate into the model. Thus, with regard to con

ditioned behavior bei.ng explained as a function of stimulus strength, 

an affirmative answer can be given, if it is assumed that the use of a 

value being assigned to the stimulus is a preferable alternative. 

However, this alternative needs to be verified. 

There is very little to discuss concerning the response threshold. 

This concept was not examined in the study and nothing more can be 

added to the discussion in Chapter III of this concept. Thus, for 

the present this concept is assumed to be valid, since the concept 

of stimulus threshold in this case was determined to be sound. If 

the above assumptions are acceptable then an affirmative ans-wer can be 

made to the question of -whether conditioned behavior can be explained 

as a function of the relative values of the thresholds and strengths 

of the stimulus and response. 
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If the above assumptions were acceptable, then it can be said 

that human communication behavior can be simulated by a digital model. 

Since this was an exploratory study, little evidence was gathered and 

this proposition was accepted on very weak grounds. However, if the 

limitations of the study were realized and the assumptions were 

clarified, the acceptance of the proposition should be without 

reservation. That is, behavior must be serial in nature and be both 

observable and measurable. Also the correct questions must be asked 

of the primary variables. Other relevant secondary variables must be 

determined. The suggested alternative of dealing with the stimulus 

must be investigated and found to be a valid solution for the model. 

And finally, studies must be undertaken where the values of these 

.variables can be worked out. Thus it can be stated that at an 

elementary level there is nothing to contradict the simulation of 

communication behavior by a digital model. 



CHAPTER VII 

SUMMARY AND CONCLUSIONS 

This final chapter will summarize the information produced by 

the experiment. The proposition will be stated in the form of a 

hypothesis followed by the related questions with the respective 

results. Inferences will then be drawn about the model and its 

modifications. A section is included which concerns reflections of 

the author. Suggestions for further research will conclude this 

chapter. 

I. SUMMARY OF THE RESULTS· 

The original hypothesis was that communication behavior can be 

simulated by a digital model. The answer to this was contingent upon 

two questions. Is conditioned behavior serial in nature? Can 

conditioned behavior be explained as a function of the relative values 

of the thresholds and the strengths of the stimulus and the response? 

If these questions were true then the hypothesis was accepted. The 

.following is a summary of the results of the experiment with regard to 

the questions and the hypothesis. 

It seemed that conditioned behavior was serial in .nature. The 

establishment of the S-R mechanism was a step-by-step. process. In the 

beginning of the experime.nt the subject was turned to the right. 

Through differential reinforcement the experimenter was able to move 

the subject back to the front and eventually the subject began 

responding correctly by turning his head to the left. The experimenter 
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differentially reinforced successive approximations which lead to the 

reinforcement of the correct response. Thus, this question was 

answered positively. 

The second question was not that simple to answer. It was 

necessary to consider two parts of this quesHon. The first portion 

to be discussed concerned whether conditioned behavior could be 

explained as a function of the relative values of the stimulus 

threshold and the strength of the response. The section of the model 

regarding the response variable was based on proven principles of 

conditioning and was found to be valid in the experiment. The concept 

of stimulus threshold value appeared to be a valid feature, since a 

hearing examination gave a level for which the subject could hear an 

auditory stimulus. Therefore, this part of the second question was 

affinned. 

The second portion of the question concerned whether conditioned 

behavior could be explained as a function of the relative values of the 

response threshold and the strength of the stimulus. Although the 

concept of a response threshold was not tested i.n the experiment, it 

was considered a sound concept and remained a part of the model. It 

seemed that the wrong questions or secondary variables were considered 

with regard to the strength of the stimulus. The fact that the 

subject turned to the right as a result of reinforcing the stimulus 

seemed to be a detriment to the learning that followed. The secondary 

variables concerned with the stimulus variable were eliminated from the 

model. An alternative was suggested where a value could be assigned 

to the stimulus. If this solution was accepted, then this part of the 
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second question was also affirmed. 

Since the two questions were answered positively, the hypothesis 

was supported. Although this was an exploratory study with a small 

amount of data being produced, it was determined that at an elementary 

level communication behavior could be simulated by a digital model. 

II. CONCLUSIONS 

The results of this study produced some evidence that portions of 

the model do account for conditioned behavior. Admittedly, the 

experiment concerned simple responses to simple sinusoidal tones. At 

a more complex level of both stimuli and responses of an organism, 

there remain many questions. The fact that the S-R mechanism was 

estabHshed does shed some positive light on the model. On the other 

hand, a detriment to the learning seemed to be due to the reinforcement 

of the stimulus. The information provided by the experiment can lead 

to some cautious inferences about the model. 

To begin with, it seemed that the concept of stimulus control 

was a valid portion of the model, in spite of the apparent incorrect 

relationship with the components. The decision to move this concept 

to follow the response sequence of the model appeared to be a sound 

solution. 

Generally, the response segment,of the model seemed to correctly 

account for the conditioning that occurred in the experiment, There 

were no changes or modifications which seemed necessary for these 

components and their relationships. Al though there 'Was no evidence 

·.with regard to the validity of a response threshold, this element was 

not rejected from its present configuration. Since most of this 
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section of the model was based on proven techniques of conditioning, 

it was not expected to be eliminated or modifie~ in any major way, 

A concept of apparent validity concerning the stimulus variable 

was the stimulus threshold. In this limited case of an auditory 

stimulus, there was a value that could be used for a threshold value 

of the stimulus. There seemed to be no modifications necessary of 

this concept with the remainder of the model. 

The only portion of the model which seemingly did not account 

for the establishment of the S-R mechanism was the secondary variables 

regarding the strength of the stimulus. The pairing of stimuli, the 

reinforcement of the stimulus and the immediacy of reinforcement did 

not have the influence that was expected. It.could be possible that 

these concepts may be important to other models or in other experiments. 

However, there was doubt as to their place in this model. Conse

quently, these secondary variables were eliminated from the model. 

A solution to this problem of the invalid secondary variables 

was to give a value to the stimulus. This value could reflect the 

individual's preference toward a particular stimulus, That is, what is 

the state of the organism concerning a specific stimulus? Since the exper

iment was not sufficient to confinu the idea of a threshold value that 

would fluctuate increase or decrease to reflect the state of the 

individual, additional research is needed along this direction. Based 

on the above inferences a modified model is illustrated in Figure 26. 
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III. REFLECTIONS OF THE AUTHOR 

This study seemed to accomplish what was intended. That is, it 

provided some information about the model and the proposition. Since 

the experiment concerned a simple stimulus and a simple response, 

and the study included a fair amount of material on conditioning and 

simulation, this study must be viewed as a building block for further 

research concerning communication behavior. There seemed to be 

nothing in the literature dealing with investigations of communication 

behavior in general; only specific aspects seem to be under examination. 

Consequently, the need for such research seems apparent, 

The model was designed from the principles and concepts of con" 

. ditioning. If the argument by Hartman (1969) is to be accepted, a 

great deal of work is needed to investigate those concepts of conw 

di tioning of importance to communication behaviot', as well as those 

that are not significant, The model used only a few of the concepts 

that seemed to be relevant. From the experiment.almost half were 

found not to be important. Admittedly, the selection may not have been 

good. But the fact remains that from the results of the experiment 

some were found to be of apparent importance. 

The use of the conditioning principles seems to be as good a 

foundation as any to begin an :i.nvestigatlon of communicative 

behavior, because the process seet>lS to bl') sequential and at the 

observable and measurable level. It seems to provide a basis for 

breaking behavior down into fairly simple and discrete units. This is 

good, .because studies in most fields ought to begin with the simple 
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before moving to the oore complex. 

One additional conunent seems appropriate. It may have appeared 

to be difficult to differentiate whether the model and the experiment 

concerned the study of communication behavior or simply another approach 

to the study of learning. However, by carefully and systematically 

defining the irreducible uni ts of communication, this study must be 

considered as one dealing with communication behavior. 

IV. SUGGESTIONS FOR FURTHER RESEARCH 

· Since this study involved an exploratory investigation of 

communication behavior, there seem to be many areas where further 

research is possible. It can be said that this study stated a great 

deal about very little, because it was an attempt to discover the 

rudiments of communication. The model itself requires an extensive 

series of studies. There is a .need to know how far the model can be 

developed to make it a functional simulator of communication behavior. 

What are the secondary variables that contribute to the strength of 

the stimulus? Does the stimulus value vary or does the stimulus 

threshold value fluctuate? What other secondary variables contribute 

to the response strength? Is there a response threshold and does it 

vary? Research of this type is necessary not only on a large number of 

subject_s, but also on individuals from various cultural backgrounds. 

Work is needed on other stimuli and responses, as well as on more 

complex stimuli. and responses. 

Once the evidence has been worked out on the model, attempts 

could be made ~here the computer is used. After programing the 
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model into the computer, a simple communicat"lve behavior could be 

studied. The values of the variables could be placed into the computer 

to determine a response strength. Two studies could be undertaken 

where a computer is used in one and.manual computations in another. 

Once the values of the variables could be measured, the results 

would be compared. What are the relative values of the variables? 

What occurs to the values of the variables when satiation or boredom 

occurs? What effect do different schedules of reinforcement have 

on the variable values? Do the variables increase and decrease in 

the same manner when simple and immediate responses are considered 

and when delayed and difficult responses are studied? The use of a 

computer is a necessary step if the model is to be tested. 

As the study of communication behavior increases in complexity and 

the model is tested, it must be understood that the model will not be 

sufficient to account for all aspects of communication. It will only 

be concerned with observable and measurable communication.behavior, 

Studies involving higher order processes are needed. At what point 

should the researcher aim his studies at the inner states of the 

organism? The model makes no attempt to do this. It may be necessary 

to turn to other theories of communication. Whether the theory is 

Information Theory, Sociometry, or Conditioning Theory, each has a 

contribution to make to the study of communi.cation. 

All of these questions and possible areas for further research 

support what was stated earlier--that the study of communication 

behavior is a complex and difficult task. Many questions remain 

unanswered. The use of simulation in the study of behavior is still 
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an infant science. The value of the study of simulation and the con

struction of models on communication is to determine those factors 

which influence the process of communication and to uncover a further 

understanding of human communication behavior. 
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APPENDIX A 

FOUR COMMUNICATION MODELS 
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The G. A. Miller Model (Miller, 1956, p. 82). 
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The Shannon and Weaver Model 
(Weaver and Shannon, 196l~, p. 7). 
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APPENDIX A (cont.) 

x .. 

The Westley and MacLcan Model 
(Westley and MacLean, 1966, p. 81). 
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APPENDIX B 

PROGRAM FLOWCHART SYMBOLS 

EXPLANATION 

This symbol represents any function of 
an input/output device, such as, making 
information available for processing, 
making processed information available 
on tape, etc. 

This symbol represents a group of 
instructions which pc:rfonn a processing 
function of the program, such as, 
arithmetic operation, storage and 
retrieval of information, etc. 

This symbol represents a decision 
function where points in the program 
may possibly branch to alternate paths 
based upon the variable condi.tions. 

This symbol represents a tenninal point 
in the program, such as, the beginning 
or the end of the program. 
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This symbol represents an exit to or 
exit from a page, that is, from one page 
to another. 

These symbols are arrows placed at the 
end of lines to indicate the direction 
of the processing or data flow. 
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APPENDIX C 

PHOTOGRAPHIC VIEW OF EXPERIMENTAL SETTING 

Experimenter's view of subject. 

r-,· 
. ' . 
\ 

L_d 
Experimenter's view of experimental booth. 
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APPENDIX C (Cont:,) 

··i 

Experimenter's view of universal bucket dispenser. 
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Subject's view of experimental booth. 
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APPENDIX D 

AUDIOLOGIC EXAMINATION REPORT 
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APPENDIX E 

DIAGRAM OF EXPERIMENTAL ROOM 

extra chairs 

subject's position 

MAICO Nodel MA-16 
experimental booth 

experimenter's position 



APPENDIX F 

INSTRUCTIONS FOR BASELINE PERIODS 

During the next few days, I am going to observe and record 

some of your behavior. This piece of equipment will be used to 

present you with a tone. You will have to wear these headphones 

to hear the tone. The tone is similar to the one you heard during 

the hearing test. This apparatus will be used to record your 

behavior as it occurs. I'll be sitting in this chair and you can 

sit in that one. After a few of these sessions, you will have an 

opportunity to earn some prizes. Do you have any questions? Why 

don't you sit do·wn and I 111 put the headphones over your ears and 

we will begin? 
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APPENDIX G 

INSTRUCTIONS FOR CONDITIONING PERIODS 

Now is the beginning of several sessions where you have the 

opportunity to earn some prizes.. If you do something correctly, a 

marble will drop into the tray. You will not receive a marble when 

you do something wrong however. After collecting a number of 

marbles you can turn them in for one of the following prizes: 

10 marbles 
15 marbles 
20 marbles 
25 marbles 
30 marbles 
35 marbles 
40 marbles 
etc. 

1 bag of peanuts 
1 bag of cheese snaps 
1 matchbox car 
1 small figuri.ne 
1 airplane glider 
1 Halloween mask 
1 Halloween eye 

The first time you hear the tone raise your hand. The next time 

you hear the tone it is not necessary for your hand to be raised. 

Are there any questions? Let's begin. 
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