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Abstract—Data Envelopment Analysis (DEA) inherently assumes that the feasible targets for inputs and outputs are continuous. This paper develops and illustrates extensions to DEA that allow for integer valued inputs and outputs. It is found that DEA’s implicit assumption of continuous targets can be significant in certain applications.

I. INTRODUCTION

Data Envelopment Analysis (DEA), is a technique for analyzing the relative efficiency of different decision making units (DMUs), operating in complex environments with multiple inputs and/or multiple outputs. It is a linear programming based approach which therefore has both primal and dual formulations. A brief introduction to DEA is provided in [3] which defines the basic models, variables, and extensions. A definitive reference for DEA can be found in [10]. Since the basic formulation of DEA was introduced in [12] there have been many extensions to the basic DEA model to account for different types of inputs and outputs. Two important areas of extensions in the primal formulation include restricting the ranges of multipliers, varying discretion levels over certain inputs or outputs, and categorical inputs or outputs.

The issue of restricting ranges of multipliers in the dual formulation has been well examined by for example [2, 7, 11, 14, 19, 20, 22]. Restricting ranges of multipliers in the primal formulation involves more subtle complications but has also been studied [4, 8, 23, 24].

For example, it was realized that DMUs do not always have full control over the level of each input and output. One such case could be location in a model of convenience store management performance. A store manager does not have control over where the store is located and must make the best of their current location. Therefore a model that assumed that managers should have performance targets based upon the constraints of different store locations could be unrealistic. This issue led to an extension allowing non-discretionary and partially discretionary inputs and outputs [5, 9, 15, 18].

The issue of categorical inputs and outputs has been examined by a number of researchers [6, 13, 16, 17, 21]. Categorical variables are those having a type such as “good, better, or best” rather than a quantifiable value.

In some applications, it is important to restrict the inputs or the outputs to be integers. This situation was first encountered by the authors in discussions concerning an application of gas station and convenience store operations where the number of gasoline pumps was considered as a possible input. In this application, it was meaningless to develop a performance target for a gas station based upon a fractional number of pumps such as 6.5. On the other hand, labor may not necessarily be required to take on integer values. Full-time-equivalents could be used to include part-time employees. In situations where it might not be possible to hire people such as managers on a part-time basis, it may still be possible to have a manager split time between several stores, effectively approximating continuous values. While it may be useful to determine targets based on these continuous valued factors as a way of encouraging people to seek novel solutions to their problems, it should also be recognized that this may be an unfair comparison. In an application where an input or an output cannot be accurately modeled as having continuous values, a model that explicitly recognizes the integral nature of the application should be used.

This issue of integer valued inputs and outputs (or conversely, the issue of avoiding fractional targets) is relevant to some high technology applications. For example, certain expensive pieces of semiconductor manufacturing equipment that may be needed might not be possible to “share” so as to approximate continuous values. In this paper, we will provide new formulations that account for integer valued inputs and outputs. A numerical example will illustrate the use of this model.

II. MODEL

The key to incorporating integral inputs and outputs is to create an explicit set of virtual inputs and outputs and then to constrain these to integer values. Traditionally, the primal formulation of DEA assumes a two phase approach. In the first phase, a radial efficiency score is calculated while using no more inputs than DMU₀ and at as many outputs as DMU₀. In the second phase, the sum of the slack inputs and outputs are maximized given that the efficiency score must be equal to the efficiency score obtained in the first phase. This is a basic preemptive goal programming approach. Rather than writing out two separate linear programs this is commonly represented by using a non-Archimedean approach. The primary goal preempts the secondary goal by the multiplication of the sum of slacks by an infinitesimal. Note that it has been demonstrated by [1] that the infinitesimal is a notational convenience and that this should not be solved by using a “small” number like 10⁻⁶. With this warning, we will follow the concise notation in the manner of the non-Archimedean formulation as shown in (1).
A similar approach is used to incorporate integer targets. Rather than using two steps (or phases), this approach will use three steps. The first change from the basic radial model [3] is to declare explicit sets of variables representing the target input and output levels with the additional requirement that the targets must be integers. This is illustrated by (2).

\begin{align*}
\min \, \theta, \\
\text{s.t.} \quad & Y\lambda - Y_0 - s^+ = 0, \\
& \theta X_0 - X\lambda - s^- = 0, \\
& \lambda, s^+, s^- \geq 0.
\end{align*}

A similar approach is used to incorporate integer targets. Rather than using two steps (or phases), this approach will use three steps. The first change from the basic radial model [3] is to declare explicit sets of variables representing the target input and output levels with the additional requirement that the targets must be integers. This is illustrated by (2).

\begin{align*}
\min \, \theta, \\
\text{s.t.} \quad & Y\lambda \geq \hat{Y}, \\
& \hat{Y} \geq Y_0, \\
& X\lambda \leq \hat{X}, \\
& \hat{X} \leq \theta X_0, \\
& \hat{X} \text{ and } \hat{Y} \text{ are vectors of integers} \\
& \lambda \geq 0.
\end{align*}

The first formulation will yield an optimal radial efficiency score but does not necessarily indicate the best integer valued target level of performance. The second phase maximizes the sum of the slacks between \( \text{DMU} \) and the target while still achieving the same efficiency score. An infinitesimal is used to denote this secondary goal in formulation (3).

\begin{align*}
\min \, \theta, \\
\text{s.t.} \quad & Y\lambda \geq \hat{Y}, \\
& \hat{Y} \geq Y_0, \\
& X\lambda \leq \hat{X}, \\
& \hat{X} \leq \theta X_0, \\
& \hat{X} \text{ and } \hat{Y} \text{ are vectors of integers} \\
& \lambda \geq 0.
\end{align*}

The second phase still may use “weakly efficient” DMUs in forming a target. The third phase maximizes the sum of the slacks between the targets and the virtual DMU built with \( \lambda \) while still achieving the earlier radial efficiency score and slacks. Another infinitesimal, \( \varepsilon^2 \), is used to denote this secondary goal in formulation (4).

\begin{align*}
\min \, \theta, \\
\text{s.t.} \quad & Y\lambda - Y_0 - s^+ = 0, \\
& \hat{Y} - Y_0 - s^+ = 0, \\
& X\lambda - \hat{X} + s^- = 0, \\
& \theta X_0 - X - s^- = 0, \\
& \hat{X} \text{ and } \hat{Y} \text{ are vectors of integers} \\
& \lambda, s^+, s^- \geq 0.
\end{align*}

### III. OTHER MODELS

Similar modifications can be easily made to other primal DEA models to allow for integral inputs or outputs. Many applications that have integral inputs and outputs will also have continuous input or output factors. Since the models developed earlier can be considered to be generalized version of the standard DEA model, accounting for mixed models can be readily accomplished by simply specifying that the specific target variable corresponding to the continuous input or output is continuous rather than being a general integer. For example, a two output model with the first output being continuous and the second one being integral would then have \( \hat{Y}_1 \) be continuous and \( \hat{Y}_2 \) be a general integer.

### IV. RESULTS

#### A. Example with Integral Inputs and a Continuous Output

An example would help to illustrate the effects of the new integral DEA model. The first example includes two integral inputs and a continuous output. The data set used for this is given in the following Table I.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_1 )</td>
<td>1</td>
</tr>
<tr>
<td>( P_2 )</td>
<td>3</td>
</tr>
<tr>
<td>( P_3 )</td>
<td>6</td>
</tr>
<tr>
<td>( P_4 )</td>
<td>4</td>
</tr>
<tr>
<td>( P_5 )</td>
<td>3</td>
</tr>
<tr>
<td>( P_6 )</td>
<td>7</td>
</tr>
<tr>
<td>( P_7 )</td>
<td>7</td>
</tr>
<tr>
<td>( P_8 )</td>
<td>2</td>
</tr>
</tbody>
</table>

The second phase still may use “weakly efficient” DMUs in forming a target. The third phase maximizes the sum of the slacks between the targets and the virtual DMU built with \( \lambda \) while still achieving the earlier radial efficiency score and slacks. Another infinitesimal, \( \varepsilon^2 \), is used to denote this secondary goal in formulation (4).

\begin{align*}
\min \, \theta, \\
\text{s.t.} \quad & Y\lambda - Y_0 - s^+ = 0, \\
& \hat{Y} - Y_0 - s^+ = 0, \\
& X\lambda - \hat{X} + s^- = 0, \\
& \theta X_0 - X - s^- = 0, \\
& \hat{X} \text{ and } \hat{Y} \text{ are vectors of integers} \\
& \lambda, s^+, s^- \geq 0.
\end{align*}
standard input-oriented DEA model with constant returns to scale.

Fig. 1. Graphical analysis with continuous inputs.

Three of the DMUs lie on the efficiency frontier and the other five are radially inefficient. The numerical results are summarized in the following table.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Targets</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
<td>$X_1$</td>
</tr>
<tr>
<td>$P_1$</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>$P_2$</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$P_3$</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>$P_4$</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>$P_5$</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>$P_6$</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>$P_7$</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>$P_8$</td>
<td>2</td>
<td>9</td>
</tr>
</tbody>
</table>

Notice that the target inputs for all five of the inefficient DMUs are non-integral. Now we impose the assumption that target inputs must be integral. Fig. 2 illustrates some of these feasible targets with integral inputs. A new efficiency frontier can then be drawn by connecting the lower leftmost feasible solutions. The new efficiency frontier can be described as taking on a staircase shape.

Once the new efficiency frontier has been determined, the radial efficiency scores can be examined graphically in the same manner as in standard DEA. The radial efficiency is now calculated the same as in Section 2 with just a change in the efficiency frontier. The radial efficiency scores are easily calculated in Fig. 1, using ratios or similar triangles. The target for each DMU is more difficult to determine.

$P_4$ is clearly inefficient with $\theta = 3/4$. It has several possible targets including $X_1 = 3$ and $X_2 = 4$, 5, or 6. In general though, we will assume that slacks will be maximized, which leaves just one possible target, $X_1 = 3$ and $X_2 = 4$, or $P_2$. Similarly, although $P_3$ is radially efficient it has extra consumption of $X_2$ and therefore it also has a target of $P_2$. Also, $P_5$ is considered to “weakly efficient” but not “strongly efficient.”

$P_6$ and $P_7$ are interesting for several reasons. First, they both have identical efficiency scores now of $\theta = 5/7$, but in the continuous input case they had efficiency scores different from

Fig. 2. Feasible targets for DMUs.

Fig. 3. Graphical analysis with integral inputs.
each other. Second, they have the same target value of $X_1 = 5$ and $X_2 = 2$. Third, the target is composed of $1/3$ of $P_2$ and $2/3$ of $P_3$.

The evaluation of $P_8$ is more complicated. Since it lies upon the efficiency frontier, it is radially efficient and $\theta = 1$. At first glance, this might seem to indicate that $P_1$ should be as the best target. However, a combination of $P_1$ and $P_2$ such that $X_1 = 2$ and $X_2 = 7$ provides a higher sum of slacks and is the preferred target for $P_8$.

<table>
<thead>
<tr>
<th>Table III</th>
<th>NUMERICAL RESULTS WITH INTEGRAL INPUTS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>Targets</td>
</tr>
<tr>
<td>$X_1$</td>
<td>$X_2$</td>
</tr>
<tr>
<td>$P_1$</td>
<td>1</td>
</tr>
<tr>
<td>$P_2$</td>
<td>3</td>
</tr>
<tr>
<td>$P_3$</td>
<td>6</td>
</tr>
<tr>
<td>$P_4$</td>
<td>4</td>
</tr>
<tr>
<td>$P_5$</td>
<td>3</td>
</tr>
<tr>
<td>$P_6$</td>
<td>7</td>
</tr>
<tr>
<td>$P_7$</td>
<td>7</td>
</tr>
<tr>
<td>$P_8$</td>
<td>2</td>
</tr>
</tbody>
</table>

In this example the integrality condition had a major effect. Among the five DMUs originally inefficient, the mean efficiency increased from 0.724 to 0.836; thus the mean increase in efficiency due to the integrality constraints was 15%. The maximum increase was 23%; this occurred as $P_1$ rose from 0.61 to 0.75. Perhaps more importantly, two DMUs, $P_3$ and $P_6$, joined the ranks of Debreu-Farrell efficient DMUs. Table III summarizes these results.

V. CONCLUSION

The integrality conditions significantly changed the efficiency scores. The maximum change was 23% and the mean change among inefficient DMUs was 15%. The magnitude of this effect implies that an analyst should examine the application to see if any of the inputs or outputs should be modeled as integral factors.

It is expected that integrality conditions will have a larger effect when the numbers involved are smaller and there are smaller ranges of variation in the inputs and the outputs. Further work needs to be done in examining when the integrality conditions need to be imposed.
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