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We analyze the convergence of a multigrid algorithm for the Hybridizable Discontinuous Galerkin (HDG)
method for diffusion problems. We prove that a non-nested multigrid V-cycle, with a single smoothing
step per level, converges at a mesh independent rate. Along the way, we study conditioning of the HDG
method, prove new error estimates for it, and identify an abstract class of problems for which a non-
nested two-level multigrid cycle with one smoothing step converges even when the prolongation norm is
greater than one. Numerical experiments verifying our theoretical results are presented.

Keywords: multigrid methods; discontinuous Galerkin methods; hybrid methods.

1. Introduction

In this paper we present the first convergence study of a multigrid algorithm for the Hybridizable Dis-
continuous Galerkin (HDG) method introduced in (Cockburn ef al., 2009b). The main multigrid result
of this paper is that a non-nested multigrid V-cycle, with one smoothing per level, applied to the HDG
method, converges at a mesh independent rate. We are able to prove this result by using results that
exploit the specific structure in the HDG method. For example, a technical tool that is available in the
HDG case, and not in other DG methods, is a projection operator designed in (Cockburn et al., 2010).
The analysis of this paper uses it together with other interesting properties of the HDG scheme.

For perspective, the HDG methods were devised for efficient implementation (Cockburn et al.,
2009b). They are as competitive as mixed or other conforming methods. Indeed, the HDG methods
were constructed in such a way that the only globally coupled degrees of freedom are the so-called
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“numerical traces” of the scalar variable. This property is shared by the hybridized version of classical
mixed methods (see, e.g., Cockburn & Gopalakrishnan, 2004, and the references therein) and can be
thought of as an extension of the well-known technique of “static condensation”. The specific HDG
method we are concerned with here is constructed by using the local discontinuous Galerkin (LDG)
method on each element. For this reason, it is often called the LDG-H method, but here we refer to it
simply as the HDG method.

The close relationship between HDG and the classical mixed Raviart-Thomas (RT) and Brezzi-
Douglas-Marini (BDM) methods was highlighted in (Cockburn et al., 2009b). Soon enough, this re-
lationship was exploited to show that the HDG method shared the convergence and superconvergence
properties of mixed method (Cockburn et al., 2009a, 2008). Moreover, a specific HDG method was
shown to have exactly the same stiffness matrix as the hybridized version of the RT and BDM methods
of corresponding degree (Cockburn et al., 2008). An earlier paper (Cockburn & Gopalakrishnan, 2004)
had shown a similar result that the hybridized version of the RT and BDM methods had the same stiff-
ness matrix. The multigrid results we present are valid for quite general HDG methods, so these results
imply their applicability for the RT and BDM methods.

Further understanding of the similarities between the mixed and HDG methods was made in the
recent error analysis of (Cockburn et al., 2010) based on a new projection akin to the projections used
in the analyses of the RT and BDM methods. This projection will be used extensively this paper. The
error estimates we obtain here are new and complement those obtained in (Cockburn et al., 2010).
Moreover, they are the estimates needed in our multigrid estimates. The multigrid algorithm exhibits
further evidence of the relationship between the RT and the HDG methods. Specifically, the intergrid
transfer operators used in the multigrid method proposed in (Gopalakrishnan & Tan, 2009) for the
hybridized version of the RT method are exactly the same operators we are using for the HDG method.
However, the multigrid convergence results we obtain in this paper are better.

To elaborate, let us review some recent developments in analysis of solvers for DG methods. The
first work to apply multigrid theory to a DG discretization (Gopalakrishnan & Kanschat, 2003b) con-
sidered the interior penalty DG method. It was generalized to other DG methods in (Gopalakrishnan &
Kanschat, 2003a) using the unified analysis of (Arnold ef al., 0102). While (Gopalakrishnan & Kan-
schat, 2003a,b) considered the geometric multigrid setting, algebraic multigrid techniques were con-
sidered in (Kraus & Tomar, 2008b,a). All these works use multigrid techniques to develop an optimal
preconditioner for use within nonlinear iterations such as conjugate gradients. In contrast, in this paper,
we consider the use of a multigrid V-cycle as a linear iteration, which is less complex and slightly less
expensive. (A linear iteration that reduces error uniformly can always be used as an optimal precondi-
tioner (Bramble & Zhang, 2000), but not vice versa, in general.) Moreover, we apply the algorithm to
an HDG method, a DG method that is not covered by the previous analyses.

A recurring technique in many works, which we will borrow, is the use of conforming or continuous
subspaces of DG spaces to design DG solvers. One can find this in the application of domain decom-
position techniques to DG methods (Antonietti & Ayuso de Dios, 2007; Feng & Karakashian, 2005).
Iterative methods based on a decomposition of discontinuous approximation spaces as a conforming
space or piecewise linear nonconforming space plus a remainder are considered in (Ayuso de Dios &
Zikatanov, 2009) and (Dobrev et al., 2006), respectively. Convergence of V-cycle, F-cycle, and W-cycle
algorithms for non-conforming methods were proven in (Brenner & Sung, 2006) under the assumption
that the number of smoothing steps is sufficiently large. Under the same assumption, multigrid for DG
methods were considered in (Brenner & Zhao, 2005; Duan et al., 2007). How large the number of
smoothing steps should be in practice is difficult to determine from these analyses. In contrast, we are
able to obtain convergence with just one post and pre-smoothing in a multilevel setting that uses spaces
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of continuous functions at coarser levels, i.e., our multilevel spaces are nested except at the finest level.
This is also an improvement over the analysis of the multigrid method for the hybridized RT method
in (Gopalakrishnan & Tan, 2009).

We identify an abstract class of problems for which one can prove convergence of a non-nested
two-level V-cycle algorithm with just one smoothing per level. This two-level result can be extended to
a multilevel result by simply imbedding a nested hierarchy of coarse spaces. Convergence results under
the assumption that the number of smoothings increase geometrically as we go to coarser levels (Bram-
ble et al., 1991), or that a uniform but sufficiently large (practically unknown) number of smoothings
be performed at each level (Brenner, 2004; Duan et al., 2007) are already known. Nonetheless, it has
often been observed that some nonnested algorithms when applied to DG methods converge even with
one smoothing (see, e.g., Gopalakrishnan & Kanschat, 2003b). From this perspective, this paper’s con-
tribution is to identify a multilevel setting, particularly suitable for DG methods, where theory and
practice meets. Namely, we give a multilevel setting with one pre-and-post-smoothing per level that
yields uniform convergence theoretically and practically. We are also able, in this setting, to relax the
often-made assumption that a certain norm of the intergrid transfer (prolongation) operator is at most
one by admitting O(h) perturbations from the unit norm.

In the course of arriving at the multigrid convergence result, we develop the following intermediate
results which are independently interesting:

1. We give an error analysis of the HDG method. Although HDG error estimates were given
in (Cockburn et al., 2010), the new estimates obtained in this paper hold without the regular-
ity assumptions used in (Cockburn et al., 2010) and are proved without using a duality argument.

2. We study the condition number of (the unpreconditioned) HDG matrix system. The technique of
the above mentioned error analysis proceeds by first proving local stability estimates for the HDG
method. These results immediately yield the condition number estimates.

The rest of the paper is organized as follows. We begin by recalling the HDG method in Section 2
including the preferred hybridized form of the implementation, which will be the target of multigrid
application. In Section 3, we prove the new stability, error, and conditioning estimates. The multigrid
algorithm is discussed in Section 4, which also states two theorems in an abstract framework, potentially
applicable to other hybrid bilinear forms. The convergence analysis of the multigrid algorithm applied to
the HDG method appears in Section 5. The main result is Theorem 5.1. Section 6 details our numerical
results. The proofs of the abstract multigrid theorems are in Appendix B.

2. The HDG method

In this section, we recall the HDG method and discuss several preliminary details, including its preferred
form for implementation.

2.1 The definition of the method

The HDG method we now describe was first introduced in (Cockburn et al., 2009b), where it was _gllso
called the LDG-H method. The method is applied here to the partial differential equation — V - (a(¥) Vu) =
f with the Dirichlet boundary condition # = g on the boundary (where “V” and “V -” denotes the gradi-
ent and divergence, respectively). Introducing the “flux” ¢, we can rewrite this boundary value problem
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as
q—i—a()‘c')ﬁu:O on Q, (2.1a)

vV-g=f on Q, (2.1b)

u=g ondQ. (2.1¢)

Here Q C R” is a polyhedral domain (n > 2), a : Q—R"*" denotes a variable matrix valued coefficient,
which we assume to be symmetric and uniformly positive definite, f is in L>() and g € H'/?(9Q).
The domain Q is subdivided into simplices forming a mesh .7}, satisfying the standard finite element
conditions for geometrical conformity (Ciarlet, 1978). The HDG method defines a scalar approximation
uy, to u and a vector approximation gy, to ¢ in the following spaces, respectively:

Wy, = {w: for every mesh element K,w|g € Py(K)}, (2.2)
V, = {V: for every mesh element K, V|x € P;(K)"}. (2.3)

Note that functions in these spaces need not be continuous across element interfaces. Above and else-
where, we use Py(D) to denote the space of polynomials of degree at most d > 0 on some domain D.
The subscript & denotes the mesh size defined as the maximum of the diameters of all mesh elements.

For any (scalar or vector) function ¢ in Vj, or Wj,, the trace g| is, in general, a double-valued function
on any interior mesh face F = dK+ NJdK ™~ shared by the mesh elements K+ and K. Its two branches,
denoted by [¢|x+ and [g]g-, are defined by [g]x=(X) = limg o g(X — €7ig+) for all X in F. Here and
elsewhere, 71 denotes the double-valued function of unit normals on the element interfaces: on a face
F C JK, its branch [fi]g equals the unit normal on dK pointing outward from K. For functions u and v
in L2(D), we write (u,v)p = [, uv dx whenever D is a domain of R", and (u,v)p = [, uv dx whenever
D is an (n— 1)-dimensional domain. To simplify the notation, define

(V,W)ﬂh = Z (va)K and <V3W>8§h - Z <Vaw>8K7
Ke, Ke,

where in the latter, we understand that for double valued v and w, the integral (v, w)yx is computed using
the branches [v]x and [w]|x from K. For vector functions ¥ and w, the notations are similarly defined
with the integrand being the dot product V- w.

In addition to the spaces V}, and W}, introduced above, our method also uses another discrete space M,
consisting of functions defined on the domain Ugc 7, K, namely

M, = {u : for every mesh face F, |r isin P;(F), and if F C dQ, u|r = 0}. 2.4

Clearly, a function in M}, is supported only on the interior mesh faces (or edges if n = 2). The HDG
method defines the approximations gy, uy, and Ay, as the functions in Vj,, W), and M, respectively,
satisfying

(cc_i}h?)kqh_(M/17V'7)<%,+<)‘h7?'ﬁ>3% :_<gﬂ?'ﬁ>397 forall?th, (253)
—(Gn, VW) 7, + (@n o)z, = (fiw) 7, for all w € W, (2.5b)
(U, qn 1)o7, =0 for all u € My, (2.5¢)

where ¢ = a~! and g}, is a double-valued vector function on mesh interfaces defined by

Gn = Gn + Tk (un — M) 7.
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Note that this defines all branches, i.e., on the boundary dK of every mesh element K, the value of the
branch of gj, from K is [gy]x = [Gn]x + [7]x ([un]k — An)[fi]x - Here 7 is a non-negative penalty function.
Note that 7 is also a double valued function on the element interfaces and Tx above denotes the branch
of 7-values from K. For simplicity, we assume that any branch of 7 is a constant function on each mesh
edge. It is proved in (Cockburn et al., 2009b) that the system (2.5) is uniquely solvable if T is positive
on at least one face of K for every element K. Such unique solvability results hold for other choices
of g;, which generate other HDG methods, as expounded in (Cockburn et al., 2009b).

2.2 Preferred form for implementation

The main advantage of HDG methods is that, unlike many DG methods, we can eliminate the variables
Gn and uy, from (2.5) to obtain a single equation for A;. Thus the often made criticism that DG methods
have too many unknowns does not apply to HDG methods. Moreover, ¢, and i, can be locally recovered
once A, is found. To precisely state this result, it will be notationally efficient to rewrite (2.5) in terms
of the following operators. Define A : V,—V,,, B : V,—W,, C:V,—M;, R : W,—W,,, §:W,—M,, and
T : My—My, by

(‘Aﬁa?)yh = (Cﬁ’7)-7;l7 (B?>W)% = _(W7V'7)-7h7 <G?a.u>¢99h = <”7?'ﬁ>8%a
(RW,V)% = _<TW7V>8$17 <8Wa.u>¢9% = <TW,‘U>3.%I, <7uan>3% = _<T“an>3,9hv

for all p,7 € Vj,, w,v € Wy, and u,n € Mj,. The HDG method generates operator equations of the form

A B\ [gn gn
B R 8| wm]|=|/]. (2.6)
¢c 8§ 7 Ay 0

for some g, € Vj, and f;, € W, where the superscript “s” denotes the adjoint with respect to (-,-) g, or
(*;-)ag, as appropriate. It is easy to see that (2.5) can be rewritten as the above system with f;, = P’ f,
where P} denotes the L?()-orthogonal projection into Wj,, and g set to the unique function in V,
satisfying
(ghaF)% = —<g,7~ﬁ>3_(2 forall 7 € V. 2.7)
Note that in the lowest order case d = 0, the operator B is zero, but the system continues to be uniquely
solvable.
The result on the above mentioned elimination can be described using additional “local” operators
QV V=V, QW W=V, Wy - V=W, Uy - W,— W), whose action is defined by solving the following

systems
() E)-¢) 60 Geh)-(G) e
B R)\Wsn 0 B R) \Uyfi i '
forall g, € V, and f, € Wj,. Let Ou = —Q, (C'p) — QW(S’[,L) and Up = —Uy (C'u) — Uy (8 1) Note that

all these operators are local — for example, 9) u and Uy can be computed on an element K independently
of all other elements, solely using the values of 1 on dK, because (2.8) implies that

(cOu,F)k — (Upt, V- F)x = — (W, F-7i) ¢ for all 7 € V, (2.92)
(w, V-0 )k + (T(Uit — i), W)y =0 for all w € W (2.9b)
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The meaning of such operators is amply discussed in (Cockburn et al., 2009b) — and in (Cockburn &
Gopalakrishnan, 2004, 2005) in the context of mixed methods — so we will not repeat. We have the
following theorem.

THEOREM 2.1 Suppose gy and g, are in Vj, uy, and f;, are in W, and Ay is in Mj,. Then gy, up, Ay
satisfy (2.6) if and only if A;, is the only function in Mj, satisfying

ah(/”th,/,t) = bh(}l) for all u € Mj,, and (2.10)
Gn = O+ Qu i+ O B, (2.11)
up, = UAp, + Uy fr, + Uy &, (2.12)
where
an(n, 1) = (cOn, Q) 7, + (t(Un —n), (Ug — 1)) 9., 2.13)

bh(:u) = (fhau‘u)@l - (§h7§U)%

Its proof proceeds exactly as a proof in (Cockburn ef al., 2009b) so we omit it (the differences
are only in the additional terms involving gj,, which creates no complications). Theorem 2.1 clearly
demonstrates the previously mentioned advantages of the HDG method. It also shows the preferred
form of implementation of the method. Indeed, we should not implement the method in the form (2.5).
Instead, we should compute the solution of (2.5) by first solving for A; from (2.10), and then recovering
gn, and uy, locally (element by element) using (2.11) and (2.12). Unlike (2.5), implementation of (2.10)
results in a symmetric positive definite matrix system. Moreover, since (2.10) only involves 4y, it gives
a smaller system than (2.5).

The most computationally intensive step is the solution of equation (2.10), which results in a large
sparse matrix system. To investigate the performance of iterative techniques applied to (2.10), we will
need to study its conditioning, as done in the next section.

3. Estimates for the HDG method

This section is devoted to obtaining estimates on the stability, conditioning, and discretization errors of
the HDG method. Our technique consists of first obtaining bounds for various local solution operators
of the HDG method. The local bounds then imply global bounds, such as bounds for the discretization
errors and the spectrum of the operator associated with the HDG (bilinear) form.

Before we begin, let us mention a few conventions in all the estimates of this paper. Let hx denote the
diameter of a mesh element K. Throughout, constants that do not depend on Ak are generically denoted
by C. Their value may differ at different occurrences, and may depend on the the shape regularity of the
mesh. While dependencies on the coefficient c(x) = a(x) ! will be absorbed into C, any dependencies
on 7 will always be explicitly mentioned. Finally, for any domain D we denote by || - || p the L?(D)-norm
(or the product norm in (L%(D))" for vector functions). Set hx = diam(K) and define

|K| 1/2
||7L||I1,D = ( Z |M|i2(31()|aK|) : 3.1

KeZ,,KCD

Here, |K| and |dK| denote the n and (n — 1)-dimensional measures of K and JK, respectively. When
the domain under consideration is £2, we drop €2 as a subscript in notations whenever no confusion can
arise, e.g., we often use || - ||, and || - || to denote || - ||, and || - || o, respectively.
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3.1 Stability of the local HDG solutions

In this subsection, we will establish the following result giving bounds on various local solution opera-
tors. Its proof will be completed at the end of this subsection.

THEOREM 3.1 The local solution operators obey the following bounds:

10wk < e Chg!l|ullnk. [Upl|x < epClleelln, (3.2)
19w fllx < di-Chl| £k, U Ik < (dX)*ChE||f |1k (3.3)
Hév?HK < Clgllx, U 8llk < df.Chi||8] k- (3.4)

where ¢k =14 (thg)"/? and dX, = 1 + (T2 hg)~!/2. Here tl® denotes the maximum value of Tx on
JK and 7y denotes the maximum value of Tgx on dK \ Finax Where Frax is any face at which g = 7.

In (Cockburn & Gopalakrishnan, 2005), we established similar estimates for the local solution op-
erators of the Raviart-Thomas (RT) method. Since we shall use these, let us recall the Raviart-Thomas
spaces. Let R;(K) denote the space of all polynomials of the form p, + Xg, for some p; € P;(K)" and
some gg in P;y(K). Then define the local RT liftings O%"(-) and UX"(-) by

(e Q% Pk — (UN W,V -7)x = — (1,7 D)ok for all 7 € Ry(K), (3.52)
—(W,V-QRTu)Kzo for all w € P;(K). (3.5b)

The remaining solution operators OXT, URT, ORT 1T are defined similarly, with the obvious modification
of the right hand side. It is instructive to compare Theorem 3.1 with a similar result for the RT operators,
as proved in (Cockburn & Gopalakrishnan, 2005, Lemma 3.3). For instance, one pair of inequalities
of (Cockburn & Gopalakrishnan, 2005, Lemma 3.3) is

19 1|k < Chig"||tllnk US|k < C| ]k (3.6)

which is comparable to (3.2), when 7 is of unit size. More interestingly, cf. (3.3) with

19X £k < Chi|| £k, IURT £llk < CRE|fIx

which is another pair of inequalities of (Cockburn & Gopalakrishnan, 2005, Lemma 3.3). Observe that
if 7 is of unit size, these local RT operators are more stable than the corresponding HDG ones. Indeed,
while URT f damps perturbations in f by O(h?), the corresponding HDG operator, namely Uy, f, damps
it by only O(h) because (dX.)> = O(1/h).

We will now develop a series of intermediate results to prove Theorem 3.1 in the remainder of this
subsection.

LEMMA 3.1 For all A in M},
UTA = A5 < Chy? |1 Q%A Ix.

Proof. Integrating (3.5a) by parts,
(c Q%A+ VURA, Pk = (URTA — A, 7 i) gk 3.7)

There is an 7 in R;(K) such that 7-7 = UX"A — A on dK and (¥, ps_1)x = 0 for all p;_; in Py_;(K)"
(this is obvious from the well-known degrees of freedom of the space R;(K)). Additionally, by a scaling
argument it is immediate that

|7l < Chy* (|77 ox- (3.8)
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With this 7 in (3.7), we obtain

T2 = A5 = (cQ¥2,7)k
from which the lemma follows by Cauchy-Schwarz inequality and (3.8). U
LEMMA 3.2 If F is any face of the simplex K,

1/2
Cllwllk < hxl|Bwlix + 2 [wlle, ¥ we W,
Proof. On the unit simplex K, we have

Clwle < sup M

7ePy (k)

+wllp, Ve Py(K), (3.9

for any face F of K. This follows by equivalence of norms. That the right hand side indeed defines
a norm can be seen as follows: divergence is a surjective map from Py (K)" to P;_;(K). Hence if the
supremum is zero, then W is orthogonal to P, (K), in which case W is zero once it vanishes on any face
F (see (Cockburn et al., 2010, Lemma A.1)). The lemma follows by mapping (3.9) to any simplex K
and using standard scaling arguments. O

LEMMA 3.3 For all u € M, we have

[T(Up — ) llox < C /T Uk — iz ok
where |1t ax = (T4, 1) -

Proof. Let Fiax denote a face of K where 7 = 7¢'®*. Then, since

+ TR UL = 1| s

[r(Up = p)llok <

we only have to show that

max

U — i ]| Fpy < C /T UL — |7, 0k -

For this, we first note that, for d > 0, there is a unique w in P;(K) such that (w,p)x = 0 for all p €
Py_1(K) and w = Up — U on Fyax; note that with this choice, we do have that ||w]|jx < C||Un — p|| Fpus -
With this test function, the second equation defining the lifting, namely (2.9b), becomes

(T(Up — ), w)ag = 0= T [[Upt — pl|F, .+ (T (UK = 1), W) 9K\ o
Then, by the Cauchy-Schwarz inequality,
e || Up — NH%W SV Tk ”WHz?K\Fmax [Up — “Hr,&K\Fmax
SCV/ T [Upt — ]| P Ut — ]2, 9k

This completes the proof in the d > 0 case. The proof in the d = 0 case proceeds similarly setting
w= (uuiu)h"max' U
LEMMA 3.4 Let u be any function in M. The following statements hold:
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(i) If t|yx = v|yk for some v € Py(K), then
Uplox = Mok and Q.U«ZO-
(ii) If a(x) is constant on K, and t|yx = v|yx for some v € P (K), then
Ry = —aq V.

This also holds when the condition U |yx = v|x is replaced by (it —v,1)r = 0 for all faces F of
0K, in the d = 0 case.

(iii) Ifd > 0, a(x) is constant on K, and pt|yx = v|yx for some v € P;(K), then

—

Up =v and Qu = —aVv.

(iv) We have the following bounds:

Upt — |z ok < C/Tihi | Q% 1|k, (3.10)
19u — 0% || < C\/Tehk | 9wk, 3.11)
Ut — U ][ < Chi (14 /Tgh) |9 | (3.12)

(v) If Jk is the orthogonal projection onto {7 € P;(K)" : V-7 =0} with respect to the inner product
g proj P p
(c-,- )k, with corresponding norm |7 x = (c7,7)!/2, then

ORTy = JxQp. (3.13)

In particular, . .
191 le.x <[ Qptle k- (3.14)

Proof. This proof proceeds by comparing the RT and HDG equations for the local solutions. Subtract-
ing (3.5) from (2.9) we have

(c(Qu —O%u), Pk — (Up — U, V-F)x = 0 (3.152)
(V- (Qu — O ), w)k + (2 (Upt — U ), w) g = (T — UK W), w)ox (3.15b)

for all 7 € Py(K)" and for all w in P;(K). Note that since V- Oy = 0, the lifting Q%" g is in fact in
P;(K)". Hence {Op — QX U — UXT} forms the unique solution of (3.15).
First, let us prove the first assertion (i) of the lemma. Indeed, if 1 takes a constant value on dK, then
it is well known that UX" i1 equals the same constant (Gopalakrishnan, 2003, Lemma 2.1) and QX = 0,
so the right hand side of (3.15) vanishes. Hence UX"t — Uy and Oy — Op also vanish, thus proving (i).
The argument to prove the next statement (ii) is essentially contained in (Gopalakrishnan & Tan,
2009, Lemma 4.2), but we give it here for completeness. Equation (3.5a) implies

(c Q¥ U, JkF)k = — (W, JkF- i) o = — (Vv JkF)k.

Since (3.5b) implies that QRT/.L is in the range of Jg, and since Vv is obviously in the range of Jx, we
have proved that QX = — (¢~ ) Vv.
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The statement (iii) is proved by the same technique as (i). The only difference is that the analogous
result for the RT case is less well known, so let us first show it, namely U ut|yx = t|g9x when d > 0
and |5k equals the trace of some v € P (K). In light of (ii), equation (3.5a) becomes

—

— (VP — (WY Pk = — (0T ) o = —(V Pk — (¥ Pk

This implies that
(URTu—v,V-?)K:O V?ERd(K),

so that URTu = v. Thus, just as in the proof of item (i), the solution of (3.15) vanishes in this case also,
and we have proven item (iii). . .
Next, let us prove the estimates. Setting 7 = Qu — QX" and w = Up — UK, we have

190 — Q% |2 g + [Up — UN 7 55 = (T(p —US" ), Upe = U ) o,
or, equivalently,
1Qu = 9% w2 g + Up — plf3 5 = (T (Ut — ), U 1 — 1) .

Using the Cauchy-Schwarz inequality, we obtain

19u — Q% |2 g+ [1Up = 13 e < 17 (Upt — ) o U1t — e o
<C\/Th | Up — ]| oxc |9 1t ok,

by Lemmas 3.3 and 3.1. The estimates (3.10), and (3.11) immediately follow.
It remains only to prove (3.12). Let Fp,x denote a face of K where 7 = 7¢'®*. Then

2
T,Fmax

LTI T R (TR T

< JUp = U2 5 < CTR™hic| O %,
so canceling off the common factor 7g®*, we have
/2
U = Uy < C (|G [
Hence using Lemma 3.2, we obtain
1/2
s~ Ul < € (B (Ut = U )+ A Ut U, )
<€ (k1B — 8]l + ke[S pllx )

from which (3.12) follows. (This applies even if d = 0, in which case the term involving B’ is absent.)
Thus we have proved item (iv).
For the final item (v),
(cJkQu,JkP)k = — (W, kP 78) ok by (2.92)
= Q" Jx7)x, by (3.5a),

which proves the equality (3.13), as QRTM is in the range of Jx by (3.5b). The estimate (3.14) is then
obvious as orthogonal projectors have unit norm. g
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Proof of Theorem 3.1.  First, we prove the bounds on Q,u,u;t:

1Qulk < 1%l + (| Op — Q%
< 9%k + Clhi) 2| Q% | by (3.11) of Lemma (3.4),
< e Cllllng by (3.6).

The bound for Uy is proved similarly using (3.12) in place of (3.11).
Next, consider Qy f, Uy f. From their definitions, it is easy to see that

(O f, 9 Fr + (U £, Uy ok = —(Un f, k- (3.16)

Let Finax denote a face of K where 7 = 72%*. Then,

[ £l < CO B U Ik + Ay [V £ ) by Lemma 3.2,
< Chg 1B £l + i Uy £ ) as AD,, f +BUy f =0,
< Chic (|18 £k + (T8 ki) V2| Uy £ 9x)
< Chi(Uy £, )2+ (2% hg) V2 (U £, £)L) by (3.16),
< Chic(1+ (% hie) ™) | £ 111

from which required bound on Uy f follows. Using this in (3.16), we immediately get the stated bound
for Qy f as well. .
Finally, to prove (3.4), we start from the following easy consequence of the definitions of Q, g, U, g:

19812 ¢ + W EI12 ok = (3,90 8)k- (3.17)

Since it is immediate from the above that || 0,3 llk <C|g|

., it only remains to prove the bound for Uy g.

By Lemma 3.2,
- - /219 =
W&l < Chil| B UGk + Chg Uy 8l
< Chic (A9 E I + [18llx) + Chx (i)~ 2|9yl .o
and the final inequality of the theorem follows by using (3.17) in the above. (]

3.2 Conditioning of the HDG method

We now obtain bounds on the spectrum of the operator generated by ay(+,-). The main result of this
subsection is the following.

THEOREM 3.2 Suppose .7}, is quasiuniform and 7 = max{hg : K € .7, }. There are positive constants
Cj and C; independent of /4 such that

Crlll} < an(p, 1) < 92 R 2|}, forall p e My (3.18)

where yfg) =max{1+ (tihk)*: K € F}.
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Note that this result holds for 75 = 0 on d.7}, which is the choice of the stabilization function 7 that
characterizes the SFH method (Cockburn et al., 2008). For that specific HDG method, we thus see that
the condition number is independent of the value of 7¢'®*. This is not surprising since in (Cockburn
et al., 2008) it was proven that the matrix for the SFH method is identical to that of the hybridized RT
and the hybridized BDM (if d > 1) methods of corresponding degrees. As a consequence, our multigrid
results apply to those two methods as well.

The implication of this theorem for a condition number bound is as follows. Consider the stiffness
matrix of ay(+,-), obtained through any standard local (face by face) finite element basis for M. Let k
be the spectral condition number of this stiffness matrix. Then standard arguments using the two-sided
estimate of Theorem 3.2 imply

K< y}(,?Ch*z.

In particular, note that for all choices of 7 satisfying 2t < C, the condition number grows like O(h~2).
(For the so-called “super-penalized” cases where 7 is chosen to be O(1/h%) with o > 1, it grows even
faster.) The growth of the condition number implies a deterioration in the performance of many iter-
ative techniques as & decreases. This motivates our development of efficient multigrid algorithms (in
Section 4) that converge at an s-independent rate.

The proof of Theorem 3.2 relies on the two lemmas below. To state them, we need to introduce an
additional norm, defined by

1

mg(A) = — A ds, 3.19
K( ) |aK| oK ( )
)2
2
|WMF< ¥y mﬁwmmmh),
KeZ,, KCD K
and ||-|l» = [|-|ln.e- Note that when D is strictly contained in €, [|A[|,p is a semi-norm. However,
when D = Q, since || - || is an L2-like norm, ||-|||5 is an H'-like norm, and since functions in M), can be

thought of as having zero boundary conditions on d €2, it is not surprising that the following Poincaré -
type inequality holds:

LEMMA 3.5 There is a constant Cy such that on all quasiuniform meshes
lilln < Collwlls — forall € My (3.20)

Proof. See (Gopalakrishnan, 2003, Proof of Theorem 2.3). O
LEMMA 3.6 Let Q(-) denote the HDG flux lifting operator defined in (2.9). Then

Cllullnk < 19ullx (3.21)

for all u in M}, and all mesh elements K.

Proof. If we use the inequality [|A||nx < C ||QXTA||x established in (Gopalakrishnan, 2003), the proof
of lemma can be completed instantly by

IAllnk < CIQY Ak < CIIOA |1k

where we have used (3.14) of Lemma 3.4. However, to give a better idea of how the |||- ||| x-norm enters
the arena, we give a more direct proof below.
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Let Tk be the affine isomorphism mapping the reference unit simplex K one-to-one onto K. It has
the form Tk (%) = Mgx+ b for some n x n matrix Mg. We will also need the Piola map &k mapping
functions on K to K, defined by ®x(7) = (detMK)’lM,}I?o Tx. We start by letting A = AoTk and
recalling that there is a function 7 in P;(K)" such that

V-F =0, on K,
?i~ﬁ:i—mk(i)7 on dK, and

Fllg CIA —mg(4)]|5-

Such an 74 can be obtained, e.g., by the polynomial extension in (Demkowicz et al., 2012) applied to

A — mK(/'AL), or even by more elementary observations. Next let ¥; = & (7). By the well known
properties of the Piola map (Brezzi & Fortin, 1991), we know that

V-7 =0 and (4,7 f)ox = (A7 -7i)z.
Setting 7 equal to V, in (2.9a), we get
(cOA, Ty )k = —(A, ¥ i)y
(

This implies

1A —mg ()55 < IQAllk [[72]lx < g SClQAK 1A —mg(A)ag

SO
14 =mg(M)lz < ClIQA k-

Using the fact that mg (1) is the best approximating constant on dK to A, and using a scaling argument,

12— mix (W) llax < 12 —me)llax < Chd A —mg(A)]¢-

Therefore,
—1/2 =
Ak = Chi 1A —mg(A)]lax < ClIBA|x

and the lemma is proved. (]
Proof of Theorem 3.2.  For the upper bound, we use (3.10) and (3.14) of Lemma 3.4 to conclude that

A =213 5k < Crichg | QA < Crichk | QA |I%-

Hence, summing over all elements, and denoting || - || = (7, );/yzh ,

ap(A,A) = QA2+ UL = A2 < C Y (1+ihg) ]| QA%
Ke9,

<C Y (14 tihi) (che) i [ AI7,
Keg,

where we have used Theorem 3.1. Thus, the upper bound follows.
For the lower bound, we combine the estimates of Lemmas 3.5 and 3.6 to obtain

12117 < Coll Il < CoClIQAN, < CCoan(A,2),

so the proof is complete. (]
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3.3 Remarks on preconditioning

The increase in condition number as 7 — 0, as given by Theorem 3.2, shows the importance of designing
efficient solution strategies. One way to do this is by constructing preconditioners suitable for use in
nonlinear iterative solvers like the conjugate gradient method. Let us note a simple consequence of our
previous results that has implications in preconditioning the HDG matrix.

THEOREM 3.3 Forall A € M},
1
I} < an(R,A) < Cai AN

where 715? =max{l+tihg : K € T}

Proof. The first inequality follows from Lemma 3.6, so it only remains to prove the upper bound. For
this, note that

an(A,2) = |9A]” + [ UA — A3
<2)194 — G¥ A% +2/| 8% A |2 + Cy )| 8FT A |12 by (3.10)
<opy (19| by (3.11).
Hence the upper bound follows from the inequality
195211 < ClIA Il

proved in (Gopalakrishnan, 2003). 0

It is proved in (Cockburn & Gopalakrishnan, 2005; Gopalakrishnan, 2003) that the norms |||-|||, and
ay' (-, -)1/ 2 are equivalent. Therefore, by Theorem 3.3, we find that a spectrally equivalent precondi-
tioner B for the hybridized mixed method (for the form 4} (-,-)) will also yield a preconditioner for
the HDG method’s form a;(+,-). In particular, the Schwarz preconditioner in (Gopalakrishnan, 2003)
or the multigrid preconditioner in (Gopalakrishnan & Tan, 2009), both originally intended for the HRT
method, could be used for preconditioning the HDG method. In the next section we give a less expensive
linear iterative solver that directly uses the HDG bilinear form and is more effective in practice.

3.4 Error estimates for the HDG method

Error estimates for the HDG method under consideration have been proved in (Cockburn et al., 2010).
Here, as an application of the estimates we proved in § 3.1, we prove two new error estimates not
in (Cockburn et al., 2010). We need the orthogonal projection into M}, defined by

(PYu, 1) oz, = (1), forall p € My, (3.22)

We also need the special projection of (Cockburn er al., 2010). This projection, denoted by IT,(q,u),
is into the product space Vj, x Wj,, and its domain is a subspace of H(div,Q) x L?>(Q) consisting of
sufficiently regular functions, e.g., H(div,Q) N H*(Q)" x H*(Q) for s > 1/2. When its components
need to be identified, we also write IT,,(q,u) as (I1; ¢, II;' u) where IT;q and IT,' u are the components
of the projection in V}, and W}, respectively. (Despite this notation, note that IT) g depends not just on g,
but rather on both ¢ and u. The same applies for H,‘:“u.) We omit the definition (Cockburn et al., 2010,
eq. (2.1)) and other details of the projection, but let us recall the following properties we need:
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THEOREM 3.4 Letsy,s, € (1/2,d+1] and let (§,u) € H(div,Q)NH%(Q)" x H**(£). Then we have

T, G — G|k < Chsq\CI|HW )+ C hg T [l s k) (3.23a)
Sq

hye
ITT u—ul|x < Chg ulpsuk) +C e e 1G] 5 () (3.23b)

Let us recall that, see Theorem 3.1, 7§ := max T|8K\Fmax’ where Fp.x is a face of K at which T|yg is
maximum. Moreover, letting & = IT'G — Gy, € = IT u — wy, and & = P}u— 2, the identity
A B ?hq é
B R & g | =
e 8 T) \&

(3.24)

col

holds, where €}, is the unique function in Vj, satisfying (¢€;,,7) 5, = (c(I)§— 4 ), 7) 7,.

See Appendix A for a proof and references. When the approximation property (3.23a) is combined
with the following theorem, we get optimal estimates for all variables of the HDG method. Let ||u||, =
ap(u, )7 and [[7[|c = (c7,7)"/2.

THEOREM 3.5 Let the exact solution satisfying (2.1) be (¢,u), and the discrete solution satisfying (2.5)
be (§n,un, An)- Then, the following error estimates hold:

G- dulle < 23— 11 (3.25)
1= Alla < 11— 114l (3.26)
i~ unll 5, < Cllu— T ul| + b<CllG — 113 (3.27)

where by = max{1 +hgtg +hg /T8 K € T }.

Proof.  The first estimate is easy and is proved in (Cockburn et al., 2010), so we only prove the
remaining two.
To prove (3.26), we apply Theorem 2.1 to (3.24). Then, we find that EZL satisfies

ap(gf 1) = (=8, Q1) 7, = (c (I} G—G),0u) 7,

for all 1 in Mj,. Hence (3.26) follows by choosing u = e;} and applying the Cauchy-Schwarz inequality.
To prove (3.27), we apply the local recovery equation (2.12) of Theorem 2.1 to (3.24), which gives
= US}’} + Uy &y,. Therefore,

legllx < Uk |k + 1Wenllk < cheCller lln.x +Cdfchi|énlx,
where we have used Theorem 3.1. Since df hg < < Chyl* (zmax) =172,
e —unl|% < Cef)?llEn 17 & + CTR™) ™ eI G — G |z + Cllu — TT u] .
Summing over all mesh elements and using Theorem 3.2, we obtain
1= un ||, < BCllgh |15+ CBEITT G — G| %, +Cllu—TT; u]| %,

where b, = max{1+ tghk : K € )} and b} = max{hg /T¢** : K € ,}. Thus we can finish the proof
of (3.27) using the previous estimate (3.26) for e,f. ]
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REMARK 3.1 Stronger error estimates for u;, and A; are established in (Cockburn et al., 2010) under
additional regularity assumptions. The only regularity requirement for the estimates (3.27) and (3.26)
to hold is that (g, u) is in the domain of IT;, whereas the analysis in (Cockburn ez al., 2010) assumes in
addition the full regularity condition needed for an Aubin-Nitsche type argument.

4. A multigrid algorithm

In this section we discuss some ways of applying multigrid techniques to efficiently solve matrix systems
arising from methods like the HDG method. We consider an abstract sequence of two spaces and a
general nonnested two-level algorithm on these spaces. Fitting the HDG application into this abstract
setup is the purpose of the next section (so we emphasize that the generic forms and spaces in this
section need not be those from the HDG method). We give a linear two level iteration for which we can
prove convergence independent of mesh size. The abstract multigrid theorem we shall state here is an
adaptation of the well-known results of (Bramble et al., 1991; Xu, 1990).

4.1 The non-nested two-level V-cycle

Let M; and M; be two given Hilbert spaces. Suppose we want to solve for i in a space M satisfying

ai(u,m)=(b,n)1  YVneM.

Here b € M, is given and (-,-); and a;(-,-) are two inner products in M;. We want to construct an
optimally convergent linear iteration of the form

ot = e+ Bib—A),  £=1,2,.... @.1)

The iteration is started with any o € M| and the operator A| : M1 —M| is defined by

(Aim,u)hr =ar(n,u)  Yn,u e M.

The operator By : M{—M| needs to be suitably defined to achieve fast convergence. The idea is to use
a ‘nearby’ problem for which optimal solvers are already known. (The same idea has been pursued in
different directions by other researchers (Brenner, 1999; Xu, 1996).) This forms the “Oth level”, while
the original problem forms “level 1” in the two-level algorithm we give below. The nearby problem uses
inner products ag(-,-) and (-,-)o on another space My. Let Ay : Mo— M, be defined by

(Agv,w)o = ap(v,w) Yv,w € Mp.
That a good solver is available for the nearby problem is implied by the next assumption.

Assumption 4.1 We assume that there is a number 0 < &y < 1, and an operator By : My— M that is
self-adjoint in the (-, -)o-inner product, such that

0 < ap(v—BoAov,v) < dpap(v,v), Vv € My,

We construct the operator By appearing in (4.1) using By and two other ingredients. The first is a
smoothing operator R; : M1—M;. The second is a grid transfer operator /1 : Mop—M; that maps data
between discretizations. Note that the spaces My and M| are not assumed to be nested, i.e., My € M; in
general. (Specific examples of By, Ry, and I, will be given in § 4.2.) Define Qg : M| —M; by

(Q()/,L,W)():([J,Ilw)l V[.L € M and w € M.
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Let R denote the adjoint of R; in the (-,-);-inner product. With these notations, the operator By is
defined below.

Algorithm 4.1 (2-level V-cycle) For any g in M; define B g by the following steps:
1. Smooth: vi = R;g.
2. Correct: vo =v; +11BoQo(g—Avy).
3. Smooth: v3 = vy + R (g—Aiv2).

Set B1g = v3.

Now we describe a few conditions, taken from (Bramble et al., 1991), under which one can prove
optimal convergence of (4.1).

Assumption 4.2 For all v in My
ay (v, Iiv) < ap(v,v).

Verifications of all assumptions listed here for the HDG application appear in the next section. In
the lowest order case of the HDG method, we are not able to verify Assumption 4.2. Instead, as we shall
see in Section 5, we can only verify the following.

Assumption 4.3 There is a constant Cy > 0 such that for all v in My
al(llv,llv) < (1 —|—C0h1)a0(v,v).

Here h; is a mesh size parameter associated with M;. The next assumption involves an operator
Py : Mi— M, defined by

ap(Popt,v) = ay (U, 1v), Y € My and v € M.

Assumption 4.4 There are constants C; > 0 and 0 < o < 1 such that for all u € My,

A3\ ¢
a(u—1IiPop,u) <Cy <”p(fl”)1> ar(u,u)' .

where p (A1) is the spectral radius of A;.

Here and elsewhere, the norms || - ||; and || - ||o are generated by the inner products (-,-); and (-, -)o,
respectively. The final assumption is on the smoother.

Assumption 4.5 There is a number @ > 0 such that

3

“oar)

<(Rip,p)i,  YHEM,

where ﬁ[ =R —I—Rll —R]A]Rtl.
We then have the following theorems.

THEOREM 4.2 If Assumptions 4.1, 4.2, 4.4 and 4.5 hold, then there is a constant 0 < 0; < 1 depending
only on &),Ci,®, and & such that the iterates of (4.1) satisfy

11— ellay < 8111~ Hola, -

Here ||+ [lo, = ai(-,-)"/? and = A[ 'b is the exact solution.
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THEOREM 4.3 If Assumptions 4.1, 4.3, 4.4 and 4.5 hold, then there is a constant 0 < §; < 1 depending
only on &, Cy, @, and &, and a constant H > 0 depending only on &; and Cy, such that whenever h; < H,
the iterates of (4.1) satisfy

it = tellay < 811 — pollay -

The proofs of Theorems 4.2 and 4.3 proceed by modifying certain standard multigrid arguments
(Bramble, 1993) appropriately. We present the proofs in Appendix B.

4.2 Application to the HDG method

To apply Algorithm 4.1 to the HDG method, we need to specify the computational ingredients By, Ry,
and /; that appear in Algorithm 4.1. To apply Theorems 4.2 and 4.3, we must then verify the above
mentioned assumptions. These verifications are in Section 5. In this subsection, we only give the
algorithmic ingredients.

We select the Oth level discretization to be the standard continuous piecewise linear finite elements,
on the same mesh as the HDG method, i.e.,

Mo = {v: Q—R| v is continuous, v|yo =0, v|x € Pi(K), V triangles K € 7},

(v,w)():/ vw dx, ao(v,w):/ aVv-Vw dx. 4.2)
Q Q

The level 1 discretization, where we need the solution, is of course given by the HDG method, i.e., with
ay(+,-) and M}, as defined before, we set

LY
My=My, (=Y (o, ar(n,u) =an(n,p).
xez, |9K]
h
Here aj(-,-) is as defined in (2.13) and (-,-); is the inner product corresponding to the || - ||;,-norm

defined in (3.1). The smoothing operator R; is chosen so that the smoothing step coincides with one
Gauss-Seidel sweep for A;. (As usual, it can also be chosen to be a scaled Jacobi iteration.)
The intergrid transfer operator /; is defined by

Lv=pP"y 4.3)

where P;lw L= P;lu " is the L?-orthogonal projection onto M; = M), defined in (3.22). Clearly, when
d > 0, this means that (I;v)|r = v|r since any v € My is linear on F and hence in P;(F). In the case
d =0, (I;v)|F equals the mean of v on F. This operator is the same as that used for the HRT method
in (Gopalakrishnan & Tan, 2009) where other deceptively similar but numerically unsuccessful opera-
tors are also discussed. Let us emphasize that the case d > 0 is essentially different from the case d =0,
as will be apparent in what follows.

It only remains to specify the operator By. This can be any domain decomposition or multigrid
operator for the standard linear finite element method (satisfying Assumption 4.1). Examples can be
found in (Toselli & Widlund, 2005) and (Bramble, 1993). For definiteness, we now consider a geometric
multiplicative multigrid operator in more detail.

In the multigrid setting, as usual we assume that the mesh .7}, is obtained by a number (say J)
of successive refinements of a coarse mesh. Denote the coarse mesh by .7_;. In two dimensions,
one refinement strategy to obtain the mesh 74| from 7 is by simply connecting the midpoints of
all edges of 7. The multilevel spaces, in addition to the previously defined My and M;, are now
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defined by M_; = {v: Q—R| v is continuous, v|yq =0, v|x € Pi(K), V triangles K € F_;}, for —k =
—J,—J+1,...,—1. Clearly these are the same standard finite element spaces as My, but defined with
respect to the coarse meshes and M_; C M_j.1... C M.

The full multilevel algorithm for the HDG method, obtained by combining the standard V-cycle on
levels —J,—J +1,...,0, with the previous two level algorithm (Algorithm 4.1), is as follows. For k =
J—1,...1,wesetl_j: M_j_—M_; to identity, and Q_ to the Lz(_Q)-orthogonal projection onto M_.
For the same indices, the operators A_; are generated by the form a_(-,-) = ao(-,-) and (-,-) _x = (-,")o
defined by (4.2), and the smoothers R_j are defined by Gauss-Seidel sweeps using A_;. With these
notations, the following algorithm is the textbook V-cycle.

Algorithm 4.4 (Multilevel V-cycle) For any g in M| we define B}'"®g recursively. First, at the coarsest
g Yy y 1 y
level, set BT%g = (A,J)_lg. For all —J < k < 1, define B;{ng : My— M, by

1. Smooth: vi = R;g.
2. Correct: vy = vi + LB}, Qk(g — Apv1).
3. Smooth: v3 = vy + R} (g — Axv2).

Set B '®g = v3.

The convergence of this algorithm is studied next.

5. Multigrid convergence analysis

This section is devoted to proving the uniform convergence of the previously discussed multigrid algo-
rithm for the HDG method. We will do so under a mild regularity assumption on the solutions of the
boundary value problem (2.1).

Assumption 5.1 From now on we assume the following:
(i) The coefficient a(x) is constant on each element of the finest mesh .7},.

(ii) Problem (2.1) admits the following regularity estimate for its solution:

1 1 ms(@yn + [l gres @) < Cllfl-145(@) (5.1
for some number 1/2 <s < 1.

Note that once (5.1) holds with s > 1/2, we can apply the projection IT, to (¢,u). The projection
IT}, is required in multigrid analysis, hence the assumption is that s > 1/2. Note also that in the simple
case of @ = 1 in a polygonal £ (with no slits), it is well known (Dauge, 1988; Kellogg, 1971) that the
estimate (5.1) holds with s > 1/2. The full regularity estimate with s = 1 is well known to hold when
a=1 and Q is a convex domain in two or three dimensions (Grisvard, 1985).

THEOREM 5.1 Suppose Assumption 5.1 holds. Given any Ly € M}, suppose the iterates iy for £ > 1
are given by tyy1 = fy +B]¥(b— A1), where B is defined by Algorithm 4.4. Then, for the HDG
method with degree d > 0, there is a 6 < 1 independent of the fine mesh size 4 (but depending on 7 and
a) such that

1t — ptella < 8|1t = o]l (5.2)
where |||, = an(u, p)"/? with a;(-,-) defined by (2.13). For the d = 0 case, (5.2) holds provided
Kpe = max{Tphg : K € } is sufficiently small.
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Due to the theorem, we can expect the multigrid convergence rate to be s-independent if T =1 (the
most common choice) in the d > 0 case. In the d = 0 case, the theorem says that the choice T = 1 would
result in uniform multigrid convergence, provided the fine mesh size is sufficiently small, which is a
reasonable assumption in most practical situations.

This theorem obviously follows from the abstract statements of Theorems 4.2 and 4.3, once we
verify its assumptions for the particular case of the HDG method. Note that Algorithm 4.4 is the same as
Algorithm 4.1 with By set to a standard multigrid operator, namely Bglg in our notation. Assumption 4.1
is well known (Bramble, 1993) to hold for ngg. Furthermore, the assumption on the smoother R,
namely Assumption 4.5 is also easily proved for the Gauss-Seidel operator based on any local basis.
Although our form ay,(-,-) is nonstandard, since it is local, few changes are needed from the standard
smoothing analysis (Bramble, 1993). Hence we will only verify the remaining assumptions of Section 4.
We begin with a preparatory lemma.

LEMMA 5.1 The following identities hold for all A,1 in M; and all w in My:

O(Lw) = —aVw, (Vd), (5.3)

ar(hw,n) = —(Vw,9n) 7, ifd >0, (5.4)

(O +aVPA, VW) g, = (T(UA — ), U(Tiw) — w)a 7, ifd=0, (5.5)

(QA +aVPA,Vw) g =0, ifd >0, (5.6)
ar(A =L PoA, L) = (c(OA +aVPRL), 04 —aVRL) 7,

+lUr — A3, if d =0, (5.7)

ai(A —LPyA,A) = || O +aVPA|? + Ui — A|2, ifd>0. (5.8)

Proof. 1f d > 0, then the first identity f_gllows from Lemma 3.4 (iii) by virtue of Assumption 5.1 (i). If
d = 0, it follows from the definition of Q(7;w), namely (2.9a), which reduces to

— —

(cQIw),Alk —0=—(Iw,F-RH)gx = —(W,F-H)gx = —(VW,F)k

for all constant vectors 7. Since cé([lw) and Vv are constant vectors, (5.3) follows.
To prove (5.4), we use (5.3) in the definition of a; (-, -) to get

ay(lw,m) = (= Vw,9n) 7, + (¢(U(Lw) —w),Un — 1) 3z (5.9)

and observe that the last term vanishes because of Lemma 3.4 (iii).
To prove (5.5) and (5.6), we again use (5.3) as well as the fact that a = c ! to get

(A +aVPA, Vw) g = (cOA,aVw) 7 + (aVRA, VW) 7,
= —(cOA,9(hw)) 7, + ao(PoA,w)
= —(cO4,9(Ihw)) 7, +ai (A, Iw) = (t(UA — 1), W(Lw) — w)g 7.

which holds for all d. In particular, for d = 0, this is (5.5). If d > 0, then the last term vanishes because
of Lemma 3.4 (iii) and we get (5.6).
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Finally, to prove (5.7) and (5.8),
aj (l —Ilpol,l) = da] (l,l) —ao(Poﬂ,,Pol)
= (cQA,01) 5, — (aVRA, VRA) 7, + UL — A |2
= (c(OL+aVPA),(OL —aVPA)) 7, + UL — A| 2.

This holds for either d = 0 or d > 0, so (5.7) is already proved. To see that (5.8) also holds, it suffices
to note that the term QA —a VPyA can be replaced by QA +a VPRyA due to (5.6) whenever d > 0. O

5.1 Norm of prolongation
In this subsection we prove the following result, which verifies Assumptions 4.2 and 4.3.
THEOREM 5.2 For all v in M, we have
ay (v, I1v) = ap(v,v), ifd >0,
ay(hv,1v) < (14 Cxyr)ao(v,v), ifd=0,
Thus, Assumption 4.2 holds for d > 0 and Assumption 4.3 holds for d = 0 case with Cohy = CKjz.
LEMMA 5.2 If d = 0, then for all w in P (K),
(tichi) /2| V| (5.10)

[Uiw) = Lw|e ok <
< Chg|| V. (5.11)

C
U(hw) —wllx <C
Proof. Because of (2.9b),

(T(U(hw) = Lw), U(Tw) —wo)ok =0,
for any constant wg, and so
[Uhw) = [wllz gk = (T(U(Tiw) = iw), wo — iw) o

< le(Uhw) = hiw)lo 1w — wollax

< C VTl WEw) = hw)lle akllTiw —wollak
by Lemma 3.3. This implies that

[Uhw) = Ewleaox < C/Tg [w —wollax,

and if we take wy to be the value of w at the barycenter of the simplex K, we immediately get that

IULw) = Lwlle a9k < C(tihg) 2| V| k.

This proves (5.10).
For (5.11), we note that, because of (2.9b),

(t(UW(hw) —w), U(lw) —wo) ok =0,

for any constant wy, and so
[W(Tw) —wllzax < lw—wollzak- (5.12)
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Next, we use a standard local estimate for linear functions,
2 2
ClIUw) —wllk < hell VUTw) —w) |k + P T w) —w)l#
for any face F' of K. Choosing F' = Fnx, a face where T assumes its maximum value,

ClUTw) —wlix < hicl| VWl + g > (225" UL ) = w1 e
< || Vwllk + > (T V2w — woll .ok
<h

s 1/2
&l Vwlix + ki lw —woll k.

where we have used (5.12). Choosing wy to be the mean of w on K, we get the inequality (5.11). This
completes the proof. g
Proof of Theorem 5.2. To prove the d > 0 case, we use two identities of Lemma 5.1:

a (v, Iiv) = —(%v,@(llv))gh by (5.4)

= (aVv, %v)yh by (5.3).
To prove the next inequality for the d = 0 case, we again use (5.3) of Lemma 5.1, hence we can put
Q(f;v) = —aVv in the definition of a; (-, -) to get
ay (L, [v) = (aVv,Vv) g, + UL ) — L))

<ao(v,v) + Cxpe| VVHZ,

where the last step was due to (5.10) of Lemma 5.2. This proves the theorem. U

5.2 Regularity and approximation property

This subsection is devoted to proving Assumption 4.4. We begin with a simple consequence of Theo-
rem 5.2.

LEMMA 5.3 For all u in M;, we have

Il ifd >0

ao(Popt, Pop) < )
(1+Cre) 1z ifd =0.

Proof. The estimate follows from

(@VPy, VPy) = ag(Pot, Popt) = ar (i, I Popt)
< uella [T Pomt|as

and applying Theorem 5.2 to the last term. Recall that || - ||, is the norm associated to a;. O

The known techniques to prove the regularity and approximation property involve a duality argument
that shows that u — I Pyt is small in appropriate norms. The usual difficulty is that u is a finite element
function on which higher order Sobolev norms cannot be put (in our case p in M, is in general dis-
continuous). One technique to overcome this difficulty proceeds by constructing an H'-approximation
to any given U in Mj. To do so, we solve the boundary value problem with a specific right hand side
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fu constructed by applying a discrete version of the exact partial differential operator to u. The added
difficulty in the HDG case is that u is supported only on mesh element boundaries, so obtaining a proper
fu within the element interiors requires some trickery. First, we introduce a local operator S,K .

Let A be the restriction of a function in M}, on dK for some mesh element K. Let F; denote the face
of K opposite to the ith vertex of K. Then define S¥A in P, (K) by

(SK2,m)E = (A n)E for all n € Pyy 1 (F), (5.13a)
(SKA, vk = (UL, v)k for all v € P;(K), (5.13b)

and, considering all the n+ 1 faces of K, define

n+1

(Au)s= ), (SFA.Sfmk  and A5 = (A,2)s.

1
keg, "1 3

LEMMA 5.4 Equations (5.13a) and (5.13b) uniquely define a S¥A in P, {(K). Furthermore, for all 1
in Mh,

UA[x = Py (SK2), (5.14)
CslA < [IAlls < Con/ V1A, (5.15)
IV(SKA) 1k < C\/ 7D 167 k. (5.16)

Recall that (see Theorem 3.3) y}(L;) =max{l+tihg : K € F,}.
Proof.  Since (5.13) forms a square system for S,K A, to show that it has a unique solution, it suffices to
show that the only solution when the right hand sides are zero is the trivial solution. That this is indeed
the case is an immediate consequence of (Cockburn ef al., 2010, Lemma A.1). The identity (5.14) is
obvious from (5.13b). Let us prove the remaining assertions.

We prove (5.15) by a scaling argument. To this end, consider a fixed reference simplex K, with an
arbitrarily chosen face F, and define a map ¥ : Py, 1(F) x Py(K) — P;11(K) by

(P,q),mp = Am)p for all n € Py (F),
(lp(iﬁ)a")k:(é,\/)k for all v € Py(K).

It is easy to see that (A,4) — [|¥(A,4)
Py 1(F) x Py(K). Mapping to any element K such that ' gets mapped to the face F; of K, and relating
W(A,4) to SKA, we have

¢ and (,4) — (||i||12V +114[|%)"/? are equivalent norms on

Cs(hx || A1l + [UAIK) < ISFA % < Clhg|IAlIE + [UA %)
Summing over all faces F; C 0K,

n+1
Cs(hc M) < Y UISFAIE <€ (il A3+ Coie A 13 ) (5.17)
i=1

where we have used Theorem 3.1. Now, to obtain (5.15), we need only sum over all K.
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To prove (5.16), first observe that if A takes a constant value kK on the boundary of some mesh
element JK, then SI-K A = k. This is because UA = k by Lemma 3.4(i), so the function x satisfies both
the equations of (5.13). Therefore, by the unique solvability of (5.13), SZK A = k. A consequence of this
fact is that for any A, we have

-

V(K (mic (1)) =0

where mg (1) is as in (3.19). Therefore,

IV(SKA)[|x = || VSE(A —mg (L)) |k,
< Cht|ISKE(A —mg (X)) |1k (by an inverse inequality)
< Chig' (1+ (tehg) )P IA —mx (A)llox - (by (5.17))

1
< VRPN = my (W) Ik,

since, see Theorem 3.3, 7/5? =max{1+ Tehk K € I} Thus, (5.16) follows from Lemma 3.6. O

Next, we define a map A — A from M into M as follows. First, given A in My, let ¢, be the
unique function in M; satisfying

(O, 1)s = ap(A,p), Vi eM;. (5.18)

This equation is uniquely solvable for ¢, in M;, because if the right-hand side is zero, then by (5.15) of
Lemma 5.4, we have that ¢; = 0. Next, let f, = U¢; and define A € M| to be the unique solution of the
equation

an(A, 1) = (f2,Un), Vp e M. (5.19)

Recall that we have agreed to drop the subscript £ from notations for norms and inner products, as e.g.,
in the right hand side above: (f;, U)o = (f2, Un).

LEMMA 5.5 The following statements hold for all A in M;:

£2]l < 192 lls < CllA1A[4 (5.20)
1A =Ll < ChIAIA] (5.21)
121 (@) < % 1A - (5.22)

Proof.  The proofs of (5.20) and (5.21) are similar to the proof of (Gopalakrishnan & Tan, 2009,
Lemma 4.5). The only difference is that we now use the estimates of Lemma 5.4. To prove (5.20), first
observe that

fHr="PSEo
by (5.14) of Lemma 5.4. Therefore,

1 n+1

AR — Y IR (SFo) Ik < lloalls,
KEZ‘% n+135



MULTIGRID FOR AN HDG METHOD 25 of 38

which is the first of the inequalities in (5.20). Moreover,

||¢7L||S: sup (¢7L7.u)s — 5 ah(l#) by (518),
wemy Mlls penmy lliells
A A
= sup M < sup M by (5.15) of Lemma 5.4,
wemy  ltlls " perry Csllpfh

< CllAA 1,

thus completing the proof of (5.20).
To prove (5.21), let us first note that we can rewrite (5.18) and (5.19) as follows:

+
an(A,u) =Y +1 Z (SF S5 u)
KeF, =1
3 1 & W oK K
ap(A,u) = ntl Z(Ph Si 0,8 Wk -
Keg, i=1

To get the last identity, we have again used Lemma 5.4, whereby fj = U¢, = - +1 Z”H Py (SK¢;) on
any element K. Subtracting, and setting 4t = A — A, we get

1 n+1

A—A?= — 1—P")SKg, . SK(A— A
| lla Kezy,,"“,-:l(( 0 )Si 02,5 ( )k

1 n+1

= Z Z(SlK(Plv(I_P}l;v)SzK(A—i))K

keg,tt 13

Using the Friedrichs estimate [|u — Py ul|;2(x) < Chluly k), we get

A—A2< LY e KA -1 v
| 2 < Cll¢alls Z ZhlS )IH.

Ke 71
< Ch||galls 22 = 2)]
SChIAAL A = 2Ala
by (5.20) and (5.16) of Lemma 5.4. Canceling the common factor above, we obtain (5.21).
Next, let us prove (5.22). To this end, given any Y in H& (), let yp in My denote a function
satisfying
IVyol <CIIVy|  and [y —wol < Ch|[ V. (5.23)

Such approximations are well known to exist (Scott & Zhang, 1990). Then,

||fA,HH*1(‘Q) = sup (f&alp)
verj@) IV

. (/2. (¥ —wo) + (yo —Uliyo)) + UL o))
yeH(Q) | V||
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Now, since
(fo, ¥ —wo) <Cl Al V. by (5.23),
(Frs Wo — UL wo)) < ClLfallkl Vv, by Lemma 5.2, if d = 0, while
(f2:wo —U(l1w)) =0, by Lemma 3.4(ii), if d > 0,
(f, Ui wo)) = an(A, 1 yo) by (5.19),
<A ]]oCez || Vo, by Theorem 5.2,

where d; = 14 (1 — 840)(max(t)h)'/?, the terms in the supremum can be bounded accordingly to get
that

2 ll-1) < Cde|[Alla+Chl|fall-
Finally, since (5.20) implies that || f3 || < C||A1 4|1, and since (5.21) implies

A lla < [|Alla+ChI|ALA]L,

we have
12llg-1(0) < Cdel|Alla+Ch|ALA]1. (5.24)

Now,

JAIAIR = (414)4.4)0)1 < p(41) (4]°2,42)1 = p(ADIAIL.
By Theorem 3.2, p(A}) < }/,(”)czh’z, so we find that the last term in (5.24) satisfies h||A| A ||; < C}/}(’L) (1A ]
0

Thus, we have proved (5.22).
Now, let ii be the unique function in HJ () that solves

(aVi,Vv) = (fi,v), WveHN(Q). (5.25)

This i serves as the H'-approximation to A mentioned in the beginning of this subsection (see the
remarks after Lemma 5.3). Let iip be the unique function in M satisfying

(aViig,Vv) = (f1,v), Vv e M. (5.26)
LEMMA 5.6 If d > 0, then PyA — iig = 0, whereas, if d = 0, then
IV(RoA — dig) || < Chl|AIA]1.
Proof. Observe that for all w in My,

(a%Pgi,%W) = a()(P()i,W) = ah(i,llw)
= (fn, Whw)), (5.27)

by (5.19). Now, if d > 0, by Lemma 3.4 (iii), we know that U(I;w) —w = 0. Hence we have
(aVPA,Vw) = (fr,w) Yw € My,

which is the same equation satisfied by ##y. Hence Poi and iy coincide if d > 0.
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If d = 0, then we again proceed as above, noting that although U(I;w) — w may not vanish, it can be
bounded using Lemma 5.2:

(@VPA, Vw) = (fr,w) + (f, W(Lw) —w)
= (aViip, Vw) + (f2, U(I1w) — w)
< (aViig, Vw) + | f1[|Chl| Vw]|
Hence

(aV(PyA — i), Vw) < Chl|A1 A1 || V.

Choosing w = PyA — iy, and applying (5.20) of Lemma 5.5, we finish the proof of the required inequal-
ity. O

LEMMA 5.7 If s is as in Assumption 5.1, for any A in M|,
1A +aVRA|%, < CRIAIA|} +Cyech® ap(A,A)' A A7

where y: = (1-+ maxkes, (%)) 0) .

Proof. First, let us split the term requiring estimation as

6
A +aV(RA)=Y 1,
i=1

where
n=0(1—A),
= Q(i —P)ii),
13 = Q(P;lwﬂ—llﬂo),
4 = Q

These terms are bounded as follows:

1]l < A = 2A|a < Ch||ALA| by Lemma 5.5,
52|l < [|A — PMall, < ||G— T} g by (3.26) of Theorem 3.5,
S Ch(|q|ms () +[I<na¥(7~'1*()|ﬁ|115(9)) by (3.23a),
€T

where § = —a Vii. For 13, we use (3.2) of Theorem 3.1 to get that

=2 ~ ~ 1), — ~ ~ 1), — ~ ~
18P it — ito) |2 < CoYr h2 | P (i — o) |} < CYY 2| — o, (5.28)
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(1)

where yh; =max{l +hgTP™ : K € J,}. By alocal trace inequality, we can estimate the mesh depen-
dent norm above by interior norms as follows:

Cllia— iio||7, x < || — || + || V(i — o) I (5.29)
Since i is a standard Galerkin approximation (Ciarlet, 1978) of i, we have
| V(@ — i) | < Ch'[l 145 ) (5.30)
Furthermore, a standard duality argument (Ciarlet, 1978; Nitsche, 1968) yields
16— dio| < Ch* || V(i — o) || < Ch'** [l y145 - (5.31)

Summing (5.29) over all elements and using (5.30) and (5.31), we can estimate ||& — io||;,. Returning
to (5.28) and using this bound, we have

1 s
I3l < CORN 2l

Proceeding to the succeeding terms,

[[1]] = 0, by (5.3) of Lemma 5.1,
0, ifd >0,

ll#s]| < {ChHA]lH], ifd=0. by Lemma 5.6,

lIt6]| < CIIA —Ala < Ch|AIA||1, by Lemmas 5.3 and 5.5.

Combining these estimates for all #;, we obtain
A - 1 ~ ~ X | ~
192 +aVRAIP < C AT +Co 11310 )+ O (1l ) + max Tl )
h
< CR AT +C (1 + max (7)) | fa 165 ) (532)
h

by the regularity assumption (5.1). Since H~!*5(Q) is an interpolation space (Bergh & Lofstrom, 1976)
in the scale of intermediate spaces between H~! () and L?(£2), we know that

[fallg-14s(0) < ||f/1\|};°i(g)\|f/1||s-
Therefore,
-y <€ (BOIANG) 412
by (5.22) and (5.20) of Lemma 5.5. Using this bound in (5.32), we obtain the estimate of the lemma. [

THEOREM 5.3 If Assumption 5.1 holds with some s > 1/2, then there is a constant C; independent of
h, whose value increases with 7y, 1= maxgc g, T, such that

1. in the d > 0 case, Assumption 4.4 holds true with &« = s and C; = Cr, and

2. in the d = 0 case, Assumption 4.4 holds true with ¢ = s/2 and C} = C.
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Proof. By the identities (5.7) and (5.8) of Lemma 5.1, we know that
ClOA+aVRA|cAlla+ [ UA = A3, ifd =0,

S . (5.33)
QA +aVPoA|> + | UA — A2, if d > 0.

al((l—llPo)l,l) < {

Here, for the d = 0 case, we have used the Cauchy-Schwarz inequality and Lemma 5.3.
Since the terms involving QA +aVPyA can be bounded as in Lemma 5.7, let us first investigate the
remaining term involving UA — A. To this end, the following inequality will be helpful:

WA =L RA) — (A =L PoA)||cox < C/Tihk |\@RT(A —LPA)| k.

This is due to (3.10) of Lemma 3.4. By item (ii) of the same lemma, we also know that QRT(IlPol) =
—aVPyA. Thus

[UA = [PA) — (A =i PoA) ||r.9x = C/Tih || 9FA +a V(PoA) |
< C/Thk | QA +aV(RoA) | x, (5.34)

where the last inequality holds because of the identity OX'A +aV(PyA) = Jx(OA +aV(PyA)). This
identity follows from Lemma 3.4(v), Assumption 5.1(i), and the observation that constant vector fields
on K are in the range of Jg.

Now consider the case d > 0. By Lemma 3.4 (iii), we know that U(I; PyA) = PyA, so

IUA — Aok = WA — L POA) — (A = LPOA) || e ok
< C\/Tihg | QA +aV(PA) |k,
by (5.34). Using this in (5.33), we have
ar((I—1R)A,A) < CYY (192 +a V(P |
<ORY (WA A} + Creh™ an(2, ) A A[13).

by Lemma 5.7. Since Theorem 3.2 shows that

2 7}52)
h™ < -2 (5.35)
p(Ar)
the above inequality after obvious manipulations, implies that
IIAMII?)" -
ap(I—LP)AA) <Cr| —— | ap(A,A)" %,
W((I =1 Po)A,A) T(p(A]) n(4,2)

for some C; that is an increasing function of 7,,. This proves the inequality of Assumption 4.4 for
d>0.

Finally, consider the d = 0 case. Since U(/;PyA) and PyA do not coincide in general, we estimate
UA — A differently as follows. By the inequalities (iv) and (v) of Lemma 3.4,

IUA = Az 0x < C\/Tghk | %A1k
< Cy/Tih |01 ||k

< C/Thi (/|94 +aV(RoA) ||k + || V(PoA) )
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Using this in (5.33) we obtain
ar((I= P&, ) < Cl[OA +aVPA|cl|Alla +Cyy |4 +aVAA P + CThh | VRO
The right hand side can be bounded using Lemma 5.7 and Lemma 5.3, to get
ar((I=hP)A, ) SCYY (ri 412+ 13) (5.36)
where

ri = hl|AiAlhap(A, )2,
ra = Yelfan (A, )AL A a (A, 1),
r3 = Tpaxhan(A,1).

The first two terms can be bounded using (5.35) as follows.

2y 1/2
F1SC(AIA”1> ah(l,l)l/z

p(A1)
5/2
IIAM»II%)‘ 1-(s/2
rn<C ap(A, )1 =672,
2 Y ( P(Al) h( )
To bound r3, we use
hap(A,A) < h|AlallA1 A by the Cauchy-Schwarz inequality
627<2> 1/2
< <p(AhT)> AT A5 |28 by the upper bound of Theorem 3.2
1
[ A2 LGN 2 12
<C: p(AY) ap(A, 1) by the lower bound of Theorem 3.2
1
for some constant C; whose value increases with ;... Using these estimates in (5.36), we finish the
proof. O

Proof of Theorem 5.1.  Apply Theorem 4.2 for the d > 0 case and Theorem 4.3 for the d = 0 case. The
assumptions of these theorems have been verified for the HDG setting in Theorems 5.2 and 5.3. 0

6. Numerical results

In this section we report numerical experiments illustrating out theoretical results. We begin by display-
ing history of convergence plots that confirm that the approximations A, uy, and gy, provided by the HDG
method converge with order d + 1 for fixed 7. We then explore the numerical efficacy of our multigrid
algorithm in terms of the stabilization parameter T and mesh size #.

For all the experiments, we started with a coarse mesh generated by a public domain meshing soft-
ware TRIANGLE (Shewchuk, 1996), and then produced a sequence of refinements by connecting the
midpoints of edges, as explained before. The domain and the first two meshes are shown in Figure 1.
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FIG. 1. The initial mesh (left), and one refinement (right). Corner coordinates are (0,0), (1,0),(0.8,0.7) and (0,0.5).

We consider numerically solving the Dirichlet problem (2.1) on the finest mesh level .7; for various
choices of —J. The problem is chosen such that the solution is u(x,y) = e”sinx. As suggested by
Theorem 2.1, we solve (2.10) for A, and subsequently recover uy, and g, through the local solvers. We
consider two cases d =0 and d = 1, i.e., the cases where Ay, is approximated by piecewise constant and
piecewise linear functions, respectively, on mesh edges. The multigrid iteration is then carried out on
the matrix system Ax = b resulting from (2.10) for both cases.

In Figure 2, we display the history of convergence of the HDG method for different values of the
stabilization function T which we take constant on 9.7},. As expected from the results in Subsection 3.4,
for all the choices of 7, we see first and second order of convergence is achieved ford =0 and d =1,
respectively.

In order to study the iteration errors in our multigrid cycle we design the first experiment as follows.
We set b = 0, so that the exact solution of Ax = b is x = 0. The initial iterate x¢ in the multigrid iteration
(Algorithm 4.4) on each multilevel space M_;, k =1,...,J is set to be I11y---I_j4+1v, where v is the
function in the coarsest space M_; which equals one on every interior mesh node (and of course, is
linear on all mesh elements, is continuous across elements, and decreases to 0 on the boundary). We
use one Gauss-Seidel sweep as the smoother. We use one Gauss-Seidel sweep for the pre-smoothing
iteration in Algorithm 4.4 and another sweep in reversed order (the adjoint of Gauss-Seidel) for the post-
smoothing. We stop iterations when ||x; — x;—1 || < Cpq||x0 — x| or when the iteration count reaches 99,
whichever comes first, where Cpy = 107 for d = 0 and 1078 ford = 1.

The results for d = 0 for various choices of 7 are presented in Table 1. As can be seen from both
tables, for each fixed 7, the number of iterations quickly appears to approach to a constant number on
all the subsequent meshes. This illustrates the efficacy of our multigrid algorithm. The corresponding
average error reduction rates are also reported in Table 2. For those entries marked with “*”, we report
the average number for the first 99 iterations (the stopping criterion). The existence of such cases is in
agreement with the smallness condition on 7 for convergence of the multigrid method in Theorem 5.1.

The results for the case d = 1 are presented in Table 3 and in Table 4. Full agreement with Theorem
5.1 is observed.

A. Proof of Theorem 3.4

First of all, note that the identity (3.24) is proved in (Cockburn et al., 2010, Lemma 3.1), so we need
only prove the estimates of the theorem. When s, and s, are natural numbers the estimates have already
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FIG. 2. History of convergence of the HDG method for d = 0 (left) and d = 1 (right) in terms of the stabilization parameter 7.
Displayed are the quantities ||Pu— Ay || (top), ||u—uy||;2 (middle) and ||G — g || 2 (bottom). First and second order of convergence
is achieved for each of these quantities for d = 0 and d = 1, respectively.
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mesh 1 2 3 4 5 6
T=1/4 13 13 14 16 15 14
T=1 12 12 14 15 15 14
T=4 11 11 14 15 15 14
T=16 14 17 12 13 14 14
T=064 * * * 31 12 12
T =256 * * * * * 42

Table 1. The number of multigrid iterations (m; = 1) for HDG(d=0) with different 7. The symbol * indicates excessively large
number (or divergence).

mesh 1 2 3 4 5 6

T=1/4 0.10 0.11 0.14 0.17 0.15 0.14
T=1 0.09 0.10 0.14 0.16 0.15 0.14
T=4 0.07 0.08 0.13 0.15 0.15 0.14
=16 0.14 0.19 0.09 0.12 0.13 0.13
T=064 3.68 4.39 1.61 0.40 0.09 0.10
T=256 63.3 74.0 28.3 8.34 2.35 0.52

Table 2. The average error reduction rate for HDG(d=0) with different 7.

mesh 1 2 3 4 5 6
T=1/4 88 75 74 71 69 66
T=1 86 75 74 71 69 66
T=4 82 74 72 70 68 66
T=16 73 69 69 68 67 65
T=064 64 63 63 63 63 63
T=256 59 58 56 56 56 57

Table 3. The number of multigrid iterations (m; = 1) for HDG(d=1) with different 7.

mesh 1 2 3 4 5 6

T=1/4 0.69 0.65 0.64 0.63 0.62 0.61
t=1 0.68 0.64 0.64 0.63 0.62 0.61
T=4 0.67 0.64 0.63 0.63 0.62 0.61
T=16 0.64 0.62 0.62 0.62 0.61 0.60
T=064 0.60 0.59 0.59 0.59 0.59 0.59
T =256 0.57 0.57 0.56 0.55 0.56 0.56

Table 4. The average error reduction rate for HDG(d=1) with different 7.
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been proved in (Cockburn et al., 2010), so this appendix is devoted only to proving them for fractional
s, and s4. Let us begin with an observation, whose simple proof we omit.

LEMMA A.1 If uy denotes the L?(K)-orthogonal projection of u into P;(K), then

—1/2
i —wallax < Chi 2 lull s

forallu € H*(K) forall s € (1/2,d +1].

Proof of (3.23a) and (3.23b).  From (Cockburn et al., 2010, Proof of Proposition A.2), we know that
with 6" := IT) u — ug, we have

hg
IT0, = [k < [l = wal|x+ < C o (l1bgl + l1Bull)- (A1)

where by(w) = (V- G,w)k. bulw) = ((u—ug). W), and ] := sup,,cps 0 w)/ W] where

Pii=wePy(K): (w,{)xk =0,Y¢ € Py (K).
Let us estimate ||b,||. It is proved in (Cockburn et al., 2010) that

4 .
1bgll < Ch [Vl 4 i) (A2)
for £, in [0,d]. We claim that (A.2) also holds for all ¢, € (—1/2,0]. Indeed, for such /,,

N N N 14
by(w) = (V-G W)k < 1Vl gt 910 1) < CIV -l e i I

where we have used a local inverse inequality for w. Hence (A.2) holds for all ¢, € (—1/2,k]. This,
together with the fact that differentiation is a continuous operator from H**!(K) into H*(K) for all real
s (Grisvard, 1985), implies that
gl < CHE s ) (A3)
for all s, € (1/2,k+ 1] (identifying £, 4+ 1 = s,).
For b,,, we first note that

, ~1/2 me
bu(w) < T || — ugll i Wl ok < Chig* T8 [l — gl o Wk

By Lemma A.1,
bull < CTR™ g™

Ul rsu (i) (A4)

Using (A.4) and (A.3) in (A.1), and a standard estimate for the I? projection uy, we complete the proof
of (3.23b).

To prove (3.23a), we again follow along the lines of (Cockburn et al., 2010, Proposition A.3) to find
that

— — — bd *k 1 2
111G Gl < |1B}G— Gl +Crich |11 u—ull ok

where BZ is the projection introduced in (Cockburn & Dong, 2007). Now, we can modify the proof of
(Cockburn & Dong, 2007, Lemma 3.3) to extend the validity of the estimate

1B G —Gllk < Chigldlwaxy — Vsq € [Ld+1],

to s, € (1/2,d + 1], exactly as done above, and complete the proof using (3.23b) and the fact that
T < TR, O



MULTIGRID FOR AN HDG METHOD 35 of 38

B. Proofs of Theorems 4.2 and 4.3

Proof of Theorem 4.2. This proof is a modification of one in (Bramble et al., 1991), so we will
be brief, highlighting only our modifications. Let E; =1 — BjA and Ey = I — BpAy. It is clear from
Algorithm 4.1 that

E; = (I—R\A1)(I— L BoQoA1)(I — RiA}).

It is easy to see (Bramble, 1993) that QpA| = AgFy, the adjoint of K = I — R} A with respect to a; (-, )-
inner product is K¢ = I — R| A1, and consequently E; is self-adjoint with respect to a;(-,-). Since Ej is
the error reducing operator of Algorithm 4.1, it suffices to prove that

0<ai(Eip,p) < dar(p,p),  YueM, (A1)

with 8; as stated in the theorem.
The starting point is the following identity:

ai(E\p, 1) = a1 ((I =L BoAoPo)K 1, K1)
:al((l—llPo)K,u,Ku)+a0(E0PoK/.L7P0Ku). (A.2)

By Assumption 4.1, the last term is non-negative. So is the first term on the right hand side due to
Assumption 4.2. Hence the lower inequality of (A.1) is proved.

For the upper bound of (A.1), we use the well known consequence (see, e.g., Bramble, 1993) of
Assumption 4.5 that

lAKp]i _ 1
Lk 1D Sl _ .
b S o) —ar(KuKu))

Combining with Assumption 4.4, we have

(1= 1)Ky K1) < €1 (o)~ n (K. K) ) e (Kt K)
= f(t) ar(p, 1) (A.3)

where r = a) (K, Ku)/a; (1, 1) and f(¢) = %(1 —1)%'=%_ Thus, by (A.2) and Assumption 4.1, we
have for any number 0 < 6 < 1,

= (1 -0+ 6)611((]—11]‘-’0)]([.1,[(‘[1) +a0(E0P0K‘u7P0Ku)
< (1 8) F(1)ar (0, 0) + S (K1t Kit) + (8 — 8)ao (BKit, FyK )
=g(t)ai(u,p) + (8 — 6)ao(PoKu, oK), (A4)

where g(r) = (1—6) f(r) + 6t1.
Introducing a positive number € to be chosen shortly, and using the arithmetic-geometric mean
inequality,

a (Ellhli)

s)=(1-8)"

<1 —6)%((1 —a)er+ae” 17O (1 1)) 4 51

(e 0-@/a (1 —1))* (er)' ™" + 6t
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Since the right hand side is linear in ¢, and 0 < ¢t < 1 by the smoothing assumption, its maximum is
achieved att =0 ort = 1. Thus

g(t) < max <(1 - 5)%058—(1—“)/“, 8+ (1— 5)%(1 - (x)s). (A.5)
Now choose € small enough so that
%(l—a)ezn<l, (A.6)
e.g., € < ®%/2C; (1 — @). Then, with this €, let C, = Sbae™(1-%)/@ 50 that (A.5) becomes
g(t) <max ((1-8)Cy, 6+ (1-8)n). (A7)
Next, set c
8 = max(&, 1+zcz)'

Then (1 —8)C, < 8, so the maximum in (A.7) is achieved by the second argument. Furthermore, since
0 > 0o, the last term in (A.4) is negative. Consequently,

ai(Eyp, 1) < (84 (1—8)n)ar (i, 1).

Setting 6; = 6 + (1 — §)7n, and noting that ) < 1 by (A.6), we have proved (A.1) with §; < 1. O
Proof of Theorem 4.3.  In the previous proof, we used Assumption 4.2 to obtain the lower inequality
in (A.1). This is the only argument that needs modification, since we can now only assume Assump-
tion 4.3 instead. The proof of the upper bound proceeds exactly as before yielding a 8; < 1 such that

ar(Erp, 1) < Srar (i, ).
We claim that if 4 < 8;/Cy = H, then

—Sia1 (U, 1) < ar(Erp,p) < Srar (U, 1), V€ My, (A8)

This is because by (A.2) and Assumption 4.1,

ai(Evp,p) = ai((I—HhPy)Kp,Kp)
=a;(Ku,Ku) —ao(PoKu, RhKL).

By Assumption 4.3, ag(PoKu, oK) < (1+Cohy)ai (Ku,Ku), cf. Lemma 5.3, and by the smoothing
properties, aj (K, Ku) < aj(u, ). Thus,

ai(Eipu,u) = —Cohia (1, 1),
and the claim follows, thus finishing the proof. d
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