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The problem of low-gravity isothermal capillary flow along interior corners that are rounded is revisited analytically in this work. By careful selection of geometric length scales and through the introduction of a new geometric scaling parameter $T_c$, the Navier–Stokes equation is reduced to a convenient $\sim O(1)$ form for both analytic and numeric solutions for all values of corner half-angle $\alpha$ and corner roundedness ratio $\lambda$ for perfectly wetting fluids. The scaling and analysis of the problem captures much of the intricate geometric dependence of the viscous resistance and significantly reduces the reliance on numerical data compared with several previous solution methods and the numerous subsequent studies that cite them. In general, three asymptotic regimes may be identified from the large second-order nonlinear evolution equation: (I) the ‘sharp-corner’ regime, (II) the narrow-corner ‘rectangular section’ regime, and (III) the ‘thin film’ regime. Flows are observed to undergo transition between regimes, or they may exist essentially in a single regime depending on the system. Perhaps surprisingly, for the case of imbibition in tubes or pores with rounded interior corners similarity solutions are possible to the full equation, which is readily solved numerically. Approximate analytical solutions are also possible under the constraints of the three regimes, which are clearly identified. The general analysis enables analytic solutions to many rounded-corner flows, and example solutions for steady flows, perturbed infinite columns, and imbibing flows over initially dry and prewetted surfaces are provided.

1. Introduction and overview

Capillary flows are defined here as spontaneous interfacial flows driven by surface tension, container geometry, and surface wettability, for which the impact of gravity is negligible. Such flows are fundamental to a myriad transport processes in both nature and industry and range from microscale flows $\lesssim O(1 \text{ mm})$ in porous media on Earth to macroscale flows $\lesssim O(1 \text{ m})$ in large liquid fuel tanks aboard spacecraft. The ‘interior corner’ geometry is the focus of this research as it is commonly employed in systems where the corner serves as a conduit to guide passively a particular fluid phase in a desired manner. In many instances, the interior corners are not perfectly sharp but rather possess a degree of roundedness due to formation or fabrication, as shown in figure 1. While flows in perfectly sharp interior corners have been studied extensively, the impact of corner imperfections such as corner roundedness has not been fully characterized analytically. And, for example, because significant roundedness can prevent certain imbibition within porous materials and even slight roundedness can prevent the spread of liquid drops in otherwise wettable corners, it
Figure 1. A fluid column in a rounded corner of angle $2\alpha$. The coordinate system is aligned such that the $z$-axis is along the vertex of the interior corner. The three-dimensional surface profile is $S(y, z, t)$. The contact angle is $\theta$.

may be critical to system design and analysis to assess quantitatively the impact of the degree of roundedness on the process.

In general, and as depicted in figure 1, capillary flows along interior corners tend to be slender. This is certainly the case for flows along high-aspect-ratio conduits such as polygonal-section capillaries (Weislogel 2001a) and microchannels (Cubard & Ho 2004; Tchikanda, Nilson & Griffiths 2004), flows along surface grooves (Mann et al. 1995), and flows within highly angular porous or baffled structures at low saturation (Al-Futaisi & Patzek 2002; Weislogel & Collicott 2004). The slenderness of the liquid column allows the application of lubrication theory, where the problem simplifies to one of first solving for the average $z$-component velocity $\langle w \rangle$ at any cross-section in the $(x, y)$-plane and then using this result and a mass balance to derive an evolution equation for flow along the $z$-axis. A solution for the interface shape as a function of boundary conditions and time is generally obtained, from which the most important features of the flow can be determined. Solutions of this type form the basis from which problems of significantly greater complexity may be addressed.

The first problem is referred to here as the two-dimensional ‘crossflow problem’. The domain is depicted in figure 2 for a capillary-dominated surface in a perfectly sharp interior corner. This portion of the solution requires two steps: (i) the velocity distribution $w(x, y)$ must be determined and then (ii) it must be integrated over the domain to compute the average velocity $\langle w \rangle(z, t)$ for the section. The crossflow problem can be solved analytically for select values of corner half-angle $\alpha$ and wetting angle $\theta$ (i.e. $\alpha = \theta = \pi/4$), asymptotically for wide- and narrow-corner half-angle ($\alpha \rightarrow \pi/2$ and $\alpha \ll 1$, respectively), or numerically for all values of $\alpha$ and $\theta$.†

† Conformal mappings using Schwarzian S-functions (Nehari 1975) permit the exact analytic expression of solutions to the crossflow problem for $w(x, y)$. However, numerical transformations are presently necessary to determine velocity profiles prior to the integration of $w(x, y)$ over the domain to compute $\langle w \rangle$. 
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Figure 2. Length scales adopted by different studies: $r_w$ is used for all lengths by Ayyaswamy, Catton & Edwards (1974), $R$ for all lengths by Ransohoff & Radke (1988), $x \sim H$ and $y \sim H \tan \alpha$ by Weislogel & Lichter (1998).

For all solution methods, the integration of the velocity field $w(x, y)$ determines a dimensionless geometric function that primarily characterizes the viscous resistance of the flow and is often referred to as a flow-resistance function, friction factor, or hydraulic conductance. Other names are used as well, or none at all. For the sharp-corner geometry, the flow-resistance function depends on $\alpha$ and $\theta$ only. The introduction of corner roundedness introduces a dependence of the flow resistance on fluid depth $h$ in addition to corner roundedness, $\alpha$, and $\theta$.

As will be demonstrated herein, a well-considered scaling of the crossflow problem can lead to a flow-resistance function that is narrowly confined for all the geometric parameters of the problem. This feature significantly weakens the dependence on numerical data and greatly expands the prospects of analysis. Previous numerical solutions may be re-interpreted in this light and a brief review of the corner-flow literature is therefore discussed here. For example, in an often overlooked investigation, Ayyaswamy et al. (1974) solved the crossflow problem numerically for the sharp-corner problem and obtained a dimensionless friction factor $K$ using the Galerkin method in radial coordinates. All lengths in their domain are scaled by the wetted wall length $r_w$ identified in figure 2. Their friction factor $30 \leq K(\alpha, \theta) \leq 57$ is bounded for all values of $\alpha$ and $\theta$ but not as tightly as might be achieved using a more comprehensive scaling (Weislogel & Lichter 1998). As part of a later numerical study, Ransohoff & Radke (1988) solved the same numerical problem as Ayyaswamy et al. (1974). They used a radial coordinate system for their solution domain with the origin at the centre of the free-surface curvature. The radial coordinate is non-dimensionalized by the radius of curvature of the free surface, $R$, which is also shown in figure 2. The resulting flow-resistance function $6 \leq \beta(\alpha, \theta) \leq \infty$ is unbounded (Weislogel & Lichter 1998) for all values of $\alpha$ and $\theta$. Subsequent analyses employing $\beta$ (Dong & Chatzis 1995; Tuller & Or 2001) were forced to curve-fit $\beta$ in the domain of interest, which often spans one or two orders of magnitude if not more. Significantly, $\beta$ is
most commonly employed in porous-media studies despite its unbounded nature.† As a result, such investigations are in turn heavily dependent on tabulated numerical data.

Romero & Yost (1996) obtained an accurate analytical approximation for their unnamed resistance coefficient \(0 \leq \Gamma \leq \infty\) that enabled a well-constructed similarity solution for certain capillary flows along interior corners. Weislogel & Lichter (1998) chose length scales \(x \sim H\) and \(y \sim H \tan \alpha\) (see figure 2) to compute a velocity scale \(W\) used to non-dimensionalize the crossflow problem. An asymptotic analysis was then pursued providing the limiting values for functions such as \(K\), \(\beta\), and \(\Gamma\) by introducing a preferred geometric-flow-resistance function \(1/8 \leq F_i(\alpha, \theta) \leq 1/6\), which is narrowly bounded for all values of \(\alpha\) and \(\theta\). The fact that \(F_i\) is a narrowly confined function implies that the simple scaling accounts for much of the geometric dependence of the crossflow problem and that for many practical problems \(F_i\) may be treated as an \(O(1)\) constant, say, \(\approx 1/7\). Closed-form analytical solutions employing \(F_i\) are concise, where geometric dependencies may be distinguished clearly and often by inspection and where efficient geometric optimization schemes are straightforward. The \(F_i\) formulation of the crossflow problem also yields perhaps the most compact forms for pore-level transport in large porous media models (Tuller & Or 2001). The published resistance coefficients may be expressed in terms of \(F_i\): thus \(K = 8(F_A/f \sin \delta)^2/F_i\), \(\beta = f^2/F_i \sin^2 \alpha\), and \(\Gamma = F_A F_i \sin^2 \alpha (\tan \alpha/f \sin \delta)^4\), where \(f\), \(\delta\), and \(F_A\) are compact analytic geometric functions defined herein.

Ransohoff & Radke (1988) also investigated rounded corners where the rounded portion of the corner is concentric with the free surface (Ransohoff & Radke 1988, figure 4). Their flow-resistance function \(\beta\) was determined numerically for a selection of corner half-angles, contact angles, and degrees of roundedness – the last of which was measured using a ratio that employs the depth of the fluid \(h\). The corner roundedness by this definition is actually a local quantity, different from that defined in this work, and varies along the flow direction if the depth of the fluid changes. Thus \(\beta = \beta(\alpha, \theta, R_c, h)\) for a given flow, where \(R_c\) and \(h\) are indicated for the rounded-corner crossflow problem in figure 3. Employing the rounded-corner local scaling, to be introduced herein, it can be shown that \(3.2 \leq \beta \leq \infty\) for all values of \(\alpha\), \(\theta\), \(R_c\), and \(h\). Analysis employing \(\beta\) for rounded-corner flows must convert the tabulated results to forms that can be used for the global problem. This approach was adopted by Zhou, Blunt & Orr (1997) to study hydrocarbon drainage over a layer of water forming a virtual rounded corner with the solid walls, which form sharp interior corners. It is observed that the flow along rounded corners is complicated by the fact that the flow resistance varies dramatically in the flow direction, as identified by Dong & Chatzis (1995).

In solving for the imbibition of liquid in square capillary tubes with rounded interior corners, Dong & Chatzis (1995) used the approach of Ransohoff and Radke to calculate the flow resistance with a more practical definition of corner roundedness. Furthermore, they obtained analytic flow solutions on the basis of results given by Lenormand & Zarcone (1984), who used the hydraulic-diameter approach to solve the flow in sharp corners. The hydraulic-diameter approach does provide an all-analytic solution to the crossflow problem but it also introduces errors up to more than 100%, as reported by Ransohoff & Radke (1988) and confirmed by subsequent comparative

† As of this writing, a Web of Science search of the Science Citation Index identified 67 papers citing Ransohoff & Radke (1988) and using \(\beta\) and only two citing Ayyaswamy et al. (1974) and using \(K\).
flow-rate calculations. A flow-resistance function $F_{hyd}$ based on the hydraulic diameter (Weislogel 1996) varies widely, $1/288 \leq F_{hyd} \leq 1/8$, for all values of $\alpha$ and $\theta$ and so this is not a preferred analytic approach in the light of alternatives.

Further reviews of interior-corner capillary flows may be cited (Weislogel 2003; Darhuber & Troian 2005). Specific problems addressed in the literature include capillary imbibition and drainage for oil recovery (Zhou et al. 1997), flows in porous media (Lenormand & Zarcone 1984), transport in groundwater systems (Tuller & Or 2001), drainage flows in angular capillaries (Bico & Quéré 2002), capillary flows in microfluidic devices (Peterson & Ha 1998; Kim & Whitesides 1997), and large-length-scale capillary flows in vaned containers in microgravity environments (Weislogel & Collicott 2004). The governing equations and solutions are also closely related to those of foam-drainage problems, and a large literature exists on this subject (Verbist et al. 1996; Cox & Verbist 2003).

2. Scope

While previous studies provide useful solutions for capillary flows along sharp corners, there remains an unnecessarily strong dependence on the crossflow numerical data apparently because researchers are unaware of more analytical forms for the flow resistance. This shortcoming is most critical for rounded-corner flows, where an analytic form for the flow resistance as a function of corner roundedness and fluid depth is missing. The goal of the present work is to provide this quantity by extending the scaling and solution approach of Weislogel & Lichter (1998) (referred to herein as W&L) to the rounded-corner problem and so to obtain closed-form analytical expressions from which such systems might be more efficiently designed and analyzed.
In this paper, early and ample attention is paid to scaling and non-dimensiona-

lization in a manner that leads to a more complete analytic description of the problem
than that of previous investigations. Asymptotic analytic solutions are then provided
for a new, ‘narrowly confined’, $\sim O(1)$, local geometric flow-resistance function $\langle \tilde{w} \rangle^*$
for rounded corners in several geometric limits. (This function $\langle \tilde{w} \rangle^*$ is not defined until
and is probably better described as a local normalized corner-axis-dependent
average flow velocity.) The asymptotic results provide a benchmark for numerical
solutions which are used to compute $\langle \tilde{w} \rangle^*$ for a wide range of geometric parameters.
The numerical results confirm the scaling arguments. A global evolution equation is
then derived for the rounded-corner flow, which may be reduced to three asymptotic
capillary corner-flow regimes. Steady solutions and infinite-fluid-column solutions for
such flows are then presented. A similarity equation for capillary rise (imbibition) in
containers with rounded interior corners is derived and solved, and key closed-form
solutions are given. Further solutions considering finite advancing-front curvature are
discussed and solved.

Only fluids that satisfy the Concus–Finn corner-wetting condition are addressed
in this work. For sharp corners (Concus & Finn 1969) the Concus–Finn condition
requires that $\theta < \pi/2 - \alpha$; this condition produces an under-pressure in the fluid that
draws it spontaneously into and along the corner. A rounded corner may prevent
such a flow, depending on the system, i.e. the degree of roundedness, system geometry,
contact angle, liquid volume, etc. Concus & Finn (1990) provided examples of critical
corner wetting in infinite cylinders with rounded rectangular sections. In situations
where the contact angle $\theta$ is fixed, a corresponding critical (maximum) roundedness
for every corner can be identified above which no spontaneous corner flow can
take place. For containers or channels with several corners, the critical roundedness
of a given corner is affected by the roundedness of the others. Thus, for complex
geometries, a concerted effort may be required just to determine whether the rounded
corner is actually wetted. The impact of contact-angle hysteresis can complicate this
picture dramatically (Kistler 1993; Concus, Finn & Weislogel 1996).

For the special case of a spreading drop in a sharp corner (Weislogel & Lichter
1996) the fluid spreads to $z = \pm \infty$ provided that $\theta < \pi/2 - \alpha$. For $\theta > 0$, any degree
of corner roundedness will prevent such a spread and will confine the axial domain
of the drop to $|z| \leq V (\cos \theta - \sin \alpha)^2 / [(2(\theta^2 - \sin 2\theta)H_c^2 \sin^2 \alpha)$, where $V$ is the drop
volume and $H_c$ is the height of the rounded corner as shown in figure 1. Only in
the case $\theta = 0$ will a liquid drop spread indefinitely along a rounded interior corner.
The behaviour of such perfectly wetting fluids is the primary focus of this work.
Partial-wetting systems will be reported in a separate work.

3. Analysis

For the system shown in figure 1, the characteristic geometric quantities of
the problem are the lengths $H$, $H_c$, and $L$ and the angles $\alpha$ and $\theta$. The relevant parameters
are collected in table 1. Note that $H$ is the characteristic height of the meniscus in the
$(x, y)$-plane measured from the virtual vertex of the corner as if it were sharp. The
analysis that follows requires primarily the constraint of a slender column, $\epsilon_c^2 \ll 1$,
but also the restriction of low inertia, $R \ll 1$, and a dominant cross-stream curvature,
$\epsilon_c f \ll 1$. Here

$$\epsilon_c \equiv (1 - \lambda)(H/L)$$

with

$$\lambda \equiv H_c/H$$

(3.1)

(3.2)
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma )</td>
<td>Surface tension (N m(^{-1}))</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Density (kg m(^{-3}))</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Dynamic viscosity (kg m(^{-1}) s(^{-1}))</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Contact angle (rad)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Corner half-angle (rad)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Contact angle (rad)</td>
</tr>
<tr>
<td>( f )</td>
<td>Cross-flow interface curvature function (3.5)</td>
</tr>
<tr>
<td>( f_c )</td>
<td>Corner curvature function (3.10)</td>
</tr>
<tr>
<td>( FA )</td>
<td>Cross-flow area function (3.22)</td>
</tr>
</tbody>
</table>

\( \mathcal{R} \equiv \epsilon_c^2(1 - \lambda)^3 \frac{\sigma \rho H}{f \mu^2} \left( \frac{T_e^2}{1 + T_e^2} \right)^2 \), \( (3.3) \)

where \( \sigma \), \( \rho \), and \( \mu \) are respectively the fluid surface tension, density, and viscosity and

\[ R = (h + H_c)f, \quad (3.4) \]

with

\[ f = \frac{\sin \alpha}{\cos \theta - \sin \alpha}. \quad (3.5) \]

The parameter \( \mathcal{R} \) is a measure of inertia and serves as a strongly geometry-dependent capillary-flow Reynolds number for the rounded-corner problem (akin to the Suratman number \( Su = \sigma \rho H/\mu^2 \)). This parameter is comparable with that defined for the sharp-corner problem by W&L. \( T_e \) is a ratio of the \( y \)- and \( x \)-coordinate length scales to be defined. Under these restrictions it can be shown that the Navier–Stokes equation reduces to the zeroth-order \( z \)-component equation

\[ \frac{1}{\mu} \frac{\partial P}{\partial z} = \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2}, \quad (3.6) \]

where \( P \) is the under-pressure in the fluid,

\[ P = -\frac{\sigma}{R} = -\frac{\sigma}{(h + H_c)f}, \quad (3.7) \]

due to the surface curvature (as addressed by W&L; see also Weislogel 1996) and again \( w \) is the corner-axis \( z \)-component velocity. Equation (3.6) is the dimensional ‘crossflow problem’ discussed above and is subject to the boundary conditions of no slip along the walls, no shear stress along the free surface, and the contact angle condition at the contact line (see figure 3). To determine the flow along the \( z \)-coordinate, \( w(x, y) \) must be determined and integrated over the local crossflow area \( A \) to determine the average velocity \( \langle w \rangle \), which is then substituted into a mass-balance equation expressed dimensionally as

\[ \frac{\partial A}{\partial t} = -\frac{\partial}{\partial z} (A \langle w \rangle), \quad (3.8) \]

from which an evolution equation for \( h(z, t; \alpha, \theta, \lambda) \) may be derived (Lenormand & Zarcone 1984; Ransohoff, Gauglitz & Radke 1987). The geometry of the crossflow section for the rounded-corner problem can change dramatically depending on \( H, H_c, \alpha, \) and \( \theta \).
Figure 4. Characteristic crossflow sections for fixed $\alpha$ and $\theta$: (a) sharp-corner-like section and (b) crescent-like section.

3.1. Scaling and non-dimensionalization

3.1.1. Local scaling

Following the approach of W&L, (3.6) is non-dimensionalized by a careful selection of scales for the rounded-corner problem. The coordinate system selected here places the intersection of the rounded corner and corner symmetry plane along the $z$-axis as pictured in figure 1. The length of the liquid column along the $z$-direction is naturally scaled by $L$. Unfortunately, the introduction of corner roundedness adds some geometric complexity to the scaling of the $x$- and $y$-coordinates. These ‘crossflow coordinates’ require a local scaling. For example, possible characteristic cross-flow sections are shown in figures 4(a) and 4(b) for fixed $\alpha$ and $\theta$. Depending on the relative values of the characteristic fluid height $h \leq H - H_c$ and the virtual corner height $H_c$, the crossflow section can either appear sharp-corner-like as in figure 4(a), where $H_c/(h + H_c) \ll 1$, or crescent-like as in figure 4(b), where $H_c/(h + H_c) \to 1$. The geometry of the former is successfully scaled by local Cartesian lengths, i.e. $x \sim h$ and $y \sim (h + H_c) \tan \alpha$, as is the sharp-corner problem for $H_c = 0$, where $x \sim H$ and $y \sim H \tan \alpha$ are found to be acceptable scales. However, the situation of figure 4(b) is more appropriately scaled using an $(r, \phi)$ cylindrical coordinate system with the origin at the centre of the free-surface curvature, i.e. $r \sim R + h$, $\Delta r \sim h$, and $\phi \sim \delta$, where $\delta \equiv \pi/2 - \alpha - \theta$. Employing both coordinate systems it is possible to use scale analysis to determine a single local Cartesian scaling that captures both limits, namely

$$x \sim h \equiv \tilde{x}_s$$  \hspace{1cm} (3.9a)

and

$$y \sim h \tan \alpha + H_c f_c \delta \equiv \tilde{y}_s,$$  \hspace{1cm} (3.9b)

where $R_c = H_c f_c$ and again $R = (h + H_c)f$, $f_c$ characterizing the corner curvature and $f$ characterizing the fluid-interface curvature. These length scales are local scales determined by the local value of $h(z, t)$ and may be used to non-dimensionalize the crossflow (3.6). The notation $\tilde{x}_s$, for example, in (3.9a) is used to denote an $h$- and thus $z$-dependent $x$-coordinate length scale. Similarly, $\tilde{y}_s$ is an $h$- and thus $z$-dependent
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FIGURE 5. Length scales for the rounded-corner problem. The bold lines 1 and 2 are equal to $h \tan \alpha$ and $R_c \delta$, respectively.

<table>
<thead>
<tr>
<th>Lengths</th>
<th>Velocities</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{x}^* = x/h$</td>
<td>$\bar{u}^* = u/\epsilon_c \bar{W}$</td>
<td>$\bar{A}^* = A/h^2 T_c$</td>
</tr>
<tr>
<td>$\bar{y}^* = y/hT_c$</td>
<td>$\bar{v}^* = v/\epsilon_c \bar{W} T_c$</td>
<td>$\bar{t}^* = \bar{W} t/L$</td>
</tr>
<tr>
<td>$\bar{z}^* = z/L$</td>
<td>$\bar{w}^* = w/\bar{W}$</td>
<td>$\langle \partial P/\partial z \rangle^* = 1$</td>
</tr>
<tr>
<td>$\bar{S}^* = S/h$</td>
<td>$\langle \bar{w} \rangle^* = \langle w \rangle/\bar{W}$</td>
<td>$T_c = \tan \alpha + f \delta \bar{\lambda}$</td>
</tr>
<tr>
<td>$\bar{h}^* = 1$</td>
<td>$\bar{W} = -\frac{h^2 \partial P}{\mu} \frac{\bar{T}_c^2}{\partial z} \left( \frac{1 + \bar{T}_c^2}{1 + \bar{T}_c^2} \right)$</td>
<td>$\bar{\lambda} = \bar{\lambda}/[(1 - \bar{\lambda}) h^*]$</td>
</tr>
</tbody>
</table>

Table 2. Local non-dimensionalized dependent and independent variables.

...y-coordinate length scale. The length scale $\bar{y}_s$ consists of the two lengths identified in figure 5, where it can be observed how the sharp-corner scaling is recovered for $H_c/(h + H_c) \to 0$ while the crescent-section scaling is recovered for $H_c/(h + H_c) \to 1$. As will be shown, these scales are appropriate for rounded corners that meet the planar walls of the corner at the same or nearly the same angle $\theta_c$ as the contact angle $\theta$. For identical angles $\theta = \theta_c$,

$$f \equiv \frac{\sin \alpha}{\cos \theta - \sin \alpha} = f_c \equiv \frac{\sin \alpha}{\cos \theta_c - \sin \alpha}. \quad (3.10)$$

The special case for rounded corners that are tangent to their planar walls, for which $\theta_c = 0$, is the focus of this paper. Therefore the analyses presented are for perfectly wetted corners where $\theta = \theta_c = 0$. For systems where $\theta \neq \theta_c$, or for other rounded-corner types, a more involved scaling approach may be taken.

3.1.2. Local cross-flow equation

The $z$-dependent length scales of (3.9a) and (3.9b) (see table 2) may be used to compute a $z$-dependent velocity scale from (3.6),

$$w \sim \bar{W} = -\frac{\bar{x}^2 s}{\mu} \frac{\partial P}{\partial z} \left( \frac{T_c^2}{1 + T_c^2} \right), \quad (3.11)$$
Figure 6. Dimensionless variables used in the cross-flow formulation (3.14–3.18). For any given axial position \( z \), \( h^* = 1 \). The contact line is located at \( \bar{y}^* = \bar{y}_m = f(1 + \lambda)\cos \alpha / T_c \).

where the local length-scale ratio function is

\[
\bar{T}_c \equiv \frac{\bar{y}_s}{\bar{x}_s} = \tan \alpha + f \delta \bar{\lambda},
\]

(3.12)

where

\[
\bar{\lambda} \equiv \frac{\lambda}{(1 - \lambda)h^*}
\]

(3.13)

with \( h^* = h/(H - H_c) \). Note that under the present local-scaling definitions \( \bar{h}^* \equiv h^* / [h/(H - H_c)] = h / h = 1 \) as depicted in figure 6. The dimensional equation (3.6) non-dimensionalized by \( \bar{x}_s, \bar{y}_s \), and \( \bar{W} \) becomes the equation

\[
1 = \left( \frac{\bar{T}_c^2}{1 + \bar{T}_c^2} \right) \frac{\partial^2 \bar{w}^*}{\partial \bar{x}^*} + \left( \frac{1}{1 + \bar{T}_c^2} \right) \frac{\partial^2 \bar{w}^*}{\partial \bar{y}^*} + O(\epsilon_c^2),
\]

(3.14)

which when solved in the half-domain shown in figure 6 is subject to the contact-angle condition at the contact line, and boundary conditions as follows.

(i) The condition of no slip on the walls,

\[
\begin{align*}
\bar{w}^* &= 0 \quad \text{on } \bar{x}^* = \bar{S}_{w_1}^* (\bar{y}^*), \quad 0 \leq \bar{y}^* \leq \bar{y}_p^*, \\
\bar{w}^* &= 0 \quad \text{on } \bar{x}^* = \bar{S}_{w_2}^* (\bar{y}^*), \quad \bar{y}_p^* < \bar{y}^* \leq \bar{y}_m^*.
\end{align*}
\]

(3.15)

where \( \bar{S}_{w_1}^* \) and \( \bar{S}_{w_2}^* \) are the respective curved and straight portions of the wall as indicated in figure 6 and described by

\[
\bar{S}_{w_1}^* = f \bar{\lambda} \left( 1 - \sqrt{1 - \left( \frac{\bar{T}_c \bar{y}^*}{f \bar{\lambda}} \right)^2} \right) \quad \text{and} \quad \bar{S}_{w_2}^* = \frac{\bar{T}_c}{\tan \alpha} \bar{y}^* - \bar{\lambda}.
\]

(3.16)
Note that at the point \((\bar{x}_p, \bar{y}_p)\), \(S_{w_1}^{*} = S_{w_2}^{*}\), and that \(\bar{y}_p = f\bar{\lambda}\cos\alpha/T_c\) and \(\bar{y}_m = f(1 + \bar{\lambda})\cos\alpha/T_c.\)

(ii) The symmetry condition

\[
\frac{\partial \bar{w}^{*}}{\partial \bar{y}^{*}} = 0 \quad \text{on} \quad \bar{y}^{*} = 0. \quad (3.17)
\]

(iii) The zero-shear-stress condition on the free surface:

\[
\frac{\partial \bar{w}^{*}}{\partial \bar{x}^{*}} - \frac{1}{T_c^{2}} \frac{\partial S^{*}}{\partial \bar{y}^{*}} \frac{\partial \bar{w}^{*}}{\partial \bar{y}^{*}} = 0 \quad \text{on} \quad \bar{x}^{*} = S^{*}(\bar{y}^{*}). \quad (3.18)
\]

The fluid surface \(S^{*}\) is stretched by the scaling and is a portion of an ellipse in the \((\bar{x}^{*}, \bar{y}^{*})\)-plane. The effective contact angle in this plane is given by

\[
\bar{\theta} = \arctan\left(\frac{T_c (\tan(\alpha + \theta) - \tan\alpha)}{T_c^{2} + \tan(\alpha + \theta) \tan\alpha}\right), \quad (3.19)
\]

where it is observed that when \(\theta = 0, \bar{\theta} = 0\). All dimensionless quantities for the local problem are listed in table 2.

The local system of (3.14)–(3.18) is controlled by the parameters \(\alpha\) and \(\bar{\lambda}\) when \(\theta = 0\) and may be solved for \(\bar{w}^{*}(\bar{x}^{*}, \bar{y}^{*})\) and then integrated over the cross-section to determine the local dimensionless \(z\)-dependent average velocity:

\[
\langle \bar{w} \rangle^{*} = \frac{1}{\bar{A}^{*}} \int \int \bar{w}^{*} d\bar{x}^{*} d\bar{y}^{*}, \quad (3.20)
\]

where

\[
\bar{A}^{*} \equiv \frac{A}{\bar{x}_s \bar{y}_s} = \frac{F_A}{T_c^{2}}(1 + 2\bar{\lambda}). \quad (3.21)
\]

and

\[
F_A = f^{2}\left(\frac{\cos\theta \sin\delta}{\sin\alpha} - \delta\right) \sim \tan\alpha. \quad (3.22)
\]

For all values of \(\alpha\) and \(\theta\), \(\tan\alpha \leq F_A \leq (4/3) \tan\alpha.\) Asymptotic solutions for \(\langle \bar{w} \rangle^{*}\) from (3.14)–(3.20) can be obtained under several limiting geometric conditions (i.e., small and large \(\alpha\), small and large \(\bar{\lambda}\)). Numerical values for \(\langle \bar{w} \rangle^{*}\) are also readily computed. Such solutions will be outlined briefly herein; the discussion is facilitated by a preliminary description of the conversion method from the local dimensionless average velocity \((\bar{w})^{*}\) to the global one \((w)^{*}\). This should provide a clearer understanding of the motivation for dwelling so much on the local cross-flow problem.

### 3.1.3. Global scaling

It will be shown that \((\bar{w})^{*}\) from (3.20) is a confined function \(0.117 \leq \langle \bar{w} \rangle^{*} \leq 0.229\) for all values of \(h, H_c,\) and \(\alpha\) for \(\theta = 0\). Furthermore, it will be shown that, with \textit{a priori} knowledge of \(\alpha\) and \(\bar{\lambda}\), \((\bar{w})^{*}\) may be treated as an \(O(1)\) constant, incurring errors typically \(\leq 5\%\). Thus, the local scaling (see table 2) effectively captures most of the functional dependence of the cross-flow geometry for the rounded-corner problem. This being the case, a conversion from the local solution using the local \(z\)-dependent scaling to the global problem using a readily identified global scaling is possible. This step is necessary because the global length scales are known and constant whereas the local length scales are unknown and \(z\)-dependent.
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<table>
<thead>
<tr>
<th>Lengths</th>
<th>Velocities</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x^* = x/(H - H_c))</td>
<td>(u^* = u/\epsilon_c W)</td>
<td>((\partial P/\partial z)^* = HF(L(\partial P/\partial z)/(\sigma (1 - \lambda))))</td>
</tr>
<tr>
<td>(y^* = y/(H - H_c)T_c)</td>
<td>(v^* = v/\epsilon_c WT_c)</td>
<td>(t^* = Wt/L)</td>
</tr>
<tr>
<td>(z^* = z/L)</td>
<td>(w^* = w/W)</td>
<td>(A^* = A/(H - H_c)^2 T_c)</td>
</tr>
<tr>
<td>(S^* = S/(H - H_c))</td>
<td>(\langle w \rangle^* = \langle w \rangle/W)</td>
<td>(\dot{Q}^* = \dot{Q}/(W(H - H_c)^2 T_c))</td>
</tr>
<tr>
<td>(h^* = h/(H - H_c))</td>
<td>(W = (1 - \lambda^2 \epsilon_c \sigma T_c^2/(\mu f(1 + T_c^2))))</td>
<td>(\lambda \equiv H_c/H, \ T = \tan \alpha/(1 - \lambda))</td>
</tr>
<tr>
<td>(L^* = \bar{L}/L)</td>
<td>(\bar{y}^* = \bar{y}/((H - H_c)\bar{t}c))</td>
<td>(T_c = \tan \alpha + f \delta \lambda/(1 - \lambda))</td>
</tr>
</tbody>
</table>

Table 3. Global non-dimensionalized dependent and independent variables.

Using similar arguments to those for the local scaling, the global cross-flow length scales

\[x \sim H - H_c \equiv x_s\]  \hspace{1cm} (3.23a)

and

\[y \sim (H - H_c) \tan \alpha + H_c f \delta \equiv y_s\]  \hspace{1cm} (3.23b)

are chosen, they are listed with others in table 3 for the global problem. Applying these scales, (3.6) may be used to compute the global velocity scale

\[w \sim W = \frac{x_s^2}{\mu} \left( \frac{\partial P}{\partial z} \right)_s \frac{T_c^2}{1 + T_c^2},\]  \hspace{1cm} (3.24)

where

\[\frac{\partial P}{\partial z} \sim \left( \frac{\partial P}{\partial z} \right)_s \equiv \sigma(1 - \lambda) f HL\]  \hspace{1cm} (3.25)

and \(T_c \equiv y_s/x_s\).

The average velocity \(\langle w \rangle\) non-dimensionalized by \(W\) is the correct dimensionless velocity for the global mass balance (3.8), which may be expressed in terms of the local average velocity

\[\frac{\langle w \rangle}{W} = \frac{\langle w \rangle W}{W} = \langle \bar{w} \rangle \frac{W}{W}.\]  \hspace{1cm} (3.26a)

As will be shown, \(\langle \bar{w} \rangle\) from (3.20) is a weak \(O(1)\) function that may be approximated as a constant. Thus, with \(\bar{W}\) and \(\bar{W}\) known from (3.11) and (3.24), (3.26a) may be written as

\[\langle w \rangle = -\langle \bar{w} \rangle \left( \frac{\partial P}{\partial z} \right)_s \left( \frac{\partial P}{\partial z} \right)_s^{-1} \frac{y_s^2}{y_s^2 + T_c^2} \frac{1 + T_c^2}{1 + T_c^2}.\]  \hspace{1cm} (3.26b)

A ratio of pressure-gradient scales appears in this equation. Since the dimensional pressure in the fluid is given by \(P = -\sigma/f(h + H_c)\), the pressure gradient is found to be \(\partial P/\partial z = (\sigma/f(h + H_c)^2)\partial h/\partial z\). It is this local gradient that is scaled globally in (3.25). Subsequently, (3.26b) reduces to

\[\langle w \rangle = -\langle \bar{w} \rangle \left( \frac{1 + k_s \bar{\lambda}}{1 + \bar{\lambda}} \right)^2 \frac{1 + k_s^2 T_c^2}{1 + (1 + k_s \bar{\lambda})^2 \tan^2 \alpha} \frac{\partial h^*}{\partial z^*},\]  \hspace{1cm} (3.26c)

where

\[k_s \equiv f \delta / \tan \alpha\]  \hspace{1cm} (3.27a)
and
\[ k_3 \equiv 1 - \lambda + k_\delta \lambda. \]  
(3.27b)

For \( \theta = 0 \), both \( k_\delta(\alpha) \) and \( k_3(\alpha, \lambda) \) are weak \( O(1) \) functions that may be treated in asymptotic analyses as \( O(1) \) constants. For reference here,
\[ k_\delta(0) = \pi/2 \leq k_\delta \leq 2 = k_\delta(\pi/2) \]
and
\[ k_3(\alpha, 0) = 1 \leq k_3 \leq 2 = k_3(\pi/2, 1). \]

Note also that \( k_3(\alpha, 1) = k_\delta \).

The three most significant quantities observed in (3.26c) for the global problem are
\[ \tan \alpha, \ T \equiv \tan \alpha \frac{1}{1 - \lambda}, \ \text{and} \ \bar{\lambda}. \]  
(3.28)

The latter two replace the more primitive parameters \( \lambda \) and \( h^* \) and are preferred for interrogation of the function multiplying the \( \partial h^*/\partial z^* \) term in (3.26c) in subsequent asymptotic analysis. The quantities \( \alpha \) and \( \bar{\lambda} \) are the sole parameters for the global problem. Note that for the sharp-corner case \( \lambda = 0 \) and (3.26c) recovers the form of W&L, where
\[ \langle w \rangle^*(\lambda = 0) \equiv -F_i \frac{\partial h^*}{\partial z^*} = -\langle \bar{w} \rangle^* \frac{\partial h^*}{\partial z^*}. \]  
(3.29)

For a sharp corner, the local and global coordinates scale linearly with \( h \) and \( H \) respectively. Thus, \( 1/8 \leq F_i = \langle \bar{w} \rangle^* \leq 1/6 \) for all \( \alpha \) and \( \theta \) when \( H_c = 0 \). For a rounded corner, however, from (3.26c) it is seen that
\[ F_i = \langle \bar{w} \rangle^* \left( \frac{1 + k_\delta \bar{\lambda}}{k_3(1 + \bar{\lambda})} \right)^2 \frac{1 + k_\delta^2 T^2}{1 + (1 + k_\delta \bar{\lambda})^2 \tan^2 \alpha} \equiv \langle \bar{w} \rangle^* I_i J_i, \]  
(3.30)

which reveals an intricate \( h^* \)-dependence through \( \bar{\lambda} \). With knowledge of the limits of \( k_\delta \) and \( k_3 \), inspection of (3.30) reveals that \( I_i \) is also a fairly weak \( O(1) \) function \( 1 \leq I_i \leq 4 \) for all values of \( h^* \), \( \alpha \), and \( \bar{\lambda} \). This leaves \( J_i \) as the primary function characterizing the \( h^* \)-dependence of the flow resistance for all \( 0 \leq I_i \leq 1 \). The form \( F_i = \langle \bar{w} \rangle^* I_i J_i \) substituted into (3.29) will be used to solve the non-dimensional version of the global mass balance (3.8). Before proceeding to this step, asymptotic and numerical solutions for \( \langle \bar{w} \rangle^* \) will be briefly provided. The asymptotic solutions in particular are used to identify the various rounded-corner flow regimes as well as to provide the upper and lower bounds for \( \langle \bar{w} \rangle^* \).

### 3.2. Local average velocity \( \langle \bar{w} \rangle^* \)

The local length-scale ratio parameter \( \bar{T}_c \) for the dimensionless cross-flow problem (3.14) may be written as
\[ \bar{T}_c \equiv \bar{y}_s/\bar{x}_s = (1 + k_\delta \bar{\lambda}) \tan \alpha. \]  
(3.31)

Asymptotic solution of the dimensionless system (3.14)–(3.20) is possible under limiting values of this parameter \( \bar{T}_c \equiv \bar{T}_c(\alpha, \bar{\lambda}) \). In general, the case \( \bar{T}_c^2 \ll 1 \) is the narrow-corner limit and \( \bar{T}_c \gg 1 \) is the thin-film limit.

#### 3.2.1. Summary of asymptotic solutions for \( \langle \bar{w} \rangle^* \)

For brevity, listed in table 4 are just the zeroth-order asymptotic solutions for \( \langle \bar{w} \rangle^* \) for the various limiting geometric cases. Further details of the solutions are included in the Appendix. The five asymptotic limits are shown in figure 7.
Limiting geometric conditions

Case I Narrow-corner limit, \( T_c^2 \ll 1 \)
(a) narrow-sharp corner: \( \alpha^2 \ll 1, \bar{\lambda} \ll 1 \)
(b) narrow-corner rectangular section: \( \alpha^2 \bar{\lambda}^2 \ll 1, \bar{\lambda}^2 \gg 1 \)

Case II Thin-film limit, \( T_c^2 \gg 1 \)
(a) wide-sharp corner: \( \Omega^2 \ll 1, \bar{\lambda}^2 \ll 1 \)
(b) wide-corner thin film: \( \Omega^2 \ll 1, \bar{\lambda}^2 \gg 1 \)
(c) narrow-corner thin film: \( \alpha^2 \ll 1, \alpha^2 \bar{\lambda}^2 \gg 1 \)

<table>
<thead>
<tr>
<th>Case</th>
<th>Condition</th>
<th>( &lt; \bar{w}_0 &gt; )</th>
<th>( &lt; \bar{w}<em>0 &gt;</em>{hyd} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia</td>
<td>narrow-sharp corner</td>
<td>1/6</td>
<td>1/8</td>
</tr>
<tr>
<td>Ib</td>
<td>narrow-corner rectangular section</td>
<td>4/3\pi^2</td>
<td>2/\pi^2</td>
</tr>
<tr>
<td>IIa</td>
<td>wide-sharp corner</td>
<td>1/7</td>
<td>1/18</td>
</tr>
<tr>
<td>Iib</td>
<td>wide-corner thin film</td>
<td>8/35</td>
<td>2/9</td>
</tr>
<tr>
<td>Iic</td>
<td>narrow-corner thin film</td>
<td>2/9</td>
<td>2/\pi^2</td>
</tr>
</tbody>
</table>

Table 4. Summary of zeroth-order asymptotic solutions for \( < \bar{w} > \).

The slight-corner-roundedness results (Ia, IIa) listed in table 4 agree with the sharp-corner results of W&L. As observed in the table, the fact that \( 0.117 \ll < \bar{w} > \ll 0.229 \) for all cases argues that the general scaling approach should be used to provide an \( O(1) \) banded function for the otherwise numerically determined coefficient \( < \bar{w} > \). For curiosity’s sake, \( < \bar{w} > \) computed using the hydraulic diameter approach is also provided in table 4 for comparison. The range \( 1/18 \ll < \bar{w} >_{hyd} \ll 2/9 \) is significantly larger than that for \( 0.117 \ll < \bar{w} > \ll 0.229 \), which is itself larger than \( 1/8 \ll < \bar{w} > \ll 1/6 \) for the sharp corner (W&L).

3.2.2. Numerical solutions for \( < \bar{w} > \)

Numerical calculations were performed using Matlab with the PDE Toolbox, which implements a finite-element analysis on a triangular mesh. The meshing tool adaptively refines the mesh using the gradient of the solution. The refinement path consists of solving the PDE and refining the mesh until a specified number of elements (a minimum of 50,000 in this study) has been reached. \( < \bar{w} > \) is computed for the range \( 0.000349 \ll \alpha \ll 1.567, 0 \ll \bar{\lambda} \ll 0.98, \) and \( 0.02 \ll h^* \ll 1 \) with \( \theta = 0 \). The results of over
Figure 8. Local flow resistance $\langle \bar{w} \rangle^*$ as a function of $\alpha$ for various $h^*$ and $\lambda$. The dots are the numerical solutions; $\bigcirc$, narrow-sharp corner, $\alpha^2 \ll 1$ and $\bar{\lambda} \ll 1$ (A.5); $\Delta$, narrow-corner rectangular section, $\alpha^2 \bar{\lambda}^2 \ll 1$ with $\bar{\lambda}^2 \gg 1$ (A.6); $\nabla$, wide-sharp corner, $\Omega^2 \ll 1$ and $\bar{\lambda}^2 \ll 1$ (A.10); $\times$, wide-corner thin film, $\Omega^2 \ll 1$ and $\bar{\lambda}^2 \gg 1$ (A.11); $\diamond$, narrow-corner thin film, $\alpha^2 \ll 1$ and $\bar{\lambda}^2 \tan^2 \alpha \gg 1$ (A.16).

Figure 9. Local flow resistance $\langle \bar{w} \rangle^*$ as a function of $h^*$ for various $\alpha$ and $\lambda$.

3500 calculations are presented in figures 8 and 9, where $\langle \bar{w} \rangle^*$ is plotted first as a function of $\alpha$ for various $h^*$ and $\lambda$ and then as a function of $h^*$ for various $\alpha$ and $\lambda$. The asymptotic values derived herein provide favourable benchmarks and are
represented by large open symbols, while the numerical values are represented by small dots. It is clear that $0.117 \lesssim \langle \bar{w} \rangle^* \lesssim 0.229$ for all values of the parameters.

3.2.3. Discussion of $\langle \bar{w} \rangle^*$ and $F_i$

The numerical results of figure 9 are separated and replotted in figures 10–12. The corner half-angle $\alpha$ is fixed for each figure and calculations for fixed $\lambda$ are presented as functions of $h^*$. Several important observations may be made from these figures (i) The functional dependence of $\langle \bar{w} \rangle^*$ is intricate but weak. (ii) In
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Figure 12. Local flow resistance \( \langle \bar{w} \rangle^* \) as a function of \( h^* \); \( \alpha = 1.48. \)

general, \( \partial \langle \bar{w} \rangle^*/\partial h^* \ll 1 \) except for \( h^* \to 0. \) (iii) However, the function \( h^* \partial \langle \bar{w} \rangle^*/\partial h^* \to 0 \) as \( h^* \to 0. \) (iv) \( \partial \langle \bar{w} \rangle^*/\partial h^* \) can be either negative or positive. (v) For small values of \( \alpha, \langle \bar{w} \rangle^* < \langle \bar{w} \rangle^*(\lambda = 0) \); see figure 10. (vi) For large values of \( \alpha, \langle \bar{w} \rangle^* > \langle \bar{w} \rangle^*(\lambda = 0) \); see figures 11 and 12.

The ideal situation would be to employ a scaling that renders \( \langle \bar{w} \rangle^* \) a constant for all \( \alpha, \lambda, \) and \( h^*. \) This would imply that an exact solution to the cross-flow problem is obtained. Such a result is unlikely. Nonetheless, other local scalings were tried to this end such as \( \bar{y}_s = h \tan \alpha + H_c, \) which does not capture the crescent domain accurately as \( \lambda \to 1, \) and \( \bar{y}_s = F_A(h + 2H_c)/2, \) which ensures that the dimensionless local section area \( A^* = 1. \) Neither these nor other choices produced such narrowly confined results for \( \langle \bar{w} \rangle^* \) as the present scaling, \( \bar{y}_s = h \tan \alpha + H_c f \delta. \)

The flow-resistance function \( F_i \) given in (3.30) may be calculated using numerical values of \( \langle \bar{w} \rangle^* \) for all values of the parameters. In practice, however, it is found that, for given \( \alpha \) and \( \lambda, \) \( F_i \) calculated using \( \langle \bar{w} \rangle^* \) at \( h^* = 0.5 \) is a very good and significantly simplifying approximation, as will be discussed later.

4. Rounded-corner evolution equation

Using the global scalings of table 3 and (3.26c), with \( F_i \) given by (3.30), the mass balance (3.8) may be non-dimensionalized:

\[
\frac{\partial A}{\partial t} = -\frac{\partial}{\partial z} (A \langle w \rangle) = \frac{\partial}{\partial z} \left( A F_i \frac{\partial h}{\partial z} \right) = \frac{\partial}{\partial z} \left( A \langle \bar{w} \rangle^* I_i J_i \frac{\partial h}{\partial z} \right).
\] (4.1)

Unless otherwise specified, the \( * \) notation denoting dimensionless quantities is dropped for the remainder of the analysis with the exception of \( \langle \bar{w} \rangle^*. \)

Equation (4.1) can be rearranged into

\[
\frac{\partial A}{\partial t} = A \langle \bar{w} \rangle^* I_i J_i \left[ \left( \frac{1}{A} \frac{\partial A}{\partial h} + \frac{1}{\langle \bar{w} \rangle^*} \frac{\partial \langle \bar{w} \rangle^*}{\partial h} + \frac{1}{I_i} \frac{\partial I_i}{\partial h} + \frac{1}{J_i} \frac{\partial J_i}{\partial h} \right) \left( \frac{\partial h}{\partial z} \right)^2 + \frac{\partial^2 h}{\partial z^2} \right],
\] (4.2)
where

\[ A = \left( \frac{F_A}{T_c} \right) (1 + 2\tilde{\lambda}) h^2, \]  
(4.3a)

\[ I_i = \frac{1}{k_i^2} \left( \frac{1 + k_i^2\tilde{\lambda}}{1 + \tilde{\lambda}} \right)^2, \]  
(4.3b)

\[ J_i = \frac{1 + k_i^2\tilde{T}^2}{1 + (k_i^2\tilde{\lambda})^2 \tan^2 \alpha}. \]  
(4.3c)

Applying the chain rule, we obtain

\[ \frac{\partial A}{\partial t} = \left( \frac{\partial A}{\partial h} \right) \left( \frac{\partial h}{\partial t} \right), \]  
\[ \frac{\partial I_i}{\partial h} = \left( \frac{\partial I_i}{\partial A} \right) \left( \frac{\partial A}{\partial h} \right), \]  
\[ \text{etc. and, by factoring out the term } \left( \frac{1}{A} \right) \left( \frac{\partial A}{\partial h} \right), \]  
(4.2) may be rewritten in terms primarily of \( h \), through \( \tilde{\lambda} \), as

\[ \frac{\partial h}{\partial t} = \left\langle \tilde{w} \right\rangle^* I_i J_i \left[ (1 + N_{(\tilde{w})^*} + N_L + N_\lambda) \left( \frac{\partial h}{\partial z} \right)^2 + \left( \frac{1 + 2\tilde{\lambda}}{1 + \tilde{\lambda}} \right) h \frac{\partial^2 h}{\partial z^2} \right], \]  
(4.4)

where

\[ N_{(\tilde{w})^*} \equiv \frac{h}{2\left\langle \tilde{w} \right\rangle^*} \left( \frac{1 + 2\tilde{\lambda}}{1 + \tilde{\lambda}} \right) \frac{\partial \left\langle \tilde{w} \right\rangle^*}{\partial h}, \]  
(4.5a)

\[ N_L \equiv \frac{A}{I_i} \frac{\partial I_i}{\partial A} = \frac{\tilde{k}(k_5 - 1)(1 + 2\tilde{\lambda})}{(1 + k_5\tilde{\lambda})(1 + \tilde{\lambda})^2}, \]  
(4.5b)

\[ N_\lambda \equiv \frac{A}{J_i} \frac{\partial J_i}{\partial A} = k_5\tilde{\lambda} \left( \frac{1 + 2\tilde{\lambda}}{1 + \tilde{\lambda}} \right) \left( \frac{1 + k_5\tilde{\lambda}}{1 + (k_5\tilde{\lambda})^2 \tan^2 \alpha} \right). \]  
(4.5c)

Equation (4.4) is the complete evolution equation for the dimensionless interface height \( h \) for the rounded-corner problem. As emphasized above in the discussion (§3.2.3) of the numerical results for \( \left\langle \tilde{w} \right\rangle^* \), it can be demonstrated that the term \( N_{(\tilde{w})^*} \ll 1 \) for all values of \( h, \tilde{\lambda}, \) and \( \alpha \) for \( \theta = 0 \). The largest value of this term occurs for \( h \sim O(1) \) with small but non-zero \( \tilde{\lambda} \) (note: \( N_{(\tilde{w})^*} = 0 \) for \( \tilde{\lambda} = 0 \)). Under such conditions \( |N_{(\tilde{w})^*}| \ll 0.1 \) is a maximum value. Also, observations made of the fairly weak function \( 1 \leq I_i \leq 4 \) suggest that \( N_L \) should also be a fairly weak function, which it is, taking a maximum value of \( N_L = 1/4 \) when \( \tilde{\lambda} = 1 \) and \( \alpha = \pi/2 \). In many cases \( N_L \ll 1 \) and, for \( \tilde{\lambda} \to 0 \) and \( \tilde{\lambda} \to \infty \), \( N_L \ll 0 \). (Though it is not ignored here, our approximate analysis may be further simplified by neglecting this term. For example, ignoring \( N_L \) leads to errors for large \( \tilde{\lambda} \lesssim \pm 4\% \) and for small \( \tilde{\lambda} \) at most \( \pm 14\% \).)

Lastly, we have the range \( 0 \leq N_{J_i} \ll 2 \) for all values of \( h, \tilde{\lambda}, \) and \( \alpha \). \( N_{J_i} \to 0 \) for \( \tilde{\lambda} \to 0 \) (the sharp corner) and \( N_{J_i} \to 2 \) for \( \tilde{\lambda} \to \infty \) (the thin film).

4.1. Simplified equation and regimes

Neglecting \( N_{(\tilde{w})^*} \) and introducing a time scale \( \tau = \left\langle \tilde{w} \right\rangle^* t / 2 \) that exploits the nearly constant nature of \( \left\langle \tilde{w} \right\rangle^* \), (4.4) reduces to

\[ \frac{\partial h}{\partial \tau} = I_i J_i \left[ 2(1 + N_L + N_{J_i}) \left( \frac{\partial h}{\partial z} \right)^2 + \left( \frac{1 + 2\tilde{\lambda}}{1 + \tilde{\lambda}} \right) h \frac{\partial^2 h}{\partial z^2} \right]. \]  
(4.6)

This zeroth-order form of the evolution equation is represented below in three asymptotic regimes that can be identified by inspection of (4.6).
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(\(\bar{\lambda} \ll 1\)) This is the sharp-corner limit (figures 7a and 7c), in which (4.6) simplifies to

\[
\frac{\partial h}{\partial \tau} = \frac{1 + k^2T^2}{k^2_\delta} \frac{1}{1 + \tan^2 \alpha} \left[ 2 \left( \frac{\partial h}{\partial z} \right)^2 + h \frac{\partial^2 h}{\partial z^2} \right] = C_I \left[ 2 \left( \frac{\partial h}{\partial z} \right)^2 + h \frac{\partial^2 h}{\partial z^2} \right].
\] (4.7)

Regime I. For \(\bar{\lambda} \ll 1\), \(C_I = 1\) and this equation further reduces to

\[
\frac{\partial h}{\partial \tau} = 2 \left( \frac{\partial h}{\partial z} \right)^2 + h \frac{\partial^2 h}{\partial z^2},
\] (4.8)
as addressed in numerous previous investigations.

(\(\bar{\lambda} \gg 1\)) Under this constraint (4.6) reduces to

\[
\frac{\partial h}{\partial \tau} = 2 \left( \frac{k_\delta^2 \lambda^2}{k_\lambda} \right)^2 \frac{1 + k^2T^2}{1 + k^2_\delta \lambda^2 \tan^2 \alpha} \left[ \left( 1 + \frac{2k^2_\delta}{1 + k^2_\delta \lambda^2 \tan^2 \alpha} \right) \left( \frac{\partial h}{\partial z} \right)^2 + h \frac{\partial^2 h}{\partial z^2} \right].
\] (4.9)

There are two limiting equations for such flows, as follows.

Regime II, narrow-corner rectangular section (figure 7b). For \(\bar{\lambda} \gg 1\), when \(\bar{\lambda}^2 \alpha^2 \ll 1\) is satisfied, the governing equation (4.9) simplifies to

\[
\frac{\partial h}{\partial \tau} = 2 \left( \frac{k_\delta}{k_\lambda} \right)^2 \left[ \left( \frac{\partial h}{\partial z} \right)^2 + h \frac{\partial^2 h}{\partial z^2} \right] = C_{II} \frac{\partial}{\partial z} \left( \frac{h^3 \partial h}{\partial z} \right).
\] (4.10)

For \(\lambda \to 1\), this equation reduces further to

\[
\frac{\partial h}{\partial \tau} = 2 \frac{\partial}{\partial z} \left( \frac{h^3 \partial h}{\partial z} \right).
\] (4.11)

Regime III, thin-film flow. When \(\bar{\lambda}^2 \tan^2 \alpha \gg 1\), (4.9) simplifies to

\[
\frac{\partial h}{\partial \tau} = 2 \left( \frac{1 + k^2T^2}{k^2_\delta \lambda^2 T^2} \right) \left[ 3h^2 \left( \frac{\partial h}{\partial z} \right)^2 + h^3 \frac{\partial^2 h}{\partial z^2} \right] = C_{III} \frac{\partial}{\partial z} \left( h^3 \frac{\partial h}{\partial z} \right).
\] (4.12)

This is the thin-film limit of Darhuber, Troian & Reisner (2001) (figures 7d and 7e). When \(T^2 \gg 1\) and \(\lambda \to 1\), \(C_{III} = 2\) and

\[
\frac{\partial h}{\partial \tau} = 2 \frac{\partial}{\partial z} \left( h^3 \frac{\partial h}{\partial z} \right).
\] (4.13)

Other specific limiting equations might be deduced from (4.6) but will vary only by coefficient and not by structure.

4.2. Discussion

It is important to note that \(\bar{\lambda}\) is \(h\)-dependent and thus certain flows can possess widely varying values of \(\bar{\lambda}\) as the fluid height \(h\) changes along the corner. This is especially true for flows with an advancing front (or tip) where \(h \to 0\). For example, for a narrow corner where \(\alpha^2 \ll 1\), it is possible for a flow to possess all three domains I, II, and III. This can be seen as one moves from the deepest portion of the fluid where \(\bar{\lambda} \ll 1(I)\) to the advancing front where \(\bar{\alpha}^2 \bar{\lambda}^2 \gg 1(III)\). The narrow-corner rectangular domain requires \(\bar{\lambda} \gg 1\) and \(\alpha^2 \bar{\lambda}^2 \ll 1\) and is quite restrictive, making regime II rare in practice. Such flows do arise however for creeping capillary flows along thin rectangular slots that are slightly out of parallel. For advancing flows in rounded corners, flows can also transition from II to III or from I to III, or they can remain entirely in III. The non-overlapping regimes are separated by intermediate regions of the flow that are
controlled by a known but more intricate nonlinear dependence on $h$ through $\lambda$. For certain advancing flows, the streamwise curvature, ignored in this investigation, might eliminate the possibility of significant region III flow. Each flow regime has different response times and flow characteristics, several of which are considered here for a selection of flow scenarios.

For the various regimes, solutions are provided first for steady flows and sinusoidally perturbed flows. A similarity equation for imbibition (capillary rise) in capillaries with rounded interior corners is then derived and solved both asymptotically and numerically. The impact of the various terms in the governing evolution equation (4.6) that arise from corner roundedness are discussed in the light of this problem. The impact of the streamwise curvature is discussed for flows with advancing fronts where $h \to 0$ and analytic and numerical solutions for flows with finite ‘tip’ curvature modelling flows advancing over pre-existing columns of fluid are provided.

### 4.3. Steady solutions

The steady solutions to (4.6) are trivial in the various regimes and are listed here for both the dimensionless fluid height $h$ and the steady volumetric flow rate $\dot{Q}$ (see table 3 for the non-dimensionalization of $\dot{Q}$).

**I. Sharp-corner flow, $\bar{\lambda} \ll 1$ (4.8)**

$$h = [1 - (1 - b^3)z]^{1/3}, \quad (4.14a)$$

$$\dot{Q}_I = \frac{\lambda F_A}{3(1 - \lambda)T_c} \langle \tilde{w} \rangle^* (1 - b^3). \quad (4.14b)$$

**II. Narrow-corner rectangular section, $\bar{\lambda} \gg 1$, $\bar{\lambda}^2 \tan^2 \alpha \ll 1$ (4.11)**

$$h = [1 - (1 - b^2)z]^{1/2}, \quad (4.15a)$$

$$\dot{Q}_II = \frac{\lambda F_A}{2(1 - \lambda)T_c} \langle \tilde{w} \rangle^* (1 - b^2). \quad (4.15b)$$

**III. Thin-film flow, $\bar{\lambda} \gg 1$, $\bar{\lambda}^2 \tan^2 \alpha \gg 1$ (4.13)**

$$h = [1 - (1 - b^4)z]^{1/4}, \quad (4.16a)$$

$$\dot{Q}_III = \frac{\lambda F_A}{4(1 - \lambda)T_c} \langle \tilde{w} \rangle^* (1 - b^4). \quad (4.16b)$$

The forms of the height $h$ and $\dot{Q}$ in (4.14a–4.16b) assume known values of meniscus height at two locations, $h(z = 0) = 1$ and $h(z = 1) = b$, within the same flow regime. These boundary conditions are equivalent to specifying a capillary-driven flow rate from $z = 0$ to $z = 1$. A maximum flow rate is achieved for $b = 0$, which serves as an idealized model for complete fluid removal (sink) at the tip (i.e. suction). Other boundary conditions could have been specified. Steady flows that span two or more regimes, including any intermediate regimes, require more intricate steady-solution forms of the full equation

$$\frac{\partial}{\partial z} \left( \sum_{m=0}^{3} N_m h^{m+1} \right) = 0,$$  

where the coefficients $N_m$ and $D_n$ are listed in table 5. This equation is readily solved numerically and a selection of results is presented in figure 13. In figure 13(a–c), pairs
Capillary flows along rounded corners

\[
\begin{align*}
N_0 &= 2k_3^2 \lambda^3 \\
N_1 &= k_3(4 + k_3)(1 - \lambda)\lambda^2 \\
N_2 &= 2(1 + k_3)(1 - \lambda)^2 \lambda \\
N_3 &= (1 - \lambda)^3 \\
D_0 &= k_3^2 \lambda^4 \tan^2 \alpha \\
D_1 &= 2k_3(1 + k_3)(1 - \lambda)\lambda^3 \tan^2 \alpha \\
D_2 &= \frac{1}{2}(1 - \lambda)^2 \lambda^2(2 + 4k_3 + k_3^2 - k_3(4 + k_3) \cos 2\alpha) \sec^2 \alpha \\
D_3 &= (1 - \lambda)^3 \lambda(2 + k_3 - k_3 \cos 2\alpha) \sec^2 \alpha \\
D_4 &= (1 - \lambda)^4 \sec^2 \alpha
\end{align*}
\]

**Table 5.** Coefficients of the steady-state flow equation.

---

**Figure 13.** Steady-state solutions with \( b = 0 \) for a selection of \( \alpha \) and \( \lambda \) conditions. (a) predominantly sharp corner, \( \alpha = \pi/4, \lambda = 0.05 \); (b) predominantly rectangular section, \( \alpha = 0.01, \lambda = 0.9 \); (c) predominantly thin film, \( \alpha = 1, \lambda = 0.9 \); (d) regime intermediate between I and III, \( \alpha = \pi/4, \lambda = 0.5 \). Solid line, numerical solutions (4.17); dash dot line, sharp-corner regime (I) (4.14a); dotted line, rectangular-section regime (II) (4.15a); dashed line thin-film regime (III) (4.16a).

---

of \( \alpha \) and \( \lambda \) values are chosen in the neighbourhood of each of the three flow regimes: sharp-corner (figure 13a), rectangular-section (figure 13b), and thin-film (figure 13c). The respective exact solutions listed in (4.14a), (4.15a), and (4.16a) provide the best
approximations to the full numerical solution in these cases. In figure 13(d) typical intermediate values of $\alpha$ and $\lambda$ are chosen for which the numerical result falls between the sharp-corner and thin-film flow regimes. The analytical solutions are given by $h = (1 - z)^{a}$, where $a = 1/3, 1/2, \text{and} \ 1/4$ for the sharp-corner (I), rectangular-section (II), and thin-film (III) regimes, respectively.

### 4.4. Infinite-column solutions

For a sinusoidally perturbed liquid column in a rounded corner of infinite extent (Weislogel 2001b), $h = 1$ defines the mean unperturbed height of the liquid. Introducing the expansion

$$ h = 1 + \epsilon_{c} h_{1} + \epsilon_{c}^{2} h_{2} + \ldots, $$

solutions for the transient relaxation of the perturbed surface are readily obtained for the various regimes by substituting (4.18) into the corresponding equations (4.8), (4.11), or (4.13). It can be shown that to leading order

I. $h = 1 + \epsilon_{c} D_{1} \exp \left( -\xi^{2} \tau \right) \cos (\xi z + D_{2}) + O \left( \epsilon_{c}^{2} \right),$  

II and III. $h = 1 + \epsilon_{c} D_{3} \exp \left( -2\xi^{2} \tau \right) \cos (\xi z + D_{4}) + O \left( \epsilon_{c}^{2} \right),$

where $\xi = \xi' / L$ is the dimensionless wave number and $D_{1}$ through $D_{4}$ are constants to be determined by the boundary conditions. For all regimes the decaying exponents, after redimensionalization, reduce to

$$ \xi^{2} \tau \sim \left( \bar{\omega} \right)^{*} \epsilon_{c}^{2} (1 - \lambda) \frac{T_{c}^{2}}{1 + T_{c}^{2}} \frac{\sigma t}{\mu H} = \epsilon_{c}^{2} (\mathcal{F} C_{at})^{-1} $$

where $H$ is the unperturbed height of the interface, $\mathcal{F} = f (1 + T_{c}^{2}) / (\bar{\omega})^{*} (1 - \lambda) T_{c}^{2}$, and $C_{at} = \mu H / \sigma t$ is a time-dependent capillary number.

Recalling that $(\bar{\omega})^{*}$ can be approximated as a constant, for given $H$ and fluid properties $\sigma / \mu$, the response time of the disturbance is dependent on a geometric time constant

$$ GTC = \frac{f}{(1 - \lambda)^{3}} \frac{1 + T_{c}^{2}}{T_{c}^{2}}, $$

which is plotted in figure 14 as a function of both $\alpha$ and $\lambda$. As can be seen from the figure, $GTC$ increases with $\lambda$ for a fixed value of $\alpha$. The fastest response of the fluid occurs for the lowest value of $GTC$, which occurs at $\alpha = \pi / 6$ (30° in the figure) when $\lambda = 0$, as was shown by Weislogel (2001b) for the sharp-corner problem. However, as $\lambda$ increases, the fastest response time occurs for increasingly lower values of $\alpha$. It appears that for $\lambda \to 1$, $GTC$ is minimal for $\alpha \to 0$.

### 4.5. Similarity solution for imbibition problem

In this section a solution for spontaneously advancing flows in capillaries with rounded interior corners is investigated. This is the imbibition problem studied by Dong & Chatzis (1995), or the capillary-rise problem of W&L, where the advancing fluid rapidly achieves a constant height $H$ at the coordinate origin for the flow, as addressed in detail in Weislogel (2001a). Thus, $h(z = 0, t = 0) = 1$ and $h(z_{tip}, t) = 0$ are suitable boundary conditions for this problem. Under these conditions the general evolution equation (4.6) admits a power-law similarity transformation, giving rise to a large similarity equation appropriate for all parametric regimes. Asymptotic and numeric solutions to this equation are instructive concerning rounded-corner flow in
general. They also permit the development of useful closed-form solutions for this fundamental problem.

Treating $\langle \bar{w} \rangle^*$ as constant, (4.6) is rearranged and rewritten here in terms of $h$ rather than $\lambda$:

$$
[(1 - \lambda)h + \lambda] \frac{\partial h}{\partial \tau} = \Lambda \frac{\partial}{\partial z} \left( \frac{[(1 - \lambda)h + k\lambda]^2 [(1 - \lambda)h^2 + 2\lambda h] h^2}{[(1 - \lambda)h + \lambda]^2 (1 - \lambda^2)h^2 + [(1 - \lambda)h + k\lambda]^2 \tan^2 \alpha} \frac{\partial h}{\partial z} \right),
$$

(4.22)

where

$$
\Lambda = \frac{(1 - \lambda)^2 + [(1 - \lambda) + k\lambda]^2 \tan^2 \alpha}{[(1 - \lambda) + k\lambda]^2}.
$$

(4.23)

This is the form of a nonlinear diffusion equation, with polynomial functions of $h$ multiplying all derivatives after further rearrangement. Such an equation is more or less similar to a class of nonlinear diffusion equations of simpler form discussed by Fujita (1952), who showed the existence of similarity solutions for such equations. Despite the size and complexity of (4.22), the equation is self-similar under the same power-law transformation as the sharp-corner problem. Introducing

$$
h = F(\eta), \quad \eta = z/(2\tau)^{1/2}, \quad \eta_{tip} = \eta_{tip}(2\tau)^{1/2},
$$

(4.24)

(4.22) transforms to a 23-term similarity equation

$$
\sum_{m=0}^{6} ZZ_m F^{m+3} F_{\eta\eta} + \sum_{n=0}^{6} Z_n F^{n+2} F_{\eta}^2 + \sum_{k=0}^{8} T_k F^k F_{\eta} = 0,
$$

(4.25)

with coefficients $ZZ_m$, $Z_n$, and $T_k$ as listed in table 6. In (4.25) the subscript notation for the ordinary differentiation of $F(\eta)$ with respect to $\eta$ is employed – all other
and the integral volume constraint

\[ F(0) = 1, \quad F(\eta_{tip}) = 0, \]  

(4.26)

and the integral volume constraint

\[ F_\eta|_{\eta=0} = -\frac{1}{2(1 + \lambda)} \int_0^{\eta_{tip}} [(1 - \lambda) F^2 + 2\lambda F] \, d\eta \]  

(4.27)

required to close the system – owing to the introduction of the unknown advancing front \( \eta_{tip} \). In addition, the value of \( F_\eta(\eta_{tip}) \) can be determined from the similarity equation, obtaining

\[ F_\eta(\eta_{tip}) = \begin{cases} 
-\eta_{tip}/2 & \text{if } \lambda = 0, \\
-(2 - 2\lambda + \pi \lambda^2) \eta_{tip}/2\pi^2 & \text{if } \alpha = 0 \text{ and } \lambda > 0, \\
-\infty & \text{otherwise.}
\end{cases} \]  

(4.28)

Dramatic simplification of the governing similarity equation results in the three asymptotic regimes, which correspondingly reduce (4.25) as follows.
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Figure 15. Numerical and approximate analytic solutions for three asymptotic flow regimes; for each case, the difference between the numerical and approximate analytic data is indistinguishable.

I. Sharp-corner flow

\[ 0 = \eta F_\eta + 2F_\eta^2 + FF_{\eta\eta}. \quad (4.29a) \]

II. Narrow-corner rectangular section

\[ 0 = \eta F_\eta + 2(FF_\eta)_{\eta\eta}. \quad (4.29b) \]

III. Thin-film flow

\[ 0 = \eta F_\eta + 2(F^3F_\eta)_{\eta\eta}. \quad (4.29c) \]

The sharp-corner-flow asymptotic equation has been derived and solved by numerous authors (e.g. Lenormand & Zarcone 1984; Dong & Chatzis 1995; Romero & Yost 1996; Weislogel & Lichter 1998). The thin-film flow equation was also derived by Darhuber et al. (2001), who studied the capillary flow along flat hydrophilic microstrips. It will be shown that approximate analytic or exact numerical solutions to the limiting similarity equations (4.29a–c) provide envelopes for numerical solutions of the full equation (4.25). Approximate analytic solutions to (4.29a–c) can be obtained by the method of Mayer, McGrath & Steele (1983) using polynomial trial functions. The results of this method are presented here:

\[ F_I = 1 - 0.571 \eta^* - 0.429 \eta^{*2}, \quad (4.30a) \]
\[ F_{II} = 1 - 0.698 \eta^* - 0.302 \eta^{*2}, \quad (4.30b) \]
\[ F_{III} = (1 - 0.865 \eta^* - 0.135 \eta^{*2})^{1/3}, \quad (4.30c) \]

where \( \eta^* = \eta/\eta_{tip} \). These solutions compare well (<1.5 % for \( F \) and <3.9 % for \( F_\eta(0) \)) with the numerical solutions in the respective regimes, as shown in figure 15 and table 7.

Equation (4.25) and the associated boundary conditions were also solved numerically for \( F(\eta) \) and representative results are presented in figure 16 for a variety of \( \lambda \) values for \( \alpha = \pi/4 \) with \( \theta = 0 \). The enveloping solutions of regime I (4.29a) and regime III (4.29c) are given in the figure. Note that the narrow-corner rectangular section regime (II) does not exist for this flow since the condition \( \alpha^2 \ll 1 \) is not satisfied.
Table 7. Approximate analytic and numerical similarity solution results for the three regimes.

<table>
<thead>
<tr>
<th>Regime</th>
<th>Analytical</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Sharp corner</td>
<td>$\eta_{\text{tip}}$</td>
<td>$F_{\eta}(0)$</td>
</tr>
<tr>
<td>II. Rectangular section</td>
<td>1.616</td>
<td>-0.432</td>
</tr>
<tr>
<td>III. Thin film</td>
<td>0.871</td>
<td>-0.331</td>
</tr>
</tbody>
</table>

Figure 16. Similarity solutions for $\lambda = 0, 0.05, 0.1, 0.2, \ldots, 1.0$ with $\alpha = \pi/4$.

for $\alpha = \pi/4$. If the flow is deep enough ($\bar{\lambda} \ll 1$), there is a transition for this flow from regime I to an intermediate regime and then to regime III. Figure 16 clearly shows quantitatively how the flow is ‘retarded’ (decreasing $\eta_{\text{tip}}$) for increasing corner roundedness $\lambda$. It is also interesting to note that $F_{\eta}(0)$ is not nearly as dependent on $\lambda$ as is $\eta_{\text{tip}}$.

Figure 16 also reveals that the slope of the free surface becomes increasingly steep as the advancing tip is approached. In fact, for regime III, $F_{\eta} \to -\infty$ as $\eta \to \eta_{\text{tip}}$, whereas for regimes I and II $F_{\eta}(\eta_{\text{tip}}) = -\eta_{\text{tip}}/2$. For gradients too steep at the tip, the assumptions of a locally slender column $\epsilon_c^2 \ll 1$ and dominant cross-stream curvature $\epsilon_c^2 f \ll 1$ may no longer be satisfied and the solutions are expected to break down; this was addressed by Darhuber et al. (2001). The slender-column and dominant cross-stream curvature constraints may be written in local differential form as

\[
\epsilon_c^2 \sim \frac{\epsilon_c^2 F_\eta^2}{2\tau} \ll 1 \tag{4.31a}
\]

and

\[
\epsilon_c^2 f \sim \epsilon_c^2 f \left( F + \frac{\lambda}{1-\lambda} \right) \frac{F_{\eta\eta}}{2\tau} \ll 1, \tag{4.31b}
\]

respectively. Further manipulation reduces (4.31a) to

\[
F_\eta^2 \ll \frac{\sigma}{\mu} \frac{1-\lambda}{f} \frac{\langle \bar{w} \rangle^*}{H} \frac{T_c^2}{1+T_c^2} \tag{4.32a}
\]
and (4.31b) to

$$[F(1 - \lambda) + \lambda] F_{\eta\eta} \ll \frac{\sigma (1 - \lambda)^2 \langle \bar{w} \rangle^*}{\mu} \frac{T_c^2}{H (1 + T_c^2)}.$$  \hspace{1cm} (4.32b)

These relations provide a means of identifying in part the time domains for which the similarity solutions are valid. In general, both constraints will be satisfied over increasingly larger lengths of the liquid column as time increases. The low-inertia (3.3), low-gravity, and negligible-dynamic-contact-angle conditions may be quantified using the methods outlined in W&L (see also Weislogel 1996).

Important quantities such as the dimensional tip length and the flow rate are gleaned from the numerical results. For example, \( \eta_{\text{tip}} \) and \( F_\eta(0) \) are collected in figures 17 and 18 as functions of \( \lambda \) for various \( \alpha \). Typical data are also listed in tables 8 and 9. The results for the three asymptotic regimes are noted on the plots and are listed in table 7. The dimensional meniscus-tip location and volumetric flow rate may be written in closed form using these results:

$$L = \eta_{\text{tip}} \frac{G^{1/2}}{2} \frac{H^{1/2} t^{1/2}}{1},$$  \hspace{1cm} (4.33)

$$\dot{Q} = -F_\eta(0)(1 - \lambda^2) F_A G^{1/2} H^{5/2} t^{-1/2},$$  \hspace{1cm} (4.34)

where

$$G = \frac{\langle \bar{w} \rangle^* \sigma (1 - \lambda)^3 T_c^2}{\mu f (1 + T_c^2)}.$$  \hspace{1cm} (4.35)

and the descriptions of the relevant parameters can be found in table 1. The forms of (4.33) and (4.34) allow rapid closed-form predictions of the tip location and flow rate for the purposes of system design and analysis (we also conjecture that such relations may be used for systems where \( \theta_c = \theta \neq 0 \)).

Note that for certain values of \( \alpha \), \( \eta_{\text{tip}} \) is higher for non-zero \( \lambda \). This does not mean that in dimensional form the meniscus tip moves faster in a rounded corner than in a sharp corner. In fact, it can be shown that \( L \) decreases monotonically with

**Figure 17.** Meniscus-tip location \( \eta_{\text{tip}}(\lambda; \alpha) \): I, II, and III denote the results for the three asymptotic regimes.
increasing \( \lambda \). However, \( \mathcal{L} \) is sensitive to the choice of the constant \( \langle \bar{w} \rangle^* \) for \( \alpha \to 0 \). The most intricate and accurate solution for \( \mathcal{L} \) treats \( \langle \bar{w} \rangle^* \) as a weakly varying function and solves (4.4) using curve-fit numerical data for \( \langle \bar{w} \rangle^* \). Fortunately, it is found that evaluating \( \langle \bar{w} \rangle^* \) at \( h = 0.5 \) yields results that compare well (within 2\%) with second-order-polynomial curve-fit data. Select results for \( \langle \bar{w} \rangle^* \) at \( h = 0.5 \) are shown in figure 19 for this purpose. The evaluation of \( \dot{Q} \) with \( F_\eta(0) \) shown in figure 18 is
accurate to within \( \pm 4\% \) as compared with results obtained using a polynomial fit of \( \langle \bar{w} \rangle^* \). In this way, \( \langle \bar{w} \rangle^* \) may be effectively treated as a constant for a given geometry when it is evaluated at \( h = 0.5 \). This method of estimating \( \langle \bar{w} \rangle^* \) results in a significant simplification of the problem while incurring errors of less than \( \pm 4\% \).

Note that \( H \) appears in both equations (4.33) and (4.34). This is the constant height \( H \) for the flow according to W&L. The method of de Lazzer et al. (1996) may be used to determine \( H \) for right polygonal cylinders. A general approach was given by
Finn & Neel (1999). It is important to note that for a given polygonal cross-section, \( H \) does not depend on the degree of corner roundedness \( \lambda \).

4.6. Imbibition in prewetted corners

The imbibition problem addressed above may also be analyzed for flow advancing over a quiescent infinite column of the same fluid with uniform depth \( H_0 \), as studied numerically by Romero & Yost (1996) for the case of flow in a sharp corner. Numerical and asymptotic analytic solutions are offered here for the rounded-corner problem. Such solutions are readily obtained numerically for the full similarity equation (4.25) with boundary conditions

\[
F(0) = 1 \quad \text{and} \quad F(\infty) = 1 - \zeta, 
\]

where \( \zeta = 1 - H_0/H \). Typical solutions are those for the three asymptotic flow regimes given by (4.29a–c); some results are shown in figure 20. The overall impact of corner roundedness is clear from inspection of the figure.

It is observed from (4.29a–c) that \( F = \text{constant} \) is a non-trivial solution to the limiting governing equations, suggesting that asymptotic solutions for the three regimes are also possible. Introducing the asymptotic series

\[
F = F_0 + \zeta F_1 + \zeta^2 F_2 + O(\zeta^3),
\]

where \( \zeta^3 \ll 1 \), and substituting (4.37) into (4.29a–c), yields respectively, \( O(1) \), \( O(\zeta) \), and \( O(\zeta^2) \) equations that are subject to boundary conditions as follows:

\[
\begin{aligned}
O(1), \quad & F_0 = F_0(0) = F_0(\infty) = 1; \\
O(\zeta), \quad & F_1(0) = 0, \quad F_1(\infty) = -1; \\
O(\zeta^2), \quad & F_2(0) = 0, \quad F_2(\infty) = 0.
\end{aligned}
\]

When solved, the equations produce asymptotic series for the three regimes accurate to \( O(\zeta^3) \):

I. \( F = 1 - \zeta \text{erf} \left( \frac{\eta}{\sqrt{2}} \right) \)

\[
+ \zeta^2 \left\{ \frac{1 - e^{-\eta^2/2}}{\pi} + \frac{-\eta e^{-\eta^2/2} + (1 - 1/\pi) \sqrt{2\pi}}{\sqrt{2\pi}} \text{erf} \left( \frac{\eta}{\sqrt{2}} \right) - \text{erf}^2 \left( \frac{\eta}{\sqrt{2}} \right) \right\},
\]

II. \( F = 1 - \zeta \text{erf} \left( \frac{\eta}{2} \right) \)

\[
+ \zeta^2 \left\{ \frac{1 - e^{-\eta^2/2}}{\pi} + \frac{\eta e^{-\eta^2/4} + (\pi - 2)/\sqrt{\pi}}{2\sqrt{\pi}} \text{erf} \left( \frac{\eta}{2} \right) - \frac{1}{2} \text{erf}^2 \left( \frac{\eta}{2} \right) \right\},
\]

III. \( F = 1 - \zeta \text{erf} \left( \frac{\eta}{2} \right) \)

\[
+ \zeta^2 \left\{ \frac{3(1 - e^{-\eta^2/2})}{\pi} + \frac{-3\eta e^{-\eta^2/4} + (3\pi - 6)/\sqrt{\pi}}{2\sqrt{\pi}} \text{erf} \left( \frac{\eta}{2} \right) - \frac{3}{2} \text{erf}^2 \left( \frac{\eta}{2} \right) \right\}.
\]

Provided \( \zeta^3 \ll 1 \), perhaps the most useful result of these solutions is the slope of the solution at \( \eta = 0 \), from which the flow rate may be determined via (4.34). To \( O(\zeta^2) \),
(4.39) yields

I. Sharp corner \( F_0(0) = -0.798 \xi + 0.544 \xi^2 \),

II. Rectangular section \( F_0(0) = -0.564 \xi + 0.103 \xi^2 \),

III. Thin film, \( F_0(0) = -0.564 \xi + 0.308 \xi^2 \),

which are presented in figure 21. The full numerical solutions fitted using second order polynomials are given for the three regimes. The percentage error of the asymptotic results (4.40) as compared with the numerical solutions of figure 21 are shown in figure 22. The asymptotic solutions for the sharp-corner and thin-film regimes are
Figure 21. Numerical solutions of $F_{\eta}(0)$ for the three asymptotic flow regimes. The solid lines, (4.40), are second-order polynomial fits to the numerical results given in the figure.

Figure 22. Percentage error between the asymptotic, (4.40), and numerical solutions of $F_{\eta}(0)$ for the three asymptotic flow regimes.

accurate to $\leq 10\%$ for $\zeta$ up to 0.7. It may be serendipitous that the discrepancies are $\leq 5\%$ for all $\zeta$ for the rectangular-section regime (III).

5. Concluding remarks

As an example of how analytical methods might be extended further to capillary-driven flow in rounded interior corners, several numerical and asymptotic analytic
solutions have been presented in this paper:

(a) steady flows (§4.3);
(b) perturbed infinite columns (§4.4);
(c) imbibition (initially dry corners) (§4.5);
(d) imbibition (initially wet corners) (§4.6).

Closed-form expressions may be gleaned from such results, which are immediately useful to rapidly compute characteristics of the flow such as the flow rate, interface shape, and response time all as functions of the container geometry and fluid properties.

The solutions presented are formally restricted to perfectly wetting fluids in rounded corners that are tangent to planar walls. We conjecture that they may also be applied to rounded corners that intersect planar walls at the contact angle ($\theta_c > 0$) provided that the Concus–Finn critical corner-wetting condition is satisfied. General solutions in terms of specific corner rounding and arbitrary contact angle require an alternate scaling method not addressed in this work.

The analytical results are enabled by a specific geometric scaling of the cross-flow problem that renders the subsequent governing equation only weakly dependent on the numerical data. A significant portion of this paper has been devoted to both local and global scale analysis (§§3.1.1–3.1.3). For all values of corner roundedness $0 \leq \lambda \leq 1$, fluid depth $0 \leq h^* \leq 1$, and corner half-angle $0 \leq \alpha \leq \pi/2$, with $\theta = 0$, the numerical coefficient is banded such that $0.117 \leq \langle \bar{w} \rangle^* \leq 0.229$. As suggested herein, by applying the value of $\langle \bar{w} \rangle^*$ at $h^* = 0.5$ (from figure 19), $\langle \bar{w} \rangle^*$ may be treated effectively as a constant with errors expected to be $\pm 4\%$ and in most cases $\pm 2\%$.

The wide majority of the geometric dependence of the viscous resistance of the flow is thus captured by the scaling. Such solutions are ideally suited for geometric optimizations of the flow. They are also compact and may often be interrogated by inspection.

Several salient features of the solutions are collected in summary.

(i) An intricate nonlinear evolution equation for the interface height $h$ was derived (4.22) for rounded-corner flows. From this equation, three nonoverlapping regimes are readily identified: (I) the sharp-corner regime with $\lambda \ll 1$, (II) the narrow-corner rectangular-section regime with $\lambda \gg 1$ and $\lambda^2 \alpha^2 \ll 1$, and (III) the thin-film regime with $\lambda \gg 1$ and $\lambda^2 \tan^2 \alpha \gg 1$.

(ii) Numerical steady solutions were obtained in general with analytic solutions for the three regimes.

(iii) As corner roundedness increases, the response time of a perturbed column of fluid in a rounded corner decreases with decreasing corner half-angle $\alpha$.

(iv) The presence of finite corner roundedness for flows with advancing fronts leads to an infinite slope at the leading edge. In this (thin-film) region the lubrication and negligible-streamwise-curvature assumptions are violated. However, these constraints were shown to be increasingly valid as time progresses.

(v) A numerical similarity solution was solved for the 23-term nonlinear evolution equation for the imbibition problem. Results for both initially dry and prewetted sharp and rounded corners were presented with important coefficients determined for closed-form equations predicting important features of the flow. Asymptotic solutions for the prewet problem were solved to second order; these are helpful in estimating the flow rate and speed of the advancing front.

This work was supported by the NASA Office of Biological and Physical Research through contract NNC05AA29A monitored by E. Ramé and A. Wilkinson. As
usual, we wish to thank P. Concus for helpful discussions concerning critical wetting conditions.

Appendix. Asymptotic-solution details for \( \langle \bar{w} \rangle^* \)

Case I. The narrow-corner limit, \( \bar{T}_c^2 \ll 1 \)

Because \( \bar{T}_c \) consists of two terms, the narrow-corner limit \( \bar{T}_c^2 \ll 1 \) requires that both conditions \( \alpha^2 \ll 1 \) and \( \bar{\lambda} \ll 1 \) are met. The latter condition is satisfied for intermediate to low values of \( \bar{\lambda} \neq 1 \) and \( O(1) \) values of \( h^* \) but cannot be satisfied for small but finite \( \alpha \) with either \( h^* \to 0 \) or \( \lambda \to 1 \), since from (3.13) \( \bar{\lambda} \equiv \lambda / h^*(1 - \lambda) \).

For the case \( \bar{T}_c^2 \ll 1 \), the dimensionless local velocity \( \bar{w}^* \) can be represented by the expansion

\[
\bar{w}^* = \bar{w}_{0i} + \bar{T}_c^2 \bar{w}_{1i} + O(\bar{T}_c^4),
\]

(A 1)

The quantities \( \bar{P}^* \) and \( \bar{S}^* \) may be expanded similarly. Equation (A 1) when substituted into (3.14) yields the zeroth-order equation

\[
1 = \frac{\partial^2 \bar{w}_{0i}}{\partial \bar{y}^2}
\]

(A 2)

subject to the boundary conditions (3.15)–(3.18), the last of which does not apply at leading order.

Note. In the special case of a predominantly flat fluid interface where \( \partial \bar{S}^*/\partial \bar{y}^* \sim \bar{T}_c^4 \), (3.18) reduces to the \( O(\bar{T}_c^2) \) equation \( \partial \bar{w}_{0i}/\partial \bar{x}^* = 0 \). In this situation all the boundary conditions (3.15)–(3.18) are satisfied to \( O(T_c^2) \). Note also that \( \bar{S}^* = \bar{S}_{0i} + O(\bar{T}_c^4) \), as shown in figure 6.

Solving (A 2) produces

\[
\begin{align*}
\bar{w}_{0i} & = \frac{1}{2} \left[ \bar{y}^* - \left( \bar{S}_{w1}^{*,-1}(\bar{x}^*) \right)^2 \right] & \text{on} & \ 0 \leq \bar{x}^* \leq \bar{x}_{p}^*, \\
\bar{w}_{02} & = \frac{1}{2} \left[ \bar{y}^* - \left( \bar{S}_{w2}^{*,-1}(\bar{x}^*) \right)^2 \right] & \text{on} & \ \bar{x}_{p}^* < \bar{x}^* \leq \bar{x}_{m}^*.
\end{align*}
\]

(A 3)

The local average velocity \( \langle \bar{w}_0 \rangle_I^* \) may in turn be evaluated via

\[
\langle \bar{w}_0 \rangle_I^* = \frac{1}{A^*} \left( \int_0^{\bar{x}_{p}^*} \int_0^{\bar{S}_{w1}^{*,-1}} \bar{w}_{0i} \, d\bar{y}^* \, d\bar{x}^* + \int_1^{\bar{x}_{p}^*} \int_0^{\bar{S}_{w2}^{*,-1}} \bar{w}_{02} \, d\bar{y}^* \, d\bar{x}^* + \int_1^{\bar{x}_{m}^*} \int_{\bar{S}_{02}^{*,-1}}^{\bar{S}_{w2}^{*,-1}} \bar{w}_{02} \, d\bar{y}^* \, d\bar{x}^* \right).
\]

(A 4)

For narrow corners with \( \alpha^2 \ll 1 \) and with relatively small roundedness \( \bar{\lambda} \ll 1 \), \( \langle \bar{w}_0 \rangle_I^* \) reduces to

\[
\langle \bar{w}_0 \rangle_{Ia}^* = \frac{1}{6} + \left( \frac{16 - 5\pi}{48} \right) \alpha + \left( \frac{14 - \pi}{6} \right) \bar{\lambda} + O(\alpha^2, \bar{\lambda}^2),
\]

(A 5)

which recovers the zeroth-order solution \( \langle \bar{w} \rangle^* = F_{1a} = 1/6 \) of W&L for the sharp corner defined by \( \alpha = 0 \) and \( \bar{\lambda} = 0 \). This narrow-sharp-corner domain is shown in figure 7(a).

A second narrow-corner limit is possible for the case \( \alpha^2 \bar{\lambda}^2 \ll 1 \), with \( \bar{\lambda}^2 \gg 1 \). Defining \( \chi \equiv 1/\bar{\lambda} \), \( \langle \bar{w}_0 \rangle_{Ib}^* \) reduces to

\[
\langle \bar{w}_0 \rangle_{Ib}^* = \frac{4}{3\pi^2} + \left( \frac{256 + 216\pi - 37\pi^2}{48\pi^3} \right) \alpha + \left( \frac{-16 + 16\pi}{3\pi^3} \right) \chi \frac{\alpha}{8\pi \chi} + \left( \frac{104 - 3\pi^2 \alpha^2}{48\pi^2} \right) \frac{1}{\chi} + O(\alpha^2, \alpha \chi, \chi^2, \alpha^3 / \chi),
\]

(A 6)
which is valid for $\chi^2 \ll 1$. This narrow-corner-rectangular-section domain is shown in figure 7(b). At zeroth order, $\langle \bar{w}_0 \rangle_{Ib}^* = 4/3\pi^2$.

Case II. The thin-film limit, $T_c^2 \gg 1$

In a similar manner to that above, $\langle \bar{w} \rangle^*$ may be determined for thin-film flows where $T_c^2 \gg 1$. From two terms defining $T_c$, this situation arises when either $\tan^2 \alpha \gg 1$ (i.e. $\alpha \to \pi/2$) or $\bar{\lambda}^2 \tan^2 \alpha \gg 1$ (i.e. $\bar{\lambda} \to \infty$) or when both these conditions hold. Here there are three limiting values for $\langle \bar{w} \rangle^*$ that may be determined. By expanding $\bar{w}^*$,

$$\bar{w}^* = \bar{w}_0^* + \frac{1}{T_c^2} \bar{w}_1^* + O\left(\frac{1}{T_c^4}\right), \tag{A 7}$$

as well as $\bar{P}^*$ and $\bar{S}^*$, the zeroth-order equation (3.14) reduces to

$$1 = \frac{\partial^2 \bar{w}_0^*}{\partial \bar{x}^2}. \tag{A 8}$$

The no-slip boundary condition is given by (3.15), and the free-surface shear-stress condition given by (3.18) reduces to

$$\frac{\partial \bar{w}_0^*}{\partial \bar{x}^*} = 0 \quad \text{on} \quad \bar{x}^* = \bar{S}_0^*. \tag{A 9}$$

Again, the solution domain is divided into two regions $0 \leq \bar{y}^* \leq \bar{y}_p^*$ and $\bar{y}_p^* < \bar{y}_m^*$ over which (A 8) is solved. Introducing $\Omega \equiv \pi/2 - \alpha$, under the conditions $\Omega^2 \ll 1$ and $\bar{\lambda}^2 \gg 1$, it is found that

$$\langle \bar{w}_0 \rangle_{IIa}^* \equiv 1 + \frac{2}{\bar{\lambda}} + O(\Omega^2, \bar{\lambda}^2). \tag{A 10}$$

When $\bar{\lambda} = 0$ the wide-angle sharp-corner result of W&L is recovered, where at zeroth order $\langle \bar{w}_0 \rangle_{IIa}^* = F_{II} = 1/7$. As for case I, $\langle \bar{w}_0 \rangle_{IIa}^*$ is independent of $h^*$ to leading order provided $\bar{\lambda} \ll 1$. This thin film-condition with wide corner angle and slight corner roundedness is shown in figure 7(c).

Under the conditions $\Omega^2 \ll 1$ and $\bar{\lambda}^2 \gg 1$,

$$\langle \bar{w}_0 \rangle_{IIb}^* = \frac{8}{35} + O(\Omega^2, \chi^2). \tag{A 11}$$

This case corresponds to the wide-corner-angle and large-roundedness condition, which is shown in figure 7(d). This expression for $\langle \bar{w}_0 \rangle_{IIb}^*$ is valid for all $0 \leq h^* \leq 1$ and at zeroth order $\langle \bar{w} \rangle_{IIb}^* = 8/35$.

It is also possible to satisfy the condition $T_c^2 \gg 1$ for any value of $\alpha$ when $\bar{\lambda}^2 \tan^2 \alpha \gg 1$. In such cases, (A 8) applies but to the radial problem shown in figure 7(e), which is ‘unwrapped’ and solved in a Cartesian domain. To leading order the profile of the free surface is

$$x = \frac{(\cos(y/R) - \sin \alpha)h}{1 - \sin \alpha}, \quad y \in [R(\alpha - \pi/2), R(\pi/2 - \alpha)]. \tag{A 12}$$

Solving (A 8) over the domain gives rise to

$$\langle \bar{w}_0 \rangle^* = F_w(\alpha) + F_w(\alpha)\chi + \ldots, \tag{A 13}$$

with

$$F_w(\alpha) = \frac{-11 \cos 3\alpha + 27 \cos \alpha + 3(\pi - 2\alpha)(\sin 3\alpha - 9 \sin \alpha)}{72(1 - \sin \alpha)^2(\cos \alpha + (\alpha - \pi/2) \sin \alpha)}, \tag{A 14}$$
which is a very weak function of $\alpha$, validating the unwrapped Cartesian solution. From (A 11) and (A 14) it is seen that

$$F_w(0) = \frac{2}{9} \leq F_w(\alpha) \leq \frac{8}{35} = F_w\left(\frac{\pi}{2}\right). \tag{A 15}$$

For the narrow-corner thin-film case, with $\alpha^2 \ll 1$ and $\lambda^2 \tan^2 \alpha \gg 1$, (A 13) reduces to

$$\langle w_0 \rangle_{IIc}^* = \frac{2}{9} + \frac{128 - 4\pi - 11\pi^2}{576} \chi + \frac{16 - 5\pi}{36} \alpha - \frac{\pi \chi}{288 \alpha}$$

$$+ \frac{20480 - 3200\pi^2 + 576\pi^3 + 44\pi^4 - 5\pi^5 - 15\pi^6}{5760\pi^3} \frac{\chi^2}{\alpha} + O(\alpha^2, \chi^2/\alpha^2, \chi \alpha) \tag{A 16}$$

with zeroth-order solution $\langle w_0 \rangle_{IIc}^* = 2/9$. All the asymptotic solutions for $\langle w \rangle^*$ are plotted in figure 8.

Case III. Hydraulic diameter

For completeness, applying the hydraulic-diameter method to this problem gives rise to

$$\langle w_0 \rangle_{hyd}^* = \frac{1}{8} + \frac{11 + \pi^2}{\pi^2} \left[ \frac{F_A}{f} \left( \frac{1 + 2\lambda}{\cot \alpha + \delta \lambda} \right) \right]^2 \tag{A 17}$$

with zeroth-order solutions $\langle w_0 \rangle_{hyd}^* = 1/8$, $2/\pi^2$, $1/18$, $2/9$, $2/\pi^2$ for conditions Ia, Ib, IIa, IIb, and IIc respectively, as listed in table 4. At a minimum, $1/18 \leq \langle w_0 \rangle_{hyd}^* \leq 2/9$.
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