




Case 1: Prediction Accuracy
Spawning

Biomass

ABC Harvest N

Model Fit 

Error
19% 24% 27% 20

Model

Prediction

Error

14% 51% 601% 6 for Harvest, 

8 for SB and 

ABC
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Case 1:  Prediction Discussion
• Model did not capture regulatory agencies behavior
• Small changes  significant effect

– Spawning biomass levels indicate “normal” fishing:  ABC = 18% of mature fish
– But, regulators chose to leave the fishery as “precautionary” w/ABC = 12%
– This accounts for much of the model prediction error for ABC

• Results question whether endogenously modeling fishery regulation 
is possible
– Regulators use judgment and do not set rules based only on the numbers

• Big challenge for modelers striving to model fishery regulatory processes

– E.g., closing a fishery because a co-mingled fishery is in danger
• Model boundary issue

– Supports Pilkey and Pilkey-Jarvis (2007) assertion that environmental 
scientists “cannot predict the future” even with (or perhaps because of) their 
reliance on quantitative models 23



Case 2: Example Prediction Results (1)
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Case 2: Example Prediction Results (2)
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Case 2: Prediction Error w/in Segment (MAE/MAD)
Patient Best Fit Predicted N

P004 .43 1.88 3

P006 .48 .59 5

P007 .83 3.49 3

P201 1.81 1.79 4

P202 .38 3.50 2

P204 .81 2.57 2

P205 .76 1.43 1

P206 .62 1.61 1

P207 .94 1.03 1

Total .82 1.90 22 26



Case 2: Prediction Error between Sessions
Patient Prediction Error (MAE/MAD) N

P004 1.93 6

P006 1.99 10

P007 2.34 3

P201 2.99 6

P202 2.88 6

Overall 2.41 31
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Case 2: Discussion
• Model prediction error for ICP is far too large to be clinically useful

– Disappointing, as model fitness to RBP was much better
– Fitness to RBP may not indicate model’s utility for prescriptive 

analysis
• Prediction is hard, especially for human physiology

– Due, in part, to high degree of non-stationarity
• Ultimately, the patient-specific model research was abandoned

– Due to high intra-patient non-stationarity / variability
– Though well-known to clinicians and easily seen in the data, it 

was the attempt to make predictions that forced researchers to 
revise their expectations… 28



Case 3: Prediction Errors (2009-2013)

• 5-year MAPE

– 7%, 14%, 3%
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Case 3: Discussion
• Five-year prediction errors of 7%, 14%, and 3% seem respectable
• But, these predictions did not capture the reduction in initiation and 

number of nonmedical users
• Might not be a bad thing altogether, because the baseline model 

assumed no policy change
– Whereas, in 2011, the most abused medicine, OxyContin©, was re-issued 

in a truly tamper-resistant formulation, and since then, it has been less 
diverted and abused

– Also, prescription drug monitoring programs are now operating in 49 states
• Prescribers can check to see if their patients are getting medicines from other docs; 

and, some prescribers are being more cautious

• Making predictions and checking their accuracy added value beyond the 
replication of reference behavior
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Study Limitations
• Was based on three projects led by a single researcher

– Findings could be highly biased and non-representative
– Future work should involve models created by multiple 

researchers to avoid potential biases and idiosyncrasies

• Method was retrospective, subjective, and did not 
employ a refutable hypothesis coupled with earnest 
efforts to refute that hypothesis
– Such an approach could strengthen support for the assertion 

that prediction tests are the quintessential model tests for 
SD-based policy/prescriptive models
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Conclusion
• When model objectives include forward-looking policy 

evaluation, testing prediction accuracy can be important

• When automated calibration algorithms are used, it may 
be sufficient to hold back part of the data, calibrate model 
using a training subset, and measure prediction 
performance using the holdout sample

• If manual calibration is used, modeler must be blind to 
recent outcomes, make predictions of recent outcomes, 
get the actual data, and measure prediction performance
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A Nagging Worry
• Do complex models that more fully reflect system 

interconnectivity and dynamics actually predict 
system behavior better?
– Conventional wisdom, and likely empirical evidence, 

may suggest otherwise
– When forecasting, simple models often outperform 

complex models

• These modeling cases are thought-provoking, and 
seem to indicate that complex models should be 
used with considerable caution… 33



Further Reflections
• More complex SD models can lead to deep insights into 

structure and behavior that are likely not possible with simple 
non-parametric models
– The point is not that SD models should be used for making 

predictions, but rather that prediction testing is useful to test 
whether a policy-oriented model is ready to be deployed

• Hmmmm.  Does “policy analysis” actually require prediction?
– Certainly prescriptive models (such as the ICP dynamics model) must 

be able to predict
– But do policy analysis models need to make accurate predictions?
– Could a model with poor numerical predictive ability still make useful 

qualitative predictions that lead to deep and useful insights?
• If so, then how might a modeler assess qualitative predictive utility? 34


