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Abstract 16 

Purpose: To date there are no automated tools for the identification and fine-grained 17 

classification of paraphasias within discourse, the production of which is the hallmark 18 

characteristic of most people with aphasia (PWA). In this work we fine-tune a large language 19 

model (LLM) to automatically predict paraphasia targets in Cinderella story retellings. 20 

Method: Data consisted of 353 Cinderella story retellings containing 2,489 paraphasias from 21 

PWA, for which research assistants identified their intended targets. We supplemented this 22 

training data with 256 sessions from control participants, to which we added 2,427 synthetic 23 

paraphasias. We conducted four experiments using different training data configurations to fine-24 

tune the LLM to automatically “fill in the blank” of the paraphasia with a predicted target, given 25 

the context of the rest of the story retelling. We tested the experiments’ predictions against our 26 

human-identified targets and stratified our results by ambiguity of the targets and clinical factors. 27 

Results: The model trained on controls and PWA achieved 46.8% accuracy at exactly matching 28 

the human-identified target. Fine-tuning on PWA data, with or without controls, led to 29 

comparable performance. The model performed better on targets with less human ambiguity, and 30 

on paraphasias from participants with less severe or fluent aphasia. 31 

Conclusion: We were able to automatically identify the intended target of paraphasias in 32 

discourse using just the surrounding language about half of the time. These findings take us a 33 

step closer to automatic aphasic discourse analysis. In future work, we will incorporate 34 

phonological information from the paraphasia to further improve predictive utility. 35 

36 



Anomia or word-finding difficulty is a prominent and persistent feature of aphasia 37 

(Goodglass and Wingfield, 1997) and manifests in all communicative contexts, from single word 38 

responses to complex conversations. Given the ubiquitous nature of anomia, anomia assessments 39 

are given in most clinical settings and are of high practical value for quantifying performance 40 

and monitoring outcomes. Typically, anomia assessments include confrontation picture naming 41 

tests (Rabin et al., 2005; Simmons-Mackie, Threats, & Kagan, 2005), in which a person with 42 

aphasia is asked to name a series of pictured objects and/or actions. The popularity of 43 

confrontation picture naming tests can be attributed to their well-documented validity and 44 

reliability (e.g., Roach et al., 1996; Strauss, Sherman, & Spreen, 2006; Walker & Schwartz, 45 

2012), and also to their relatively low testing burden, particularly in the context of short forms 46 

and simple accuracy scoring schemes. Other sources of diagnostic information such as discourse-47 

level analyses may provide additional clinically useful information for completing a patient’s 48 

clinical profile (Fergadiotis et al., 2019; Richardson et al., 2018) but such analyses are not 49 

performed routinely in clinical settings. Viewed through an implementation science lens 50 

(Damschroder et al., 2009; Breimaier et al., 2015), several barriers hinder the utilization of 51 

discourse-based analyses including their complexity, reliability, and time burden. The latter 52 

factor especially can be an insurmountable barrier for implementation in most real-world clinical 53 

settings. Therefore, there is a need to develop new approaches that will enable professionals to 54 

assess people with aphasia (PWA) in a more objective, precise, efficient, and ecologically valid 55 

manner. 56 

Computational methods, especially those from the field of Natural Language Processing 57 

(NLP), have the potential to be essential tools in designing such approaches. Recent work has 58 

demonstrated these methods’ efficacy in automating certain aspects of confrontation naming test 59 



scoring (Casilio et al., 2023; Salem et al., 2022; Fergadiotis et al., 2016; McKinney-Bock & 60 

Bedrick, 2019; described later in more detail). In this work, we report on a crucial first step in 61 

applying such methods to discourse samples. Specifically, we describe the results of a 62 

computational model that analyzes the context in which a paraphasia occurs in a discourse 63 

sample and predicts the speaker's intended word (or a set of possible intended words). Below, we 64 

describe the key role that this specific task of target word prediction plays in the clinical 65 

assessment of discourse samples from PWA, motivate our overall computational approach, and 66 

describe our model and its behavior. In addition, we evaluate the impact of clinical features of 67 

the speaker on our model's ability to correctly predict target words. This part of the work 68 

highlights specific areas where current technology falls short and points to missing pieces that 69 

the field must address. 70 

Assessing Anomia at Discourse Level 71 

It is well documented in the literature that the ability to produce discourse is what matters 72 

most to PWA and their families (Cruice et al., 2003; Mayer & Murray, 2003). Yet, despite their 73 

popularity, there is evidence that confrontation naming tests cannot fully account for the severity 74 

and patterns of anomia exhibited during connected speech. First, connectionist accounts of word 75 

retrieval at the discourse level highlight how lexical characteristics of target words interact with 76 

activated representations within and across different linguistic levels (e.g., phonological, 77 

semantic) (Bock, 1995; Dell, 1986; Dell et al., 1999; Schwartz et al., 2006; Levelt, 1999; Levelt 78 

et al., 1999). In addition, several models (e.g. MacDonald, 1994; Tabor et al., 1997) emphasize 79 

the influence and relative strength of naturally occurring probabilistic constraints in language use 80 

on the activation of linguistic representations. In fact, there seems to be a general consensus in 81 

recent empirical investigations that while performance in confrontation naming tests is related to 82 



discourse-level performance, analyzing discourse directly may provide unique and useful clinical 83 

insights not gained via confrontation naming tests (Fergadiotis et al., 2019; Hickin et al., 2001; 84 

Mayer & Murray, 2003; Pashek & Tompkins, 2002). Therefore, relevant assessment tools for 85 

aphasia should a) operate at the discourse level, b) be able to capture changes in language skills 86 

over time, and c) be routinely included as therapy outcome measures. 87 

At the level of single words, anomia severity is commonly assessed using picture naming 88 

tests and reported in terms of overall accuracy scores or ability estimates. Further, a more in-89 

depth analysis of the types and frequencies of word production errors can reveal which linguistic 90 

processes that support word access and retrieval are more or less disrupted (Dell et al., 1997). 91 

Theoretical accounts of word production  allow professionals and/or algorithms to classify an 92 

individual’s collection of paraphasias in order to create a detailed profile of that individual’s 93 

anomia. This paraphasia classification process requires a series of binary judgments with regards 94 

to the paraphasia and its relationship to the intended target word. Specifically, those judgments 95 

are: 1) lexicality, i.e., whether or not the paraphasia is a real word; 2) semantic similarity, i.e., 96 

whether or not the paraphasia is semantically related to the target; and 3) phonological similarity, 97 

i.e., whether or not the paraphasia is phonologically related to the target. To highlight a couple of98 

classification examples, a Semantic paraphasia is a real word that is semantically related to its 99 

intended target but phonologically unrelated (e.g., "beard" for "mustache"); whereas a neologism 100 

is a nonword, not semantically related by definition, that is phonologically related to the target 101 

(e.g., "mustaff" for "mustache"). Lexical or real word paraphasias are understood to represent 102 

mostly impairments in lexical-semantic access while nonword paraphasias are thought to reflect 103 

deficits in phonological encoding. To help make this time- and labor- intensive assessment 104 

process more efficient and therefore more feasible for clinical settings, our research team has 105 



developed a paraphasia classification algorithm called ParAlg (Paraphasia Algorithms) that 106 

automatically classifies word production errors in the context of object picture naming tests 107 

(Casilio et al., 2023; Salem et al., 2022; Fergadiotis et al., 2016; McKinney-Bock & Bedrick, 108 

2019). ParAlg's paraphasia classifiers algorithmically mirror the main paraphasia classification 109 

criteria of the Philadelphia Naming Test (Roach et al., 1996), which includes one of the most 110 

well-established and thorough frameworks for error classification during object picture naming. 111 

The accuracy of this multistep paraphasia classification process, however, is entirely 112 

predicated on successfully identifying a given paraphasia's intended target. Target identification 113 

is relatively straightforward in the context of confrontation picture naming tests, where the target 114 

is presumed to be the word depicted in the picture, but in the context of discourse, determining 115 

the target is not as straightforward. Researchers and clinicians undertake this task by applying 116 

background knowledge of word production disorders and common anomic patterns (Martin, 117 

2017), as well as general knowledge of the discourse task itself, such as the expected lexicon and 118 

the expected temporal arrangement of that lexicon given the overall narrative structure. 119 

Furthermore, target prediction can incorporate a multitude of localized contextual factors such as 120 

timely gestures, re-tracings from the paraphasia to or toward the intended target, phonological 121 

fragments or false starts leading up to the paraphasia, syntactic/semantic information 122 

immediately surrounding the paraphasia, and/or semantic and phonological similarities between 123 

the paraphasia and its working hypothesis target. 124 

In light of this highly variable and complex process, the preliminary focus of this 125 

automation work and of the current paper is to leverage and model the semantic information 126 

surrounding word production breakdowns. Elegantly enough, this approach mirrors widely 127 

accepted models of spoken word production, such as Dell’s model described earlier where step 128 



one involves identification and activation of semantic representations surrounding the target 129 

word. One additional and imminent aim of this work, though outside of the scope of this paper, is 130 

the exploration of a more fully-automated and naturalistic application of ParAlg - classification 131 

of paraphasias in discourse using machine-generated targets. While the present paper explores 132 

automatic target prediction for a full range of content words (nouns, verbs, adverbs, adjectives), 133 

we do not anticipate being able to classify paraphasias with non-noun targets until equally robust 134 

psycholinguistic models are developed for additional parts of speech. 135 

Novel Approaches for Assessing Paraphasias at Discourse Level 136 

Given the resource-intensive nature of discourse analysis, several computational 137 

approaches have been developed to assist researchers and clinicians in analyzing discourse such 138 

as automated speech and language measures (e.g., Fergadiotis & Wright, 2011; Bryant et al., 139 

2013; Miller & Iglesias, 2012; Forbes et al., 2014; Day et al., 2021; Chatzoudis et al., 2022). An 140 

active area of research is establishing automatic speech recognition (ASR) systems that are 141 

effective on aphasic speech (e.g., Le & Provost, 2016; Perez et al., 2020; Gale et al., 2022), some 142 

of which are developed and used for diagnosing aphasia or aphasia subtypes (e.g., Fraser et al., 143 

2013; Le et al., 2018). Some preliminary attempts have been made at automated classification of 144 

paraphasias in connected speech, but these studies have focused solely on the task of detecting 145 

paraphasias and determining if they are real words or neologisms (Le et al., 2017; Pai et al., 146 

2020), as opposed to complete classification. Despite the recent advances in automated 147 

approaches, to this date there are no computer assisted discourse analyses for the identification 148 

and fine-grained classification of paraphasias, the production of which is the hallmark 149 

characteristic of most PWA. 150 



Our first attempts at predicting targets of paraphasias in discourse were made using more 151 

traditional n-gram and early neural net based language models (Adams et al., 2017), but since 152 

then, there have been significant developments in the field of language modeling. In this work, to 153 

automatically predict the intended targets of paraphasias in discourse using the surrounding 154 

language, we use a machine learning-based transformer language model. Transformer models 155 

were first introduced in 2017 (Vaswani et al., 2017) and have since become ubiquitous in NLP 156 

research due to their high performance; their structure allows them to be trained on large scale 157 

datasets with graphical processing units (GPUs). The introduction of transformer models led to 158 

the development of BERT (Bidirectional Encoder Representations from Transformers; Devlin et 159 

al., 2019), a large language model (LLM) which has been successful on a variety of NLP tasks 160 

such as Google search, text summarization, and question answering (Devlin et al., 2019; Liu & 161 

Lapata, 2019; B. Schwartz, 2020). BERT is designed to be pre-trained on a very large scale 162 

general purpose dataset and can then be used in its out-of-the-box pre-trained format, or one can 163 

use transfer learning to adapt them for a specific domain and task with a process called fine-164 

tuning. During fine-tuning, the model is trained further on a downstream task with domain-165 

specific data. This process allows the models to work well even on tasks with fewer data 166 

resources (Zaheer et al, 2021). 167 

LLMs have been successfully applied to a variety of biomedical language tasks. For 168 

example, by fine-tuning BERT with PubMed abstracts and clinical notes, Peng et al. (2019) 169 

outperformed previous state-of-the-art on five biomedical tasks (e.g., similarity of two sentences 170 

from Mayo Clinic clinical data). Researchers have also found success applying these models to 171 

clinical language research. For instance, Balagopalan et al. (2020) fine-tuned BERT to detect 172 

Alzheimer’s disease from transcribed spontaneous speech. They found that BERT performed 173 



better than a standard model based on hand-crafted features. Gale et al. (2021) fine-tuned a 174 

variation of BERT called DistilBERT (Sanh et al., 2019) to automatically score commonly used 175 

expressive language tasks on a diverse group of children (Autism Spectrum Disorder, Attention-176 

Deficit Hyperactivity Disorder, Developmental Language Disorder, and typical development; 177 

age 5-9 years) with high accuracy (83-99%). In previous work developing ParAlg, our group 178 

fine-tuned DistilBERT to automatically determine the semantic similarity of lexical paraphasias 179 

to the target word with 95.3% accuracy (Salem et al., 2022). 180 

While models like BERT have been very successful, one drawback is that they are 181 

designed for relatively short sequences of words; in fact, BERT has a hard limit of taking 182 

sequences of text of maximum length 512 tokens. Our data, which consists of retellings of the 183 

Cinderella story, includes many sessions longer than that limit. In this work, we instead use a 184 

recent LLM called BigBird (Zaheer et al., 2021) which was specifically designed to address this 185 

limitation of BERT. Importantly, BigBird, like its predecessor BERT, was trained using “masked 186 

language modeling”, a type of sentence cloze task. In this task, randomly selected words from 187 

the corpus are masked (i.e., removed and replaced with a special blank token [MASK]), and the 188 

model learns to fill in the blank and predict those masked words using the surrounding context, 189 

allowing it to learn what words occur in what contexts. This task is in fact similar to our task at 190 

hand: we want to predict what target word a person with aphasia was intending to say, given the 191 

context of their discourse. Thus, considering the wide success of LLMs, the adaptation of this 192 

model to long sequences, and the similarity of its training process to our task, we hypothesized 193 

that BigBird would be a good fit for automatically predicting paraphasia targets in discourse. 194 

Given that the current study represents a novel application of a LLM to data from a 195 

clinical population, it is worthwhile to explore factors that might influence the accuracy of that 196 



 

   
 

approach. It is generally accepted that PWA represent a heterogeneous group in terms of the 197 

nature and severity of deficits exhibited during discourse production. For example, some 198 

individuals on the mild end of the ability continuum may present with well-constructed 199 

utterances during connected speech with only occasional hesitations and single word 200 

paraphasias. On the other hand, people on the more severe end of the distribution may exhibit 201 

morphosyntactic disturbances as well as significant manifestations of word retrieval deficits 202 

including abandoned phrases, revisions, retracings, reformulations, as well as multiple 203 

paraphasias. Therefore, given that the LLM relies on the surrounding context of a masked word 204 

for prediction, it is conceivable that the success of the model may depend on overall aphasia 205 

severity of the speaker. In addition to overall aphasia severity, the predictive utility of the LLM 206 

may also depend on the nature of the syntactic deficits exhibited by people with aphasia. 207 

Specifically, connected speech from PWA can be characterized as agrammatic or paragrammatic 208 

(Butterworth & Howard, 1987; Goodglass, 1993; Saffran et al., 1989; Thompson et al., 1997). 209 

Agrammatic speech is typically characterized by an overall reduction of grammatical 210 

morphology, simplification of syntactic structure, and overreliance on content words, primarily 211 

nouns. On the other hand, paragrammatism is associated with misuse of grammatical aspects 212 

including inflectional morphology, significant word substitutions that cross word class, as well as 213 

pronounced errors in word ordering. Finally, during discourse production, there are instances 214 

where a speaker's intended target is clear, but that is not always the case, and different raters can 215 

disagree. In this study, in addition to clinical factors, we investigated the performance of our 216 

LLM as a function of the certainty with which raters can perform the same task. 217 

Purpose of Study 218 
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The purpose of the current study was to create a baseline model for automated target 219 

word prediction of paraphasias within spoken discourse using the surrounding language alone. 220 

We fine-tuned the LLM BigBird to predict the intended target word of paraphasias within 221 

transcripts of the Cinderella story retell task using data from controls, PWA, and a combination. 222 

We compared the various models’ accuracy at predicting the correct target word that the human 223 

raters identified. We hypothesized that fine-tuning the LLM using task data from control 224 

participants as well as PWA would lead to the highest accuracy. Additionally, we evaluated the 225 

impact of clinical characteristics and human certainty of target prediction on the model 226 

performance. These aims can be summarized in two research objectives: 1) assess the feasibility 227 

of applying a modern LLM to this task and establish a performance baseline; 2) explore the 228 

impact of clinical factors (specifically fluency and aphasia severity) and intended target 229 

ambiguity (according to human raters) on model performance. 230 

Method 231 

Data 232 

Data consisted of 353 Cinderella story retelling transcripts from 254 PWA from the 233 

English AphasiaBank database (MacWhinney et al., 2011). In this task, participants are first 234 

given a wordless picture book of the Cinderella fairytale to briefly review, and then are given a 235 

few minutes to recite the story from memory. Demographic and clinical information on these 236 

254 participants at their first session is shown in Table 1. We also supplemented this data with 237 
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256 transcripts from control participants without aphasia in AphasiaBank. Our data preparation 238 

pipeline is illustrated in Figure 1. More details are provided in the sections below. 239 

Paraphasia Identification 240 

Archival audiovisual recordings and CHAT transcript files (Codes for the Human 241 

Analysis of Transcripts; MacWhinney, 2000) of the Cinderella story retell task were retrieved 242 

from the English AphasiaBank database on May 4, 2022 for any and all PWA whose sample 243 

contained at least one word-level error as annotated by AphasiaBank.1 We defined paraphasias as 244 

word-level errors made to the lemma of content words (i.e., nouns, verbs, adjectives, adverbs) 245 

and excluded from target prediction all other kinds of word-level errors, including those related 246 

to disfluency, morphological markings (e.g., plurality, tense), and non-content words (e.g., 247 

articles, pronouns). Referencing the CHAT manual (MacWhinney, 2000) accessed on April 13, 248 

2022, we developed a list of word-level error codes for preliminary inclusion and exclusion.  249 

Target Identification 250 

Target words were identified and annotated in ELAN transcription software (version 6.2), 251 

using custom generated templates that also allowed for review of the retellings’ transcripts as 252 

well as playback of audiovisual recordings. To maximize transcript readability and efficacy for 253 

this task, AphasiaBank transcripts were preprocessed to remove from view additional 254 

annotations irrelevant to the task (e.g., utterance-level error coding) as well as the original 255 

annotator’s target prediction, if provided.  256 

Target word identifications were completed by five trained student research assistants in 257 

pseudorandom order under the supervision of a research SLP, resulting in a total of three 258 

 

1 Although the content of the transcripts is based on the AphasiaBank database on May 4, 2022, we applied 
updates to the clinical scores that were unavailable on AphasiaBank until December, 2022. 
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independent target identifications for each paraphasia. Research assistants were instructed to 259 

watch the audiovisual recordings of the Cinderella story retell task and make their paraphasia 260 

target predictions based on a number of contextual factors, including background knowledge 261 

related to word production disorders and the Cinderella story. For each identified target, a 262 

confidence rating ranging from 1 to 4 was assigned with 1 signifying very unconfident, 2 263 

unconfident, 3 confident, and 4 very confident. In the process, research assistants flagged for 264 

potential exclusion any word errors believed to be outside the scope of this project (e.g., the 265 

predicted target is not a noun, verb, adjective, or adverb) or produced in the context of personal 266 

commentary (e.g., a comment about the difficulty of the task, performance on the task, etc.). 267 

Identified targets from our research assistants as well as AphasiaBank annotators were 268 

automatically extracted and compiled for side-by-side comparison and resolution in a 269 

spreadsheet. Discrepancies in target words and word errors flagged for exclusion were resolved 270 

by a research SLP to arrive at a single, best target identification and in some cases multiple 271 

viable target words were provided (e.g., shoe vs. slipper, coach vs. carriage).  If there was 272 

universal agreement among all three raters and AphasiaBank, then that target was not subject to 273 

resolution. If there was disagreement among raters, rater confidence was low, and the resolver 274 

could not arrive at a suitable prediction upon review, then the target was listed as “unknown”. 275 

All paraphasia-target pairs were reviewed by the research SLP for phonological similarity and 276 

whether or not an intermediary target was readily apparent (e.g., the paraphasia “bot”, where 277 

“bot” could be interpreted as phonemic paraphasia of “boot”, the intermediary target,  and “boot” 278 

could be interpreted as a semantic paraphasia of “slipper”, the ultimate target). We calculated 279 

average confidence scores (between the three research assistants) and percent agreement 280 

(between the three research assistants and the original AphasiaBank target, where available) for 281 
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each identified target. After filtering to content word paraphasias and excluding paraphasias with 282 

unknown targets, we were left with 353 Cinderella story sessions from 254 participants, with a 283 

total of 2489 paraphasias.  284 

Session Text Cleaning 285 

We compiled our target identifications as well as human rater confidence and percent 286 

agreement in the CHAT file format. We added our annotations within the “comment on main 287 

line” markers specified in the CHAT manual, formatted in a structured notation (YAML) which 288 

can be parsed in common programming languages such as Python. The following example shows 289 

one such transcript, with our additional annotations highlighted in boldface type: 290 

*PAR: and she rode off with the pɪnts@u [: prince] [% {target: a, agreement: 291 

1.0, confidence: 3.33}] [* p:n] . •680333_684666•  292 

To prepare the transcripts for use with our LLM, we automated a process to convert the 293 

transcripts to a more natural-looking written English. Motivated by the long-term goal of a fully 294 

automated anomia system, we generally aimed to prepare the transcripts to look like those an 295 

automatic speech recognition system would produce. Markings indicating prosodic (e.g. pauses) 296 

and paralinguistic details (e.g. gestures) were removed. The CHAT format also uses special 297 

markers to indicate phenomena peculiar to the spoken modality, such as retracing and repeats. 298 

For situations like these, we omitted the special markers, but retained most of the spoken content, 299 

though we discarded extraneous words that could be identified by simple rules (e.g. a list of filler 300 

words like “um”).  301 

In the AphasiaBank files, the transcripts are segmented into units called “utterances” or 302 

“conversational units.” These units look similar to sentences—they are delimited by periods—303 

but tend to be shorter and more fragmentary, owing to the inherent differences between spoken 304 
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and written language. Especially as compared to the written text used to pre-train LLMs, the 305 

utterance segmentation guidelines laid out by the CHAT manual would not reliably contain a 306 

substantial amount of semantic context for our masked word prediction task. So, while popular 307 

LLMs (e.g. BERT) typically process a sentence or two at a time, our transcripts do not divide 308 

cleanly into sentences. Rather than attempt to redraw the AphasiaBank-provided utterance 309 

boundaries to suit our task, we chose to prepare our data with a full context. In other words, for 310 

each paraphasia shown to the LLM, the model was working with a participant’s complete 311 

retelling of the Cinderella story. 312 

Each paraphasia was prepared for training or testing by replacing it with a “blank” token 313 

(also known as a “mask”) and filling in the other paraphasias in the session with the human 314 

identified target word. The following example from above illustrates the cleaned sentence in 315 

context, where the paraphasia has been replaced with a mask token: 316 

... and then and and she put her foot in the. and she rode off with the [MASK]. 317 

Cinderella was pretty girl. ... 318 

During fine-tuning and testing, the model learned to fill in the blank of the mask token with the 319 

most likely word given the context of the rest of the Cinderella story retelling. 320 

Data Splitting 321 

We used ten-fold cross validation of the PWA data in order to reduce model overfitting. 322 

That is, we divided the 2,489 instances into ten groups and trained ten separate models for each 323 

experiment, in each of which one group was held out as testing data. This was done in such a 324 

way that for each of the ten iterations, a participant’s responses were only in either the training 325 

data or the testing data to prevent the models from learning participant-specific information, and 326 

the distribution of Western Aphasia Battery-Revised (WAB-R; Kertesz, 2007) Aphasia Quotient 327 
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(AQ) scores in training and testing was as close as possible. When evaluating overall 328 

performance, the results from the ten test set splits were concatenated, and performance on the 329 

entire set of 2489 paraphasias was examined. The same ten-fold splits were used for all 330 

experiments.  331 

Control Data Augmentation 332 

To add additional training data for our experiments and reduce overfitting, we conducted 333 

data augmentation (a method of adding synthetic data; see Feng et al., 2021 for more 334 

background) on sessions of the Cinderella retelling task from control participants without 335 

aphasia. We retrieved all files in AphasiaBank from control participants with a Cinderella story 336 

task on April 12, 2022 and added synthetic paraphasias to these sessions. For each session, for 337 

each utterance spoken by the participant, with a 20% chance we randomly assigned a content 338 

word (one of: noun, verb, adjective, adverb) to be a “paraphasia” to be predicted. This left a 339 

control dataset with 256 sessions from 248 participants, with a total of 2427 synthetic 340 

paraphasias, which was very close to the number of paraphasias from the PWA data (2489). We 341 

cleaned and prepared these sessions using the same process as for PWA data, described in the 342 

subsection Session Text Cleaning. 343 

Model Training and Experiments 344 

In all experiments we used a pre-trained version of the LLM BigBird (Zaheer et al., 345 

2021). This model is a machine learning-based transformer model. Specifically, it is a sparse-346 

attention version of BERT designed for longer sequences of text. As previously mentioned, it 347 

was pre-trained on masked language modeling. During masked language model training, the 348 

model is given sentences from the corpus where 15% of the tokens are masked (i.e., removed 349 

and replaced with a special non-word token, “[MASK]”), and the model attempts to predict what 350 
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those masked words were given the context of the surrounding sentence. By doing this on the 351 

whole corpus of sentences, the model learns what words occur in what contexts. We accessed 352 

this pre-trained BigBird from the HuggingFace transformer library (Wolf et al., 2020).  353 

For each experiment (excluding the baseline experiment), we fine-tuned the LLM using 354 

another masked language modeling task. Specifically, given the context of the whole Cinderella 355 

story transcript, the model tried to fill in the blank of the mask token with the intended target.2 356 

The model then compared that prediction with the human-determined ground truth intended 357 

target (or the original word for control participants), and learned from its correct and incorrect 358 

predictions. The fine-tuning process was repeated on the whole training data set until early-359 

stopping occurred, meaning performance stopped improving on a small portion of the testing 360 

data that was held out. Once the model was fine-tuned, we tested it on the PWA paraphasias, 361 

which were prepared in the same way as the training data, with each paraphasia sequentially 362 

replaced with a mask, and all others filled in with their target. At test time, we pulled out the 363 

model’s top prediction, as well as its nineteen next most likely predictions, giving us its top 364 

twenty predictions for the target, sorted from most likely to least likely. We considered more 365 

than just the top prediction because there is inherent ambiguity in target identification, and in 366 

future work we may consider multiple possible targets when classifying paraphasias in discourse. 367 

We conducted four experiments using different preparations of training data, which are 368 

summarized in Table 2. In Experiment 1, we used the pre-trained BigBird model without any 369 

fine-tuning using Cinderella story data. We considered this our “baseline” model to beat. In 370 

Experiment 2, we fine-tuned the LLM using just the Cinderella story sessions from control 371 

 

2 There exist certain subtleties to how this is done at a technical level, which we describe in detail in 
Appendix A. The precise manner in which we performed our masking, and ensuing prediction experiments, would 
be slightly different had we chosen a different neural model, but the overall methodology would be the same. 
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participants with synthetic paraphasias. In Experiment 3, the pre-trained model was fine-tuned 372 

using Cinderella story sessions from PWA. Finally, in Experiment 4, the model was fine-tuned 373 

using a combined data set of control participant data and PWA data.  374 

Evaluation 375 

We evaluated performance of the four experiments using accuracy. We calculated the 376 

accuracy of “exact match” between the model’s top predicted intended word and the human 377 

determined target word by counting up the number of matches and dividing by the total number 378 

of test instances. Additionally, we calculated the accuracy within the top one-20 model 379 

predictions. That is, we counted up how many times out of all test instances the human 380 

determined target word was: the top model prediction (i.e., top one or exact match); the first or 381 

second model prediction (top two); the first, second or third model prediction (top three); and so 382 

on for up to 20 chances to predict the right target. We primarily compared accuracy within one 383 

chance (exact match) and accuracy within five chances for the four experiments. We determined 384 

whether disagreements between exact match accuracy of the models were significant using 385 

McNemar’s test with continuity correction (McNemar, 1947). 386 

First, we calculated accuracy on all 2489 paraphasias. To determine what factors 387 

influenced model performance, we also calculated exact match and within five accuracy on 388 

several different test set stratifications for each model. We calculated performance separately on 389 

sessions from participants with WAB-R AQ above or below the median, participants with fluent 390 

aphasia (Wernicke, Anomic, Conduction, or Transcortical Sensory aphasia, or those considered 391 

“non aphasic” by the WAB-R) and non-fluent aphasia (Broca, Global, or Transcortical Motor 392 

aphasia), test instances where the human raters had high confidence (above median) or low 393 

confidence (below median) in intended target determination, and test instances where human 394 
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raters had perfect agreement in determining the intended target, or imperfect agreement. We 395 

tested whether differences in performance between these stratifications were significant using 396 

two-sided z-tests for independent proportions. Throughout, a p-value of <0.05 was retained as a 397 

level of statistical significance. 398 

Results 399 

Accuracy results from Experiments 1-4 are shown in Tables 3, 4, 5, and 6, respectively. 400 

Experiment 1, our baseline model, achieved 25.5% for exact match accuracy on all paraphasias. 401 

Experiment 2, the model fine-tuned on control data, achieved 34.6% exact match accuracy. 402 

Experiments 3 and 4 (fine-tuned on PWA data and controls plus PWA data respectively) both 403 

achieved exact match accuracy of 46.8%, 21.3 points above the baseline model. According to 404 

McNemar’s test, Experiment 3 and Experiment 4’s exact match accuracy levels were 405 

significantly different than both Experiment 1 (the baseline model) and Experiment 2, all with p 406 

< 0.001. Experiment 3’s exact match accuracy was not significantly different from Experiment 407 

4’s exact match accuracy (p = 0.963). 408 

Figure 3 shows accuracy within the top 20 model predictions for all four experiments. 409 

Accuracy of all experiments saw the sharpest increase within the top one (exact match) and top 410 

five model predictions, and then slower increase when allowing the remaining 15 chances to find 411 

the correct target. As stated previously, Experiments 3 and 4 achieved the highest performance of 412 

46.8% exact match accuracy on all paraphasias. Considering within five accuracy, experiment 4 413 

obtained 66.8% accuracy within its top five predictions, which was just one point higher than 414 

Experiment 3, which obtained 65.7% accuracy within top five predictions. Regardless of the 415 

number of top predicted targets we considered, the baseline performed the lowest, followed by 416 

Experiment 2 (trained on controls), and then the two experiments fine-tuned with PWA data 417 
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were our highest performing models. When looking across accuracy within top one through 20 418 

predictions, the difference in performance between Experiment 4 (fine-tuned on PWA and 419 

controls data) and Experiment 3 (fine-tuned on PWA data) was an increase of just one point or 420 

less. These findings indicate that performance between these two models was not significantly 421 

different. So, without loss of generality, we discuss Experiment 4 in more detail below. 422 

We explored the impact of clinical factors and intended target ambiguity on model 423 

performance by sequentially calculating accuracy of the test set stratified by these factors. 424 

Considering exact match accuracy, performance in Experiment 4 was higher (59.5%) on the 425 

paraphasias with targets humans all agreed upon and lower (34.2%) on the paraphasias with less 426 

than perfect agreement. A similar pattern emerged for human confidence, with higher accuracy 427 

(60.5%) on paraphasias with targets humans were more confident at identifying and lower 428 

accuracy (36.2%) on targets with lower human confidence. We also saw higher performance on 429 

sessions where the participant had a WAB-R AQ higher than the median (52.7% accuracy) 430 

versus those where the participant had a WAB-R AQ below the median (41.6% accuracy). 431 

Similarly, we saw higher performance on the participants with fluent aphasia (48.7% accuracy) 432 

than the participants with non-fluent aphasia (41.2% accuracy). Overall, the highest accuracy out 433 

of all test sets was on the paraphasias with high human confidence in target determination. For 434 

each of these four comparisons, the two test set stratifications (e.g., perfect human agreement vs 435 

imperfect human agreement) obtained significantly different performance levels according to the 436 

two-sided z-test for independent proportions (see Supplemental Table 1 in the Supplemental 437 

Material). P-values were all <= 0.001 except for the fluent versus non-fluent stratification, which 438 

had p = 0.016. The same directions of performance difference were seen for the accuracy within 439 

the top five predictions of these comparisons. The highest within-five accuracy out of all test set 440 
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stratifications was also seen for the above median human confidence paraphasias, which 441 

Experiment 4 got correct 76.8% of the time within the top five model predictions. 442 

Discussion 443 

In this study, we trained a LLM to automatically predict the intended targets for 444 

paraphasias in discourse during the Cinderella story retelling task. We tried various training data 445 

configurations and our two best performing experiments were fine-tuned using PWA data, with 446 

or without controls data, and achieved exact match accuracy 47%, and accuracy within top five 447 

predictions between 66-67%. Considering just one of these (Experiment 4, fine-tuned on PWA 448 

and controls data), the model performed better on paraphasias which had targets that were easier 449 

for humans to identify. It also performed better on paraphasias from participants with less severe 450 

aphasia and fluent aphasia. Overall, this work produced a relatively high performing model for 451 

automatically determining paraphasia targets in connected speech, while just using the 452 

surrounding context.  453 

Our baseline model achieved an overall exact match accuracy of 25.5%. This model, 454 

which was not fine-tuned to our data at all, was able to use its general-purpose recognition of 455 

language patterns to make some correct predictions, without having been exposed to the specific 456 

vocabulary and structure of the Cinderella story retellings. It is likely that the original corpus of 457 

text used in pre-training the LLM would have included examples of various forms of the 458 

Cinderella story, but to a much lesser degree had it been fine-tuned to it. The model used in 459 

Experiment 2, fine-tuned using data from control-group participants with the addition of 460 

synthesized paraphasias, improved by almost ten points beyond the baseline model with exact 461 

match accuracy 34.6%. In this experiment, the pre-trained LLM was specifically exposed to the 462 

vocabulary and structure of the Cinderella story, as well as the general task of filling in words in 463 
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it, but it was not exposed to any real-world examples of paraphasias. In contrast, Experiment 3, 464 

fine-tuned on just PWA data, saw a 21 point increase in exact match accuracy over the baseline 465 

model. Thus, training the model for this task required not just exposing the pre-trained model to 466 

the vocabulary of the Cinderella story, but also specifically examples of real-world paraphasias 467 

that occur in that task. Somewhat surprisingly, the model using both PWA data and controls data 468 

(Experiment 4) did not improve beyond the model fine-tuned with just PWA data (Experiment 469 

3). This likely indicates that the PWA data gave enough of that vocabulary knowledge to the 470 

LLM, and the controls data did not provide any further information. However, more work could 471 

be done to synthesize paraphasias in the controls data to make them more similar to real-world 472 

paraphasias. As described in the Control Data Augmentation subsection, we attempted to make 473 

them more “realistic” by only making content words paraphasias, but there are other possibilities 474 

that could be explored in future work: adding synthetic re-tracings, for example, as well as 475 

utilizing psycholinguistic variables (e.g. length in phonemes, frequency of occurrence, 476 

imageability, etc.) to produce more realistic synthetic training data.  477 

We found that human certainty about paraphasia targets was associated with model 478 

performance. Specifically, our best performing model (Experiment 4) performed significantly 479 

better on paraphasias with targets that humans were more confident on or had perfect agreement 480 

on. This association is reassuring and acts as a simple validity check, since it indicates that our 481 

trained models had an easier time with the more obvious targets. There is inherent ambiguity in 482 

determining targets for paraphasias in discourse. Half of the paraphasias had percent agreement 483 

below 100%, and in fact, average percent agreement on target identification was 76.8%. 484 

Moreover, this percentage agreement is only on the paraphasias for which we were able to 485 

resolve a target and excludes targets where ground truth could not be determined. Considering 486 
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76.8% agreement as a stand-in for the obtainable human accuracy on this task, obtaining 46.8% 487 

accuracy on paraphasias with known targets appears high. Relatedly, while the LLM was 488 

designed to rely exclusively on the surrounding language for its predictions, human raters had 489 

access to audiovisual recordings and transcripts and thus were able predict targets utilizing 490 

additional sources of information such as phonological similarity and gestures. 491 

We also found that, as expected, Experiment 4 saw significantly different performance 492 

between participants with above median severity and below median severity, according to the 493 

WAB-R AQ, with exact match accuracy 8.4% higher on participants with less severe aphasia. 494 

The exact reason for this difference in performance, whether it be factors such as increased 495 

occurrence of abandoned phrasings or multiple paraphasias from more severe participants, could 496 

be examined further. Relatedly, Experiment 4 performed significantly better on fluent 497 

participants than non-fluent participants. Our fluent (Wernicke, Anomic, Conduction, 498 

Transcortical Sensory, or non-aphasic by WAB-R) and non-fluent (Broca, Global, or 499 

Transcortical Motor) stratifications acted as a proxy for capturing paragrammatic and 500 

agrammatic aphasia types respectively. The non-fluent (and perhaps agrammatic) participants 501 

may have harder to identify targets because of a lack of content words and context for the LLM 502 

to rely on. However, we recognize limitations with this approach. We had substantially fewer 503 

training examples from non-fluent participants (449 paraphasias) than fluent participants (1666 504 

paraphasias), which may have impacted that performance difference.  Additionally, classification 505 

based on the WAB-R is not perfect as there is both classification error and considerable 506 

heterogeneity within groups. Finally, the mapping between fluency types and type of 507 

grammatical deficits is not perfect. Nonetheless, these stratifications of the test set provided 508 

some clues on what features impact performance and where the models can improve. It is also 509 
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possible that, particularly with more training data, separate models trained for use on specific 510 

types of aphasia could see higher performance and better clinical utility.  511 

After our quantitative analyses, we conducted an informal review of  Experiment 4’s 512 

output, observing some of the more apparent patterns. Some errors were rather unsurprising, like 513 

swapping similar verbs (e.g. “sweeping” for “cleaning”). Others were random and garbled (e.g. 514 

“Cinderellaipper” for “slipper”) and obviously a consequence of the text encoding constraints 515 

(see Appendix A). Where larger patterns stood out, though, they tended to point to a few 516 

peculiarities of the dataset. 517 

For example, about 26% of the samples in our dataset involved paraphasias which 518 

AphasiaBank had annotated as part of a “retracing” event. Retracing is when a speaker abandons 519 

a segment of speech and then retries that segment again (e.g. “Cinderella <put on> [//] tried on 520 

the slipper”). When a target word was involved in a retracing event, our LLM’s top-five 521 

accuracy for target prediction increased to 80% (vs. 62% when it was not).  Since we fill in all 522 

the paraphasia targets except the current target (see Model Training and Experiments) any other 523 

paraphasias in the immediate context would have been filled in with the correct target word, 524 

which provides an advantage for the task at hand. However, this can also work against the model 525 

when a target was not actually a part of a retracing event. Informally, we observed that the model 526 

sometimes incorrectly chose a word from the immediate context, predicting a retracing where 527 

there was none. 528 

Another peculiarity of our dataset was the storytelling task itself, marked by a Cinderella-529 

centric distribution of target words. Out of the 523 unique target words, about 30% of targets 530 

were one of five salient words from the fairy tale ( “Cinderella,” “prince,” “slipper,” “ball,” or 531 

“godmother”). For the most common word, “Cinderella” (265 examples, 11% of total), the LLM 532 
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was correct 170 times (64%) within the first guess and 227 times (86%) within five guesses. 533 

However, this advantage was largely canceled out when the correct target was not the 534 

protagonist’s name: the model incorrectly predicted “Cinderella” 157 times as a first guess, and 535 

443 times as a top-five guess. Looking at a subset of the data unaffected by the above factors, we 536 

find 233 samples which had a unique target word (occurring only once) and also were not part of 537 

a retracing event. The first-guess accuracy for these samples dropped from 39% to 15% between 538 

the baseline and fine-tuned models, respectively.  539 

These three patterns—predicting targets that were repeats from the surrounding context, 540 

frequently predicting common words from the task, and having difficulty with more rare 541 

words—are all consequences of fine-tuning a model. There is a tradeoff between the desirable 542 

outcome of improving performance by following common patterns in the training data and the 543 

loss in performance when new data points break that pattern; this is known as the bias-variance 544 

tradeoff and is well documented in machine learning literature (Geman et al., 1992; Belkin et al., 545 

2019). We employed techniques to reduce overfitting to the training data (data augmentation, 546 

cross validation, early stopping), but more strategies could be explored.  547 

Given the architecture of our LLM, we suspect various utterance-related measures would 548 

also influence target prediction accuracy for a given speaker and/or utterance. For example, we 549 

would predict that speakers with longer utterances, i.e., mean length of utterance in words, would 550 

be supplying the model with more linguistic information and therefore increase the likelihood of 551 

target prediction success. Another set of hypotheses relates to the quality of the speaker's 552 

utterances in terms of completeness, percentage of utterances that are complete sentences; 553 

correctness, percentage of syntactically and/or semantically correct sentences; complexity, 554 

number of embedded clauses per sentence, sentence complexity ratio (Thompson et al., 1995), 555 
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and verbs per utterance; as well as lexical diversity measures like type-token ratio and vocd 556 

(Malvern, Richards, Chipere, & Purán, 2004). As mentioned previously, these factors may 557 

further explain why performance was affected by fluency and aphasia severity. All of the 558 

aforementioned speaker outcome measures can be automatically calculated using CLAN 559 

software (MacWhinney, 2000), and we posit all of them would be positive predictors of target 560 

prediction accuracy. To deepen our understanding and interpretation of our results, therefore, a 561 

future direction of this work is to employ a generalized linear mixed effects model to test these 562 

hypothesizes and quantify the magnitude of any significant predictors.  563 

There are many other future directions for this work. Currently, we achieve 46.8% 564 

accuracy at predicting paraphasia targets by just using the text of the story, excluding the 565 

paraphasia. However, in many cases the details of the paraphasia itself would provide useful 566 

information for determining the target. In future work, we plan to develop a model that uses both 567 

the semantic context surrounding the paraphasia as well as the phonemes of the paraphasia itself 568 

to further improve predictive utility. Considering the difficulty of the task at hand, our 569 

performance using just the surrounding language is surprisingly high. However, as mentioned, 570 

the Cinderella retelling task is a highly constrained activity, with a much smaller expected target 571 

vocabulary than in standard speech. In the context of test and scale development for clinical 572 

assessment, when batteries typically include one or two specific stories, gains due to the 573 

constrained nature of the stimuli are advantageous. However, in the future, it could be beneficial 574 

to train models for less constrained tasks or more naturalistic speech. Additionally, these findings 575 

open up possibilities for novel applications that extend beyond assessment, such as augmentative 576 

and alternative communication systems. Finally, as previously mentioned, we intend to 577 

eventually extend ParAlg, our automated system for classifying paraphasias, to use it on 578 
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discourse. This work generates a preliminary model for the first step in that process: 579 

automatically identifying the most likely targets for paraphasias in discourse.  580 
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Figures 793 

Figure 1 794 

Data preparation pipeline 795 

 796 

Note. CHAT stands for Codes for the Human Analysis of Transcripts, and is a format for 797 

transcription. PWA stands for people with aphasia.  798 
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Figure 2 799 

Accuracy within top 1-20 predicted targets for experiments 1-4 800 

 801 

Note. PWA stands for people with aphasia.  802 
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Tables 803 

Table 1 804 

Clinical and demographic information for the 254 participants at their first session. 805 

Characteristic Value 
Age (years)  

M (SD) 61.916 (12.408) 
Min - Max 25.600 - 91.718 
Missing (N) 24 

Gender  
M (N) 133 
F (N) 100 
Missing (N) 21 

Race  
White (N) 201 
African American (N) 
Asian (N) 
Hispanic/Latino (N) 
Native Hawaiian/ Pacific Islander (N) 
Mixed (N) 
Unavailable (N) 

23 
2 
5 
1 
1 
21 

Education (years)  
M (SD) 15.498 (2.828) 
Min - Max 8.000 - 25.000  
Missing (N) 31 

Aphasia duration  
M (SD) 5.429 (4.829) 
Min - Max 0.080 - 30.000 
Missing (N) 24 

WAB-R AQ  
M (SD) 72.271 (17.992) 
Min - Max 10.800 - 99.600 
Missing (N) 11 

BNT-SF  
M (SD) 7.369 (4.512) 
Min - Max 0.000 - 15.000 
Missing (N) 32 

VNT  
M (SD) 15.000 (6.275) 
Min - Max 0.000 - 22.000 
Missing (N) 32 
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Note. WAB-R AQ is the Western Aphasia Battery-Revised Aphasia Quotient (Kertesz, 2012). 806 

BNT-SF is the raw score from the Boston Naming Test-Short Form (Kaplan et al., 2001). VNT 807 

is the raw score from the Verb Naming Test (Cho-Reyes et al., 2012).  808 
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Table 2 809 

Descriptions of experiments 1-4 810 
Experiment 
Number 

Experiment 
Name Description Training data Testing data 

1 Baseline Pre-trained LLM, 
without any fine-tuning 
to our data 

N/A PWA testing 
data 

2 Controls Pre-trained LLM, fine-
tuned using all data from 
the control participants 
of the Cinderella story 
task 

Controls training 
data 

PWA testing 
data 

3 PWA Pre-trained LLM, fine-
tuned using all PWA 
data from the Cinderella 
story task 

PWA training 
data 

PWA testing 
data 

4 Controls + 
PWA 

Pre-trained LLM, fine-
tuned using all data from 
the control participants 
and PWA, from the 
Cinderella story task 

Controls training 
data + PWA 
training data 

PWA testing 
data 
 
 
 

Note. PWA stands for people with aphasia. LLM stands for large language model. Note that all 811 

models are tested on PWA testing data.  812 

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted June 22, 2023. ; https://doi.org/10.1101/2023.06.18.23291555doi: medRxiv preprint 

https://doi.org/10.1101/2023.06.18.23291555


 

   
 

Table 3 813 

Experiment 1: Baseline 814 

Test set Number of 
paraphasias 

Accuracy 
exact match 

Accuracy 
within 5 

All paraphasias 2489 0.255 0.379 

Human agreement = 100% 1244 0.309 0.405 

Human agreement < 100% 1245 0.201 0.353 

Human confidence > median (3.3) 1089 0.319 0.419 

Humans confidence <= median (3.3) 1400 0.206 0.348 

WAB-R AQ > median (74.6) 1039 0.294 0.410 

WAB-R AQ <= median (74.6) 1076 0.204 0.325 

Fluent participants 1666 0.261 0.385 

Non-fluent participants 449 0.198 0.301 

Note. WAB-R AQ is the Western Aphasia Battery-Revised Aphasia Quotient (Kertesz, 2012). 815 

Fluent participants are those with Wernicke, Anomic, Conduction, or Transcortical Sensory 816 

aphasia, or those considered “non aphasic” by the WAB-R. Non-fluent participants are those 817 

with the Broca, Global, or Transcortical Motor aphasia. 48 out of 353 total sessions had 818 

unavailable WAB-R results and were excluded just from analyses involving WAB-R scores. 819 

Accuracy exact match refers to the top model prediction of target word matching the human-820 

identified target word. Accuracy within 5 refers to the human-identified target word being one of 821 

the top five model predictions.  822 
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Table 4 823 

Experiment 2: Fine-tuned on controls data 824 

Test set Number of 
paraphasias 

Accuracy 
exact match 

Accuracy 
within 5 

All paraphasias 2489 0.346 0.517 

Human agreement = 100% 1244 0.436 0.600 

Human agreement < 100% 1245 0.255 0.434 

Human confidence > median (3.3) 1089 0.453 0.614 

Humans confidence <= median (3.3) 1400 0.263 0.441 

WAB-R AQ > median (74.6) 1039 0.398 0.580 

WAB-R AQ <= median (74.6) 1076 0.290 0.453 

Fluent participants 1666 0.362 0.543 

Non-fluent participants 449 0.274 0.414 

 825 
Note. WAB-R AQ is the Western Aphasia Battery-Revised Aphasia Quotient (Kertesz, 2012). 826 

Fluent participants are those with Wernicke, Anomic, Conduction, or Transcortical Sensory 827 

aphasia, or those considered “non aphasic” by the WAB-R. Non-fluent participants are those 828 

with the Broca, Global, or Transcortical Motor aphasia. 48 out of 353 total sessions had 829 

unavailable WAB-R results and were excluded just from analyses involving WAB-R scores. 830 

Accuracy exact match refers to the top model prediction of target word matching the human-831 

identified target word. Accuracy within 5 refers to the human-identified target word being one of 832 

the top five model predictions.  833 
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Table 5 834 

Experiment 3: Fine-tuned on PWA data 835 

Test set Number of 
paraphasias 

Accuracy 
exact match 

Accuracy 
within 5 

All paraphasias 2489 0.468 0.657 

Human agreement = 100% 1244 0.595 0.767 

Human agreement < 100% 1245 0.342 0.548 

Human confidence > median (3.3) 1089 0.605 0.768 

Humans confidence <= median (3.3) 1400 0.362 0.571 

WAB-R AQ > median (74.6) 1039 0.527 0.703 

WAB-R AQ <= median (74.6) 1076 0.416 0.621 

Fluent participants 1666 0.487 0.670 

Non-fluent participants 449 0.412 0.626 

Note. PWA stands for people with aphasia. WAB-R AQ is the Western Aphasia Battery-Revised 836 

Aphasia Quotient (Kertesz, 2012). Fluent participants are those with Wernicke, Anomic, 837 

Conduction, or Transcortical Sensory aphasia, or those considered “non aphasic” by the WAB-R. 838 

Non-fluent participants are those with the Broca, Global, or Transcortical Motor aphasia. 48 out 839 

of 353 total sessions had unavailable WAB-R results and were excluded just from analyses 840 

involving WAB-R scores. Accuracy exact match refers to the top model prediction of target 841 

word matching the human-identified target word. Accuracy within 5 refers to the human-842 

identified target word being one of the top five model predictions.  843 
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Table 6 844 

Experiment 4: Fine-tuned on controls and PWA data 845 

Test set Number of 
paraphasias 

Accuracy 
exact match 

Accuracy 
within 5 

All paraphasias 2489 0.468 0.668 

Human agreement = 100% 1244 0.572 0.767 

Human agreement < 100% 1245 0.363 0.569 

Human confidence > median (3.3) 1089 0.600 0.792 

Humans confidence <= median (3.3) 1400 0.365 0.572 

WAB-R AQ > median (74.6) 1039 0.510 0.700 

WAB-R AQ <= median (74.6) 1076 0.426 0.638 

Fluent participants 1666 0.478 0.681 

Non-fluent participants 449 0.425 0.624 

Note. PWA stands for people with aphasia. WAB-R AQ is the Western Aphasia Battery-Revised 846 

Aphasia Quotient (Kertesz, 2012). Fluent participants are those with Wernicke, Anomic, 847 

Conduction, or Transcortical Sensory aphasia, or those considered “non aphasic” by the WAB-R. 848 

Non-fluent participants are those with the Broca, Global, or Transcortical Motor aphasia. 48 out 849 

of 353 total sessions had unavailable WAB-R results and were excluded just from analyses 850 

involving WAB-R scores. Accuracy exact match refers to the top model prediction of target 851 

word matching the human-identified target word. Accuracy within 5 refers to the human-852 

identified target word being one of the top five model predictions.  853 
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Appendix 854 

Appendix A: Details of Masking and Decoding 855 

To encode our inputs and outputs into a discrete numerical form recognizable to our 856 

specific choice of LLM, the text is encoded as sub-word units called SentencePieces (Kudo & 857 

Richardson, 2018). For example, the word “slipper” is represented by two tokens: “sl” and 858 

“ipper”. The SentencePieces algorithm identifies token boundaries using an unsupervised 859 

statistical algorithm, and its outputs reflect patterns of corpus frequency rather than morphology 860 

or any other linguistic principle (though, in practice, on English text there is often some 861 

incidental overlap with morphology). For most purposes, these SentencePieces and their contents 862 

are an implementation detail, encoded and decoded automatically by tools included with the 863 

language modeling software. However, the detail is relevant to two of our methodological 864 

choices. First, due to input and output constraints imposed by the architecture of the baseline 865 

model, each target word was masked with as many [MASK] tokens as corresponded to its 866 

SentencePiece-encoded length. Relatedly, upon decoding our model’s target word predictions, 867 

the model produced as many SentencePieces as there were [MASK] tokens in the input 868 

sequence. In other words, for our present experimental setup, the model could not produce a 869 

prediction with too many or too few SentencePieces. Second, for outputs requiring more than 870 

one SentencePiece, we decoded the output using a standard technique known as “beam search” 871 

(Lowerre, 1976). Given that the number of possible SentencePiece permutations grows 872 

exponentially with each additional [MASK] token, a beam search allows us to efficiently identify 873 

possible combinations of SentencePieces by estimating conditional probabilities for only the n 874 

most likely tokens at each step in the sequence. We used a limit (“beam width”) of n=20 while 875 

decoding our model’s output. 876 
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Supplemental Material 877 

Supplemental Table 1 878 

Two-sided z-tests for independent proportions for test set stratifications of exact match accuracy 879 

for all experiments 880 

Exp Comparison z p 

1. Baseline 

Human agreement = 100% vs Human agreement < 100% 4.891 <0.001 

Human confidence > median vs Human confidence <= 
median 

5.692 <0.001 

WAB-R AQ > median vs WAB-R AQ <= median 4.170 <0.001 

Fluent participants vs Non-fluent participants 2.879 0.004 

2. Controls 

Human agreement = 100% vs Human agreement < 100% 8.471 <0.001 

Human confidence > median vs Human confidence <= 
median 

9.532 <0.001 

WAB-R AQ > median vs WAB-R AQ <= median 5.795 <0.001 

Fluent participants vs Non-fluent participants 4.746 <0.001 

3.  
PWA 

Human agreement = 100% vs Human agreement < 100% 11.353 <0.001 

Human confidence > median vs Human confidence <= 
median 

11.121 <0.001 

WAB-R AQ > median vs WAB-R AQ <= median 4.793 <0.001 

Fluent participants vs Non-fluent participants 2.581 0.010 

4. Controls 
+ PWA 

Human agreement = 100% vs Human agreement < 100% 10.336 <0.001 
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 Human confidence > median vs Human confidence <= 
median 

11.783 <0.001 

WAB-R AQ > median vs WAB-R AQ <= median 3.335 0.001 

Fluent participants vs Non-fluent participants 2.419 0.016 

Note. Exp stands for experiment. PWA stands for people with aphasia. WAB-R AQ is the 881 

Western Aphasia Battery-Revised Aphasia Quotient. Fluent participants are those with 882 

Wernicke, Anomic, Conduction, or Transcortical Sensory aphasia, or those considered “non 883 

aphasic” by the WAB-R. Non-fluent participants are those with the Broca, Global, or 884 

Transcortical Motor aphasia. 48 out of 353 total sessions had unavailable WAB-R results and 885 

were excluded just from analyses involving WAB-R scores. 886 
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