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ABSTRACT

We study how decisions to lie extend to risky environments. We provide experimental evidence from a sender-receiver game where there is uncertainty over the amount by which a sender’s lie reduces its receiver’s payoff, which is known only to potential liar. Even though all reduction amounts are equiprobable, ex-post beliefs elicited from senders suggest that, unlike truth-tellers, most liars underestimate the extent of the actual reduction in the receiver’s payoff and appear to exploit this self-serving bias, resulting in substantially more lying relative to a baseline treatment without the uncertainty. Subsequent treatments confirm the bias by either providing additional evidence or by removing possible confounds. An intervention treatment nudging senders toward correcting the bias reduces lying.
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1. Introduction

The consequences of a lie for the party lied to are often subject to uncertainty. When deciding to tell a “black lie” – lies that financially benefit the liar at the expense of the person lied to (Gneezy, 2005) – potential liars may not always know with certainty the amount by which their lie would reduce the material payoff of the person lied to. In many situations, potential liars only know the distribution of possible amounts that ultimately governs the size by which their lie would reduce the payoff of the other person. To organize ideas, consider the vignette below, borrowed from Gneezy (2005) with changes to fit our research:

Mr. Johnson is about to close a deal and sell his car for $1,200. The engine's oil-pump does not work well, and if Mr. Johnson doesn’t tell the buyer, the engine will overheat on the first hot day, resulting in equally likely damages (the cost of fixing the pump) of either $300 or $500 for the buyer. Being winter, the only way the buyer can learn about this now is if Mr. Johnson were to tell him. In that case, Mr. Johnson will have to reduce the price by at least $300. If Mr. Johnson doesn’t tell the buyer, the buyer will learn about it only on the next hot day, resulting in equally likely damages of either $300 or $500.

The same pattern of uncertain consequences of lying may arise in markets for “green goods”, expert financial advice, and medical treatments, to name a few. Common to all of these examples and the vignette above is that an informed party’s lie can raise own material payoff and reduce the uninformed party’s material payoff, albeit stochastically rather than deterministically. Using Gneezy (2005) type sender-receiver cheap-talk games, we study how the presence of uncertain consequences of a black lie affects people’s decision to tell such a lie. Studying this topic is important not only because such situations are pervasive in real life, but also because experiments have shown that people pursue selfish interests by favoring self-serving interpretations of risk and ambiguity (Haisley and Weber, 2010;
Konow, 2000) or adopting self-serving responses to objective risk (Exley, 2015). In essence, these studies show that people often exploit uncertainty to form subjective beliefs vis-à-vis objective risks as these willful self-interested distortions seem to diminish the severity of the material harm that their actions impose on others and thus help people resolve conflict between what is morally right and what is personally profitable in favor of the latter. While above studies and the related literature examine how self-serving readings of objective risks facilitate selfish behavior in situations involving distributional fairness, they do not explore situations allowing for possible untruthful behavior, and therefore, little evidence has been presented about whether uncertainty of the kind we explore here is likewise susceptible to systematic manipulations by people that help them act more dishonestly.¹

To precisely tease out the effect of aforesaid type of uncertainty on untruthful behavior, we design treatments that may or may not embed uncertain outcomes for the recipient of a black lie. In our Control treatment, the sender who is the informed party can send a (costless) message recommending the receiver to choose one of the following two payoff options that is supposed to maximize the receiver’s income: \((\pi_s, \pi_r) = ($5, $19)\) or \(($12, $5)\). Upon reading the message, the receiver chooses one of the options that determines each party’s final payoff. Since the receiver is uninformed about the payoff consequences

¹ There exists an experimental literature that uses dictator, bargaining, social dilemma and other types of allocation games to show that people use a variety of excuses, before or after their selfish decisions, to maximize own income. While in the studies cited above excuses are driven by self-serving interpretations of risk and ambiguity, the following studies document excuses that are not driven by subjective manipulations of risk or ambiguity and instead these excuses take many other forms such as people avoid learning how their choices affect others (Bartling et al., 2014; Grossman, 2014; Dana et al., 2007); people develop self-serving biases in bargaining decisions (Babcock and Loewenstein, 1997; Messick and Sentis, 1979); or people rely on the possibility that their decisions did not generate the unfavorable outcome (Falk and Szech, 2013; Linardi and McConnell, 2011; Andreoni and Bernheim, 2009). Grossman and Van der Weele (2017) provide an excellent review of this literature. We are thankful to an anonymous reviewer for bringing these studies to our attention. There are a few theories arguing that people treat moral dispositions as constraints in order to attain selfish goals which they try to circumvent whenever possible (Dahl and Ransom, 1999; Rabin, 1995).
(for both the parties) of each of the two options, the sender has an incentive to lie (i.e. recommend the second option) to maximize own income. If the receiver believes in the message and chooses accordingly, then the lie reduces the receiver’s payoff by $14 with certainty. In our Uncertainty treatment, with everything else being the same, believing in the same lie fetches the receiver either $8 or $2, realized as per the outcome of a (fair) coin toss. Thus, the lie reduces the receiver’s payoff probabilistically, by either $11 or $17, with an expected loss of $14. Given that receivers behave the same way, the expected consequences of the lie are the same for both parties across two treatments. By studying the frequency of lying decisions with and without the uncertainty, we address the question of how preferences for dishonesty respond to uncertain outcomes than to a certain outcome for the affected party.

We discover that people are significantly more likely to tell a lie, 29 percentage-points more lies to be exact, if the negative impact of their lie on the recipient is probabilistic rather than deterministic. For our Uncertainty treatment, we elicit senders’ belief, in an incentive compatible manner, about the coin toss outcome after they have sent their message. The data reveal that untruthful senders’ average belief that the coin toss would reduce the receiver’s payoff by $11 as opposed to $17 is significantly higher than 50% whereas the same for the truthful senders in that treatment stands exactly at the objective likelihood of 50%. Thus, we gather preliminary evidence that the effect of uncertainty on immoral behavior operates via senders’ biased belief about the $8 outcome.

To further explore the extent of the bias in untruthful senders’ belief and also to rule out alternative explanations, we conduct additional experiments with a game that includes elements from above two games (called the Smaller-reduction treatment) and a modified dictator game that involves uncertain payoff for the recipient for one of the dictator’s choices
(called the Dictator treatment). The data from these additional treatments yield two corroborating insights. First, some of the untruthful senders’ belief in the Uncertainty treatment may have been so self-servingly biased in favor of the $11 reduction that they virtually ignored the possibility of the $17 reduction in the receiver’s payoff. Second, the higher incidence of lying in the Uncertainty treatment is not attributable to untruthful senders’ risk-seeking preferences over the receiver’s money. We design a final treatment, the Nudging treatment, to test if a context-relevant subtle cue would mitigate the belief-driven bias and thereby reduce the rate of dishonesty in the presence of the uncertainty. Precisely, we elicit senders’ belief about the coin toss outcome before they decide to lie (or not). We find that the gentle nudge mends senders’ belief toward the objective likelihood of the coin toss outcome and generates a level of lying that is statistically identical to that in the Control treatment.

As a whole, we conclude that it is the untruthful senders’ biased belief that produces higher incidence of lying in the Uncertainty treatment. To arrive at this conclusion, first we rule out a potential confound, namely untruthful senders’ risk-seeking preferences over the receiver’s money, based on the results of the Dictator treatment. Second, results from the Nudging treatment extend further support to our conclusion: when senders’ belief about the likelihood of the $11 reduction in the receivers’ income coincides with the objective risk, rate of lying drops to the level that is statistically identical to that in the Control treatment. Finally, we estimate regression models using data from the Nudging and Uncertainty treatments and the results confirm that a biased sender-belief increases lying significantly.

Liars’ biased belief brings to the forefront the question of whether their adoption of a biased view of the objective risk is an ex-ante or an ex-post phenomenon. While the ex-
ante interpretation contends that such biased belief is the upshot of a deliberation by the untruthful senders on the likelihood of the $8 outcome before rather than after their decision to lie, the ex-post interpretation posits that the biased belief is a manifestation of untruthful senders engaging in mental excuses to maintain a positive self-image after having lied. We evaluate both interpretations, but available evidence does not allow us to favor one explanation over the other. Although we cannot precisely pin down the timing of formation of the biased belief in the Uncertainty treatment, we are still able to demonstrate that the uncertainty over the receiver’s payoff in the Uncertainty treatment leads to more lying via the channel of biased belief which our belief elicitation technique captured.

With this, we contribute to three distinct strands of literature. Our first contribution is to a large experimental literature mostly drawing on Gneezy (2005). This body of literature has established that people exhibit substantial “lying aversion”, although this psychological trait has been found to be sensitive to a variety of economic factors.\(^2\) Despite these advances, economists so far have not studied how preferences for dishonesty extend to uncertain environments. Our study advances the literature by examining the role of uncertainty in preferences for honesty.

Our second contribution is to an emerging literature presenting evidence that people often make excuses before or after their selfish acts to pursue self-regarding motives at

\(^2\) See Gneezy (2005) and Fischbacher and Föllmi-Heusi (2013) for an entry into this literature. The results from these two studies have been attributed to “lying aversion” (Gneezy, 2005, p. 392); “guilt aversion” (Battigalli et al., 2013); as well as individuals’ concern for reputation of appearing honest before others (Abeler et al., 2016); and the size of the lie in terms of reputation (Gneezy et al., 2016). Lying aversion has been found to be sensitive to factors such as certain monetary consequences of lies for both the liar and the affected party (Gibson et al., 2013; Freeman and Gelber, 2010; Gneezy, 2005), lying via truth-telling (Sutter, 2009), social contagion effects (Innes and Mitra, 2013), bargaining for a better price (Dugar and Bhattacharya, 2018); an appeal for honesty (Pruckner and Sausgruber, 2013), gender (Dreber and Johanneson, 2008), size of the lie (Dugar and Bhattacharya, 2017; Gneezy et al., 2016; Fischbacher and Föllmi-Heusi, 2013; Lundquist et al., 2009), cooperation in prior play (Ellingsen et al., 2009), reputation for honesty (Abeler et al., 2016), and impacts of prior unfair treatments on lying (Gawn and Innes, 2018; Houser et al., 2012).
others’ expense (see footnote 1). We add to this literature by documenting that systematic self-serving interpretations of objective risk can also be exploited to act more untruthfully.

Our third contribution is to a thin but growing body of literature demonstrating that in different strategic environments providing subtle moral reminders or cues just before people face the temptation to make selfish choices at others’ and sometimes even at one’s own expense can significantly reduce self-interested behavior or increase prosocial behavior (Chen and Gesche, 2016; Pruckner and Sausgruber, 2013; Shu et al., 2012; Bateson et al., 2006; Rigdon et al., 2009; Babcock et al., 1995). Rabin (1995) theoretically studies self-serving biases in moral reasoning and recommends “salience injection” as a possible antidote to improve a person’s moral conduct. Thaler and Sunstein (2003) advocate “libertarian paternalism” whose aim is to alter individual behavior without removing any existing options or significantly modifying economic incentives or curtailing people’s freedom of choice. Researchers in judgement and decision-making also suggest that when morality and self-interest clash, external interventions may mitigate such biases (Moore et al., 2010; Pronin, 2007; Chugh et al., 2005; Pronin et al., 2002). Our intervention treatment adopts the general strategy as laid out in above studies and offers a new candidate that qualifies as a morality-improving nudge.

2. Related Literature

Psychologists have long been interested in the role of self-serving biases in decisions with moral underpinnings. Our primary argument that untruthful senders’ biased belief facilitates lying accords well with Festinger’s (1957) theory of cognitive dissonance which states that when opposing motivations (e.g. maximize own payoff and also minimize harm to others) clash, individuals may alleviate the resultant psychological discomfort by holding
self-centered belief(s) or by adjusting their actions to avoid the discomfort. Messick and Sentis (1979) show in an experiment that when individuals decide on fair wage allocations, they claim more money for themselves than other individuals for identical work. Similar evidence of self-serving actions has been observed in the perceptions of a fair settlement in hypothetical disputes in which perceivers play the role of plaintiff or defendant (Babcock et al., 1995; Loewenstein et al., 1993). Bocian and Wojciszke (2014) allow their subjects to observe other individuals’ counter-normative behavior (breaking a rule or cheating for gain), which was judged as immoral. However, this judgment became much more lenient when the observers could make financial gains from the same counter-normative behavior. The impact of self-interest on moral judgments thus can be mediated by people’s financial gains from those immoral acts. Trivers (2011) argues that people try to assure themselves that serving self-interest does not contravene their moral principles. Studies on moral hypocrisy (Batson et al., 2002; Batson and Thompson, 2001) show that people behave in a selfish but immoral way when moral behavior would incur even mild costs. Yet, people like to keep a facade of morality and often self-indulgently believe this pretense.

In economics literature, Exley (2015) designs a laboratory experiment to investigate whether prospective donors use risk as an excuse for not giving to charities. In her design, subjects make four types of binary decisions in all four combinations of risky or certain payoffs for themselves and risky or certain payoffs for a charity. When subjects face zero tradeoff in payoffs between themselves and the charity (i.e. when they cannot use risk as an excuse for not giving) they exhibit similar patterns of risk aversion in self lotteries and charity lotteries. By contrast, when subjects face a tradeoff between the two payoffs (i.e. when they could resort to risk as an excuse for not giving) they exhibit more risk-aversion
with regard to charity-risk relative to self-risk. The study concludes that subjects overweight the likelihood that charity lotteries return zero-dollar payoffs and use this as an excuse to choose certain amounts for themselves over charity lotteries and thus donate less. Relatedly, Exley (2018) finds that people exploit poor charity performance as an excuse for not giving.

Another study that is also closely related to ours is Haisley and Weber (2010) who show that people who want to increase their own income but also want to keep up a pretense that they are behaving fairly, will self-servingly overestimate the expected value of their matched recipient’s income in dictator games involving a choice between a “fair” option and an “unfair” option. The fair option gives both subjects relatively equal allocations, while the unfair option gives more to the dictator and less to the recipient, and also makes the recipient’s allocation dependent on a lottery with known probabilities (objective risk) or with unknown probabilities (ambiguity) even though the objective distributions of outcomes are identical in the two lotteries. They find that dictators choose the unfair option more frequently under the ambiguous lottery than under the simple lottery, and dictators’ estimates of the expected value of the recipients’ allocations are inflated under the ambiguity, indicating that dictators are more likely to form self-serving belief about ambiguity.

Dana et al. (2007) demonstrate that uncertainty over the negative consequences of one’s behavior can open ‘moral wiggle room’. In their Hidden Information treatment each dictator receives $6 for choosing option A and $5 for choosing option B, but the receiver’s payoffs from A and B are determined by a coin flip prior to the game: could be $1 and $5, respectively (as in the Baseline), or flipped ($5 and $1, respectively). The dictators could learn the receiver’s true payoffs costlessly by clicking a button, although that decision was kept private from the receiver. The treatment thus allows a dictator to remain ignorant to the
exact consequences to the recipient. The dictators choose more unfair choice (i.e., A) (63% compared to 26% in the Baseline) and more than 50% choose to remain ignorant. Those who do not reveal all choose option A. The authors’ interpretation is that uncertainty about the consequences of one’s action is a ‘veil’ that allows people to make selfish choices while maintaining the illusion that one is a non-selfish type.

Clots-Figueras et al. (2015) study lying behavior in a modified Trust game with cheap-talk wherein receivers always knew the true value of the multiplier, $k$, while senders only had information about the distribution of $k$. They find that a large fraction of the receivers lie about the true value of $k$ and close to half of all the senders are gullible and transfer more than the average amount. Thus, their study shows that a specific type of uncertainty can lead to greater lying in situations involving trust.

While the above studies are most closely related to our work, there are other studies in the economics literature that also examine the role of self-serving biases albeit in contexts that are arguably distinct from ours or the studies mentioned above. Rodriguez-Lara and Moreno-Garrido (2012) study how competing justice principles (egalitarian, accountability and libertarian) account for dictators’ choices in situations where the dictator and the receiver differ in their relative contributions to the earned surplus available to the dictator to divide. They find that dictators behave according to the “most selfish” of the justice principles and conclude that principles of justice impose constraints on selfish agents which they attempt to bypass by adopting the principle that best serves their material interest.

Rustichini and Villeval (2014) study moral hypocrisy in an experiment where subjects are asked to make hypothetical choices in Dictator, Ultimatum and Trust games and also make judgments regarding the fairness and unfairness of all possible transfers in these
games. After a week, the same subjects play the same games for real money and make similar judgements, which allows the authors to measure the divergence, if any, between the actual and hypothetical choices and also examine whether the later fairness judgments conform more to the initial fairness judgments or to the actual choices. The authors find that the actual choices violate the initial fairness judgments, and the later fairness judgments gravitate to the actual choices. They interpret the evidence of self-deceptive tweaking of judgments to actual choices as moral hypocrisy.

Finally, we connect to a body of literature in economics that analyzes how people can use informational asymmetry deceptively to maximize own payoff. Specifically, a number of laboratory experiments have examined the effect of private information on bargaining outcomes using either a standard or a modified version of the ultimatum game with one-sided incomplete information (e.g. Güth and Huck, 1997; Croson, 1996; Güth et al., 1996; Kagel et al., 1996; Pillutla and Murnighan, 1996; Rapoport et al., 1996a; Rapoport and Sundali, 1996b; Straub and Murnighan, 1995; Mitzkewitz and Nagel, 1993). These studies make potential values of the pie and their probabilities commonly known to both proposer and responder, however, only the proposer learns which value of the pie has been realized.3 These papers broadly demonstrate a result which has come to be known in the literature as “hiding behind the cake effect”: even when the pie size is relatively large, proposers use the information asymmetry self-servingly to make significantly lower offers and responders accept such offers. Recently, Ockenfels and Werner (2012) conduct a dictator game experiment on the Internet in collaboration with a German newspaper. Individuals playing in the role of recipients either knew or did not know the size of the cake.

3 Of course, these studies differ along several dimensions each of which raises an important question in the context of the literature. However, we desist from an in-depth discussion of them here.
to be distributed by the dictator. The treatments vary in terms of whether recipients were
informed only about the amount dictators gave to them or were also informed about the
realized cake size after the experiment. If dictators were only concerned about maximizing
own income, they would not care about what recipients knew about the cake size. By
contrast, dictators who care about being perceived as fair would tend to hide behind the large
cake when recipients are only incompletely informed. They find that some dictators hide
behind the large cake, showing that these dictators care about what recipients believe. As
implicit in our descriptions of the related literature, there is virtually no study that
investigates uncertain consequences of a lie and the interplay between biased beliefs and
lying in this environment.\footnote{There is a literature on principal-agent games where the degree of uncertainty on whether agent can be blamed for the payoff loss of principal was varied to disentangle simple guilt and guilt from blame (see Charness and Dufwenberg 2006, Vanberg 2008). However, their main focus is not on the nature and extent of lying.}

3. The Experiment

The Games and Treatments

Table 1 describes the two one-shot games we employ. As mentioned in the previous
section, players play these games in a pair of sender-receiver. Each game begins with the
sender recommending one of the two options (payoff distributions), labeled as A and B, to
his receiver by sending her one of the two cheap-talk messages given below.

Message-A: “Option A will earn you (my receiver) more money than Option B”
Message-B: “Option B will earn you (my receiver) more money than Option A”.

As stated before, the sender is informed while the receiver is uninformed of the
payoff distribution under each option. After receiving the message from her sender, which
is the only piece of information the receiver ever obtains, the receiver chooses between A
and B, which determines each party’s payoff. The receiver only learns about her own earnings but not about any other payoffs to either player in the game. As a result, she remains uninformed about the payoff distributions of the options even after the game is over and never learns whether she has been lied to. The sender knows that the receiver remains in the dark throughout. This is the general structure of all of our games.

The game *Control* is a deception game introduced by Gneezy (2005). Payoff wise A is the advantageous option for the receiver while B is the advantageous one for the sender. Message-B, therefore, is untruthful. The lie, if told and believed, raises the sender’s payoff by $7 (= $12 – $5) while it reduces the receiver’s payoff by $14 (= $19 – $5).  

The second game, *Uncertainty* – the mainstay of our research question – is designed to examine if the sender’s decision to lie is affected by uncertain consequence of the lie. The payoffs under Option A are the same between *Control* and *Uncertainty*. The difference is that the receiver’s payoff under Option B in the *Uncertainty* treatment is stochastic – either $8 ($3 more than $5 in *Control*) or $2 ($3 less than $5 in *Control*) with equal probabilities – resulting in an expected payoff of $5. Message-B is still untruthful but if the sender lies and the receiver believes, it reduces the receiver’s payoff by either $11 (= $19 – $8) or $17 (= $19 – $2); the mean damage to the receiver is still $14. The sender’s potential benefit from the lie also remains the same at $7. On the expectation, the consequence of the lie is

---

5 To remain neutral with labeling, we varied the option labels (A or B) across senders in the experiment. For some senders, Message-A was truthful, and for others, Message-B was truthful. For expositional simplicity, however, we will assume throughout the study that Message-B is untruthful.

6 For the sake of expositional simplicity, we will be assuming throughout this section that the receiver acts upon the message s/he receives. That is, if the sender recommends message A (B), then the receiver chooses option A (B). In the past experiments (for example, Innes and Mitra, 2013; Gneezy, 2005), about 80% of the receivers followed the recommendations of the receivers. This is also true in our experiment.

7 Gneezy (2005) shows that senders’ propensity for untruthfulness increases with the potential benefit from such untruthfulness, and decreases with the potential damage imposed on the receiver. Using a dictator control treatment, he also shows that decision-making in the deception game is not the same as in the dictator game, as there is a psychological cost to lying in the deception game.
exactly the same between these two games. Below we describe our treatments that correspond to these two games.

**The Procedures**

We conducted two to four experimental sessions for each treatment presented in Table 1. In each session, we recruited an even number of subjects who participated in one and only one of the treatments for a single-shot play of the relevant deception game. Half of them were randomly assigned the role of the sender and the other half the role of the receiver. The two groups were seated in separate rooms and were never at the same place at the same time. Two paid monitors, one in each room, were randomly recruited from the subject pool in each session to assist the experimenter. In total, we recruited 89 pairs of sender-receiver for the two treatments. All experimental sessions were conducted at the San Diego State University, US. Only undergraduate students without any prior knowledge of Gneezy (2005) type deception experiments were recruited.

After a group arrived at the designated room, each subject was randomly assigned a registration number in a double-blind protocol. That is, the registration number remained anonymous not only to other subjects, but also to the experimenter. The registration numbers were used to randomly match a sender to a receiver. Each subject was then given a copy of the instructions and, in addition, the experimenter read aloud the instructions. Then all questions from the subjects were answered in private. The rest of the procedures in a session differed between the two treatments. In the Control treatment, the session moved to the sender’s decision-making stage at this point: each sender was given a “Message card” which had Message-A and Message-B printed on it; the sender simply had to circle the message that he wished to send and then put the card face down.
The *Uncertainty* treatment involved one additional step *before* the senders made their decision: we (the experimenter together with the monitor) determined each receiver’s payoff in the uncertain situation by tossing a coin. The results of the draws were recorded but were not shared with the senders during the experiment. The instructions explained all of these rules of the experiment. Copies of the instructions are available in the Appendix.

After we were done with the randomization, the senders in the *Uncertainty* treatment made their decision using the Message cards the same way as in the *Control* treatment. Once all senders were done making their decision, the cards were collected and the experimenter carried those to the receivers’ room. Each sender’s Message card was then privately passed on to his/her matched receiver. In all treatments while collecting the Message cards, they were kept face down so that the experimenter cannot map the choices to the senders. Notice that the decision-making process from the perspective of the receivers was identical between the two treatments as they were unaware of the payoffs under each option. After reading the message, each receiver chose between the two options on a piece of paper. Payments for all subjects were determined and were made privately, in cash, and in a sequential manner. To maintain anonymity, we placed subjects’ earnings in separate envelopes with registration numbers written on them and laid them on a table. Subjects (both senders and receivers) picked up their envelopes on their way out.

The senders in the *Uncertainty* treatment responded to an incentive-compatible belief elicitation questionnaire *after* they made their decision to lie (or not) and before they received their final payments. Our procedure closely followed the one used in Vanberg (2008). The questionnaire asked them to guess if the coin toss resulted in the larger or the smaller payoff for their respective receiver by choosing from the five options in Figure 1.
The payoff for each option depended on the actual outcome of the coin toss for each sender-receiver pair and was calculated using a quadratic scoring rule (Schlag et al., 2015; Rey-Biel 2009; Costa-Gomes and Weizsäcker 2008; Nyarko and Schotter 2002; McKelvey and Page 1986; Brier 1950). Anonymity of all the subject decisions was strictly maintained; senders and receivers never learned each other’s actual identity during or after the experiment. In addition, the receivers never had the opportunity to find out, during or after the experiment, whether the sender was truthful. The monitors were specifically instructed to maintain anonymity and prevent any form of communication among the subjects.

Hypotheses

When a sender lies to his receiver and if the lie is believed, the certain reduction in the receiver’s payoff in the Control treatment and the expected reduction in the Uncertainty treatment are the same ($14), while the sender benefits by the same amount ($7). Based on the findings in the literature (Mitra and Shahriar, 2018; Innes and Mitra, 2013; Gneezy, 2005) one would expect the extent of untruthfulness to be the same in these two treatments unless uncertain consequences of a lie affect sender behavior in the Uncertainty treatment in any significant way.

In accordance with our discussions in Sections 1 and 2, we hypothesize that the uncertain consequences in the Uncertainty treatment may provide the senders with a scope to form biased belief which can be self-serving in nature. In particular, if a sender believes

---

8 The payoffs were calculated for the probabilities 85%, 68%, 50%, 32% and 15%. Since the quadratic scoring rule produces very flat payoffs for extreme probabilities, following Vanberg (2008), we avoided those probabilities in this payoff calculation, but the probabilities were scaled to 100%, 75%, 50%, 25% and 0% for the analysis reported in the next section.

9 Based on the payoff senders received they could have figured out the outcome of the coin toss in all instances expect when their response in the questionnaire was “Uncertain”. Since the senders could possibly learn the outcome only after making their decision and that they didn’t even know they have to answer this question during the experiment, the belief elicitation process could not have affected their decisions in any way.
that the realization of the receiver payoff under Option B is going to be $8 (that is, if he lies and if it is believed by the receiver, then the lie would reduce the receiver’s payoff by the smaller amount) with a probability higher than 0.5, then the expected harm the lie imposes on the receiver would appear to be less than $14 to the sender. The decision-making environment in the Uncertainty treatment, compared to the Control treatment, thus allows the sender to exploit the uncertainty to lie more. This observation leads to the following hypothesis.

**HYPOTHESIS 1:** *The proportion of untruthful senders is expected to be higher in the Uncertainty treatment than that in the Control treatment.*

Since we argue that the senders may form a biased belief to convince themselves to lie more or to justify lying more in the Uncertainty treatment, we expect the elicited sender-belief data to reflect this bias. We formalize this idea in the following hypothesis.

**HYPOTHESIS 2:** *In the Uncertainty treatment, the belief of the untruthful senders about the realization of the $8 payoff would be greater than the objective likelihood of 50%.*

### 4. Results

Figure 2 reports the proportion of lies (message-B). In the Control treatment, only 57% of the senders (27 out of 47 senders) lied to their respective receiver. Consistent with our expectation, this number increases in the Uncertainty treatment to 86% (36 out of 42 senders). Using a Z-test for difference in proportions, we find that the increase in the
proportion of untruthful senders in the Uncertainty treatment is statistically significant ($Z = 2.93, p = 0.003$). The data, therefore, provide support for Hypothesis 1.

To find out whether senders’ belief was biased in the Uncertainty treatment, we take a look at the sender responses in the belief elicitation questionnaire. Recall that the questionnaire elicited senders’ belief about the likelihood of the two possible receiver payoffs ($8 and $2) under Option B. If the belief was unbiased, then the average belief for either payoff realization would be approximately 50%. In contrast, in the data, shown in Figure 3, we find that the average belief for $8 was 60% ($s.d. = 17.19\%) among the senders who lied, which is statistically significantly different from the objective likelihood of 50% (the one-sample signed-rank test produces $Z = 3.15$ and $p = 0.002$). Hypothesis 2, therefore, is also supported by the data. To understand the skewed belief data, we also take a look at the belief distribution. Among the liars, the belief for the likelihood of $8 was always 50% or higher, whereas the belief among the truth-tellers was both higher and lower than 50%, with the average at exactly 50% ($s.d. = 15.81\%$).

The above data indicate that the senders exploit the uncertainty over the receiver’s payoff to lie more in the Uncertainty treatment. The basic explanation is that biased belief makes the harm the lie imposes on the receiver appear smaller than they actually are which leads to the higher level of lying in the Uncertainty treatment than in the Control treatment.

---

10 The tests reported in this section are all two-tailed.
11 The one-sample non-parametric exact test (Schlag, 2008) produces $p = 0.012$.
12 The average belief among all the senders in this treatment was 58%, which is also significantly different from 50% (the one-sample signed-rank test produces $Z = 2.91$ and $p = 0.004$, and the one-sample non-parametric exact test produces $p = 0.015$).
13 Using a binomial test, we can reject the null hypothesis ($p < 0.001$) that the proportion of senders who lied and whose belief for the likelihood of the $8 realization was higher than 50% is significantly different from zero.
14 Since there were only few truthful senders, we could not perform any meaningful statistical test using the lying or belief data on the truth-tellers.
As we mentioned in Section 1, untruthful senders may have formed the biased belief before they lied to perceive lying as less harmful than it actually was (ex-ante interpretation) or senders may have formed the biased belief after they lied to justify the dishonest act and maintain a positive self-image (ex-post interpretation). The ex-ante interpretation is in line with a sprawling literature on sender-receiver deception games that started with Gneezy (2005) which has consistently shown that senders do take into account the consequences of lying – both pecuniary and/or non-pecuniary benefits and costs – before they decide to lie. In fact, Gneezy (2005) and others show that, controlling for the sender’s financial benefit from lying, senders lie significantly less when their lie can impose a higher material cost on the receiver. Thus, before deciding to lie (or not) people factor in how much the other side would lose from their lie. On the other hand, the ex-post interpretation that biased beliefs are utilized to justify selfish acts accords well with the findings in Andreoni and Sanchez (2014) who show that selfish players may distort their beliefs to maintain a positive image. Our

15 The senders in the Uncertainty treatment, however, could not have lied more in anticipation of the belief elicitation process. The reason is that when the senders decided whether to lie or not, they were unaware that their belief would be elicited.

16 We thank an anonymous reviewer for bringing this study to our attention. Andreoni and Sanchez (2014) designed an experiment to examine how social-image concerns influence individuals’ belief statements. They used a modified trust game and compared subjects’ belief about their opponent’s probable actions under two contrasting belief elicitation methods. Under the stated beliefs method subjects faced no monetary consequences for stating inaccurate belief, however, their social image was at stake. In contrast, under the revealed beliefs method subjects’ entire game payoff was at stake for misrepresenting their true belief, however, they were unaware that their belief was being measured. Their results show that under the first method sophisticated selfish players lie about the belief they (inaccurately) held about their opponent’s behavior that would justify their selfish decision; also, these subjects had the greatest difference between their stated and revealed beliefs. However, the second method reveals selfish players’ actual belief about their opponent’s behavior which was revealed to be cooperative; their revealed belief, by contrast, were significantly more accurate and indicated that these subjects realized that their selfishness was not justifiable by their opponent’s behavior. Thus, when misrepresenting true belief is relatively less costly, people are more likely to distort their true belief. Our belief elicitation method offers some (even though small) incentives for beliefs, and the Andreoni and Sanchez (2014) results indicate that this should at least partially combat socially desirable reporting. In this connection, we also find evidence that the elicited beliefs are also sincere. First, as mentioned above, the average belief about the $8 outcome among liars is 60% whereas the same among the truth tellers is 50%. Second, we measured the degree of association between beliefs and sender-behavior keeping in mind that both are nominal variables. We reject the null hypothesis that the belief and behavior are independent by performing the Pearson Chi Squared test ($\chi^2 = 6.69$, $p = 0.08$ and Cramer’s $V = 0.40$).
experimental design does not allow us to distinguish between these competing arguments regarding the timing of the belief formation process.

We find that the receivers’ behaved identically in the two treatments, Control and Uncertainty, discussed above. The aggregated data from the two treatments show that on average 82% receivers followed their respective sender’s message.

5. Further Testing for the Bias and Possible Confounds

Since there are alternative belief elicitation methods and researchers disagree on their appropriateness, we wanted to comprehend the extent of the bias without having to rely on any belief elicitation method.\(^\text{17}\) To achieve this, we designed a treatment based on the Smaller-reduction game in Table 2. This game is closely related to the Uncertainty game. Option A is identical between the two games. Compared to Uncertainty, the only difference is that the possibility of the smaller payoff of $2 for the receiver under Option B is completely removed. That is, the receiver’s payoff under Option B in Smaller-reduction game is $8 with certainty, and therefore, if the sender’s lie is believed, then the receiver’s payoff would be reduced by the smaller amount ($11). Recall that the mean payoff reduction in the Uncertainty treatment, calculated using the objective probabilities, was $14. The lie is thus less harmful in the Smaller-reduction game than in the Uncertainty game. However, the sender’s potential gain from the lie remains the same between these two games. The primary aim of the Smaller-reduction treatment is to provide an indirect measure of the extent of the bias in favor of the $8 outcome among untruthful senders in the Uncertainty treatment without relying on elicited sender belief. Hypothetically speaking, if senders in the

\(^{17}\) Trautmann and Kuilen (2015) survey the experimental literature to compare the performance of different belief elicitation methods. However, all the techniques compared in their study are of continuous in nature and there is no comparison to discrete measures such as the one employed in this study.
Uncertainty treatment entirely discounted the possibility of the $2 outcome from the coin toss and, thereby believed that their lie would reduce the receiver’s payoff by only $11 as opposed to $17, then the proportion of lies would be statistically indistinguishable between these two treatments. The closer the gap between the levels of lying in the Uncertainty and the Smaller-reduction treatment, the higher may have been the implied bias (toward the $8 outcome) among the untruthful senders in the Uncertainty treatment.

Procedurally, the Smaller-reduction treatment was identical to the Control treatment. 36 pairs of sender-receiver participated in this treatment. As Figure 2 shows, 89% of the senders (32 out of 36 senders) in this treatment lied to their respective receiver. Recall that 86% of the senders lied in the Uncertainty treatment. As expected, the proportion of lying in the Uncertainty treatment is lower than the same in the Smaller-reduction treatment, but the difference is really small and we fail to reject the null hypothesis that the proportions are statistically the same ($Z = 0.42, p = 0.68$). We take this as an evidence that the senders in the Uncertainty treatment were so biased that, in effect, they virtually ignored the possibility of the larger damage from their lie altogether to lie more.

One can argue that a comparison of the untruthful behavior between the Uncertainty and the Smaller-reduction treatments only indicates that the level of lying in the Uncertainty treatment is really high, but it still does not necessarily imply that the lying resulted due to biased belief. The high level of lying in Uncertainty treatment can also be due to the senders’ risk preferences over the receiver’s payoff. There are studies (Agranov et al., 2014; Kvaløy et al., 2014; Andersson et al. 2013) that show that people can be risk-seeking when the uncertainty is over someone else’s payoff. To see how this argument can possibly have a role to play, suppose that some senders in the Uncertainty treatment are risk-seeking over
the receiver’s payoff, then that can lead these senders to recommend Option B more in the Uncertainty treatment relative to the Control treatment simply because the resulting receiver payoff distribution under option B in the Uncertainty treatment is a mean preserving spread of the certain payoff of the receiver under option B in the Control treatment. As a result, senders with risk-seeking preferences might lie more in the Uncertainty treatment.

To check validity of this alternative explanation, we design a treatment which is based on the Dictator game in Table 2. In this game, a dictator-sender chooses between two monetary allocations: Bc and Bu which basically are the Option B in the Control and in the Uncertainty treatments, respectively, and the receiver has no choice to make.18 This treatment thus provides a direct test of risk preferences of the senders over the receiver’s money. That is, if senders are risk-seeking over the receiver payoff, then we would expect the senders to choose Option Bu more often than Option Bc. The data, however, revealed the opposite phenomenon: 31% of the senders (8 out of 26 senders) chose Option Bu and the other 69% (18 out of 26 senders) chose Option Bc. So, the uncertain option is chosen 38 percentage-points less of the time. This implies that if senders’ risk preferences affect senders’ decisions in the Uncertainty treatment, if at all, then that can explain a lower propensity of the senders to recommend Option B in the Uncertainty treatment compared to the Control treatment but not the higher one which we actually observed. We therefore reject senders’ risk preferences over the receiver’s payoff as a possible explanation for higher rate of lying in the Uncertainty than in the Control treatment.19

---

18 The realized receiver payoff under Option Bu was chosen using a coin toss as in the Uncertainty treatment.
19 For our conclusion to hold, we implicitly assume that these two preferences are independently distributed in our subject population.
Considering all the findings we have discussed thus far, we arrive at two major conclusions: when lies lead to uncertain payoff consequences for the receiver, as in our environment, senders tend to lie significantly more and biased sender-belief is most likely the main channel through which the uncertainty causes the increase in lying.

6. Correction of the Bias & Robustness Check

The primary objective of this section is to test if the senders’ biased belief, as in the Uncertainty treatment, can be corrected by making external interventions. To accomplish our goal, we designed a treatment, called Nudging, based on the same game as in the Uncertainty treatment. In the Nudging treatment, we test if an external intervention can gently nudge senders in the direction of correctly calculating the expected loss that their lie imposes on the receiver in the presence of the uncertainty. Our intervention mechanism basically requires them to hold beliefs identical to the objective probabilities of the two possible outcomes from the coin toss. Specifically, the Nudging treatment asks each sender to guess the actual realization of the receiver payoff under Option B that would result from the coin toss before each sender decides whether to lie or not. We use the same discrete belief elicitation method as before. This marks a key departure from the Uncertainty treatment which asked each sender to guess the same, however, only after each sender had decided to lie or not. If senders can be made to hold correct belief, then the incidence of lying might turn out to be statistically indistinguishable between the Nudging and Control treatments.

Note that in the Uncertainty treatment sender belief was elicited after the decision-making stage, and as a result the belief elicitation mechanism could not possibly have impacted a sender’s actual decision. Moreover, the senders were not even aware during the
decision-making stage that they would be subjected to the belief elicitation procedure later. On the other hand, we hope that eliciting incentivized belief before a sender’s decision, as in the Nudging treatment, may force the senders to think harder about the actual probability distribution of the coin toss outcomes and such forced thoughts might help reduce or at best completely eliminate the bias (in favor of the $8 outcome) in the sender belief.

The procedural details of the Nudging treatment are identical to those in the Uncertainty treatment, except the timing of the belief elicitation process. 38 pairs of a separate group of subjects who had no prior experience with our games made decisions in this treatment. As Figure 2 shows, we find that 61% (23 out of 38 senders) of the senders lied in the Nudging treatment. Recall that 57% of all the senders in the Control treatment and 86% of all the senders in the Uncertainty treatment were untruthful. The proportion of the untruthful senders in the Nudging treatment is thus statistically significantly lower than that in the Uncertainty treatment (Z = 2.56, p = 0.01) but not statistically different from the same in the Control treatment (Z = 0.29, p = 0.77). To check whether our intervention corrected the senders’ biased belief, we also elicited the sender belief. We find that the average sender belief about the likelihood of $8 realization is 53% (s.d. = 20.79%), and we fail to reject the null hypothesis that this belief is different from the objective likelihood of 50% (the one-sample signed-rank test produces Z = 1.13 and p = 0.26).

Thus, by drawing the senders’ attention to the coin toss outcome before their decision, we seem to have reduced the biased belief and the lying behavior. The results of the Nudging treatment lead us to suspect that the incentivized belief elicitation process may have forced some senders in the Uncertainty treatment to think objectively about the outcome of the coin toss and thereby may have lessened their bias. This then implies that the level of bias we observed in the Uncertainty treatment might be an underestimation of the actual bias in sender belief. The results of the Smaller-reduction treatment also seem to support this view. We, however, think that the reason the incentivized belief elicitation process does not correct the bias in the Uncertainty treatment as much as it does in the Nudging treatment is

---

20 The one-sample non-parametric exact test produces p = 0.98.
21 The results of the Nudging treatment lead us to suspect that the incentivized belief elicitation process may have forced some senders in the Uncertainty treatment to think objectively about the outcome of the coin toss and thereby may have lessened their bias. This then implies that the level of bias we observed in the Uncertainty treatment might be an underestimation of the actual bias in sender belief. The results of the Smaller-reduction treatment also seem to support this view. We, however, think that the reason the incentivized belief elicitation process does not correct the bias in the Uncertainty treatment as much as it does in the Nudging treatment is
between the Nudging and Uncertainty treatments but the rate of lying differs substantially between them, we claim that it is indeed the biased belief of untruthful senders that led to higher rate of lying in the Uncertainty treatment than in the Control Treatment. This result also provides further evidence that senders’ risk preferences do not play any major role in influencing their choices in the Uncertainty treatment, as discussed before.

Despite having presented some evidence that biased beliefs help some senders lie, we recognize that our evidence is subject to some fundamental issues pertaining to measuring individuals’ beliefs in strategic contexts. The first issue is that people may misreport their true beliefs to justify their actions despite the presence of financial incentives to truthfully elicit their beliefs. All belief or preference elicitation schemes are prone to this long standing issue, as economists do not have any other measure of preferences except the one they elicit. Although we find the correlation between actions and beliefs to be in line with truthful reporting (footnote 16), this finding is also consistent with the justification motive mentioned above. Therefore, incentivized beliefs or the correlation measures are although fairly useful, but ultimately they provide inadequate information. Second, we conjecture in footnote 21 that the belief elicitation process may have forced some senders in the Uncertainty treatment to think more objectively about the coin toss outcome and thereby may have lessened their bias. Thus the bias observed in the Uncertainty treatment might be an underestimation of the actual bias. This conjecture, however, runs into a similar issue: it is extremely difficult to know how elicitation changes beliefs, as by definition, we do not observe unsolicited beliefs. Schlag et al. (2015) discuss these measurement problems.

that the elicitation in the former takes place not only after the decision to lie has been made but also most likely after beliefs have been formed while in the latter the elicitation takes place before the decision-making stage and possibly before beliefs are formed.
We now move on to a discussion of the robustness of our main findings (discussed in Section 4) to a different belief elicitation protocol. Recall that the belief elicitation procedure we utilized in the Uncertainty and Nudging treatments was discrete in that it asked the subjects to choose from the five options described in Figure 1. These options were then interpreted as five distinct likelihood measures for the realization of $8: 100\%, 75\%, 50\%, 25\% \text{ and } 0\%$. One can argue that this discrete protocol offers limited number of choices to the senders to choose from and thus may force the distribution to be skewed in a particular direction as a result. To test the robustness of our findings, we re-ran these two treatments (labeled as Uncertainty_cont_belief and Nudging_cont_belief) in which we utilized a continuous belief elicitation protocol. Instead of asking the subjects to choose from only five options, we allowed the subjects to write a number between 0 and 100 up to any decimal points on a piece of paper. The procedure was incentivized using a quadratic scoring rule similar to the one used in the discrete protocol. As discussed below, the data from the two new treatments look qualitatively similar to the corresponding original treatments, and thus provide support to our hypotheses in question.

In Uncertainty_cont_belief, 85\% (35 out of 41) of the senders lied while 63\% (25 out of 40) of the senders in Nudging_cont_belief lied; the former is significantly higher than the latter ($Z = 2.35, p = 0.02$). The lying proportion in Uncertainty_cont_belief is significantly higher than the same in Control ($Z = 2.86, p = 0.004$) while the proportion in Nudging_cont_belief is not significantly different from that in Control ($Z = 0.48, p = 0.63$). In Uncertainty_cont_belief, the average sender belief about the likelihood of $8 realization is 59\% (s.d. = 16.51\%) among the senders who lied, which is statistically significantly

\footnote{We are thankful to the editor and an anonymous reviewer for this suggestion.}
different from the objective likelihood of 50% (the one-sample signed-rank test produces $Z = 3.38$ and $p = 0.001$).\textsuperscript{23,24,25} In \textit{Nudging\_cont\_belief}, on the other hand, we again find that the average sender belief about the likelihood of $8$ realization is 53\% (s.d. = 21.88\%), and we fail to reject the null hypothesis that the belief is different from the objective likelihood of 50\% (the one-sample signed-rank test produces $Z = 1.22$ and $p = 0.22$).\textsuperscript{26} Figure 4 presents the histogram of the beliefs in the \textit{Uncertainty\_cont\_belief} and \textit{Nudging\_cont\_belief} treatments.

We conclude this section by discussing results from regressions utilizing the above two treatments that extend further statistical support to the fact that the likelihood of lying increases as the belief about the $8$ outcome increases.\textsuperscript{27} Note that \textit{Nudging\_cont\_belief} treatment has a nice feature of inducing in senders the objectively correct belief about the $8$ outcome for the receiver. As such, if we would like to analyze the role of sender belief in the \textit{Uncertainty\_cont\_belief} treatment, the \textit{Nudging\_cont\_belief} treatment could serve as an ideal “base treatment”.

In Table 3, we present marginal effects from two Probit models using data on individual senders from the continuous belief sessions. For each model, the dependent variable takes a value of 1 if the sender lies; otherwise it is 0. \textit{Uncertainty Treatment} takes a value of 1 (0) if the observation is drawn from the \textit{Uncertainty\_cont\_belief} (\textit{Nudging\_cont\_belief}) treatment. \textit{Belief} is continuous and it takes a value from the set $[0\%,$

\textsuperscript{23} The one-sample non-parametric exact test produces $p = 0.030$.
\textsuperscript{24} The average belief among all the senders in this treatment was 58\%, which is also significantly different from 50\% (the one-sample signed-rank test produces $Z = 3.40$ and $p = 0.001$, and the one-sample non-parametric exact test produces $p = 0.030$).
\textsuperscript{25} A Kolmogorov-Smirnov test rejects the null hypothesis that the distribution of belief among the liars is normally distributed with a mean of 50\% ($p < 0.001$).
\textsuperscript{26} The one-sample non-parametric exact test produces $p = 0.235$.
\textsuperscript{27} We are thankful to an anonymous reviewer for suggesting the regression analysis.
100%]. The results from model (1) basically reproduces the difference in the propensity to lie between the Uncertainty_cont belief and Nudging_cont belief treatments. When we introduce Belief as an explanatory variable on the right hand side of model (2), its marginal effect emerges as statistically significant and positive. It shows that a 1% increase in belief increases the probability of untruthfulness by 0.02. (The corresponding elasticity turns out to be 1.19.) The results from model (2) also indicate that, once we control for belief, the marginal effect of Uncertainty Treatment goes down from 0.25 to 0.21. This is consistent with the expectation that senders acted on their belief. We would like to indicate that the decrease in the marginal effect of Uncertainty Treatment is not substantial. We conjecture that it is due to the likely reduction of the bias in beliefs in the Uncertainty_cont belief treatment caused by the belief elicitation procedure we discussed in footnote 21.

To summarize, we find that untruthful senders’ biased belief produces a higher rate of lying. The above claim is supported by three pieces of evidence. First, we eliminate the role of untruthful senders’ risk-seeking preferences over the receiver’s money as a potential explanation. Second, we show by drawing evidence from the Nudging and Nudging_cont belief treatments that when senders’ belief about the likelihood of the $11 reduction in the receiver’s income coincides with the objective risk, rate of lying plunges to the level that is statistically equal to that in the Control treatment. Finally, results from our Probit models statistically establish that biased sender-belief significantly increases lying.

7. Conclusion

We designed a laboratory experiment to study people’s propensity to tell a lie when their lie negatively impacts its recipient’s material payoff. The negative impact, however, is probabilistic (objective risk is private information to the prospective liar) rather than
deterministic even though the expected amounts of loss from the lie are identical under the
two situations. We use cheap-talk sender-receiver games where an informed sender can
deceive an uninformed receiver by recommending to take an action that is against the
receiver’s material interest. We find that senders lie significantly more when the loss to the
receiver from their lie is probabilistic than when it is deterministic.

Elicited beliefs about the objective risk and the data from additional treatments
appear to suggest that untruthful senders severely underestimate the expected amount of loss
that their lie imposes on their receiver by adopting self-serving or self-justifying
interpretation of the objective risk. Furthermore, the high incidence of lying in presence of
the uncertainty is not driven by untruthful senders’ risk-seeking behavior over the receiver’s
money. Finally, we consider two possible interpretations regarding the exact time at which
liars develop their biased belief about the objective risk so as to be able to lie more. The first
interpretation adopts the view that liars develop the bias before they decide to lie (ex-ante
interpretation) whereas the second interpretation embraces the view that they lie first and
then they develop the bias (ex-post interpretation). However, our data cannot discriminate
between the two alternatives.

The majority of previous research on lying behavior indicates that people display
substantial “lying aversion” when lies reduce other party’s material payoff deterministically.
Our results indicate that people’s lying behavior is greatly sensitive to the underlying process
that determines the negative impact of a lie. In descriptively more realistic contexts where
lies stochastically reduce the other party’s payoff, there exists a strong motivation to interpret
objective risks in a self-serving or self-justifying manner that leads to more selfish and
dishonest behavior. The observed self-regarding interpretation of objective risks is also
consistent with a body of literature documenting that people often resort to various types of excuses to make self-interested choices that adversely affect others’ welfare.

Drawing cues from several strands of literature that suggest that subtle external interventions aka nudges can make ethics salient and thereby correct people’s self-serving moral biases, we also made an external intervention. In this new treatment, we revisited the original game with the uncertainty and elicited senders’ belief before their decision to lie (or not) as opposed to the former occasion where we elicited senders’ belief after their decision to lie (or not). The data show that varying the timing of the belief elicitation process results in significantly lower amount of lying and the proportion of untruthful senders who believed that their lie would reduce their receiver’s payoff by the relatively smaller amount also goes down significantly. Therefore, when people are made conscious of their potential moral bias, many people appear to correct it and are more likely to make an honest choice.

This last result has broad implications for identifying simple but effective strategies that can curtail dishonest practices. In settings allowing for uncertain negative impacts of one’s lies on the other party, requiring one to state one’s belief about objective risks before (rather than after) making the decision to deceive others appears to make morality salient, which, as we document, can promote honesty. Thus, interventions made right before the “moment of temptation” can help reduce fraudulent acts. By contrast, requiring one to state one’s belief immediately after lying may facilitate lying behavior. Therefore, once an individual has acted dishonestly, it is too late to alert them to a standard of morality. Given the vast amount of financial resources devoted to deterring, detecting, and punishing dishonest behavior, a subtle intervention like the one used in this study seems too costly to overlook. One informal practice people frequently adopt especially in situations involving
potentials for fraudulent behavior is that they provide a subtle reminder to the informed party (like Mr. Johnson in the vignette in our opening paragraph) about the honesty that is expected from their end. Our nudge treatment is similar in spirit to such gentle but effective reminders.

The key message of our study is that stochastic consequences of a lie for its recipient entail increased untruthful behavior, which should be taken seriously since many economic contexts involving a possibility of untruthful behavior are characterized by uncertain economic consequences. In this sense, our results have important implications for various real-life economic markets such as markets for financial advice, credence goods (Darby and Karni, 1973) and contractual relations.

In a recent work, Gawn and Innes (2018) show that experience of being lied to significantly erodes trust and trustworthiness and argue that their result has critical implications for smooth functioning of markets and society at large. Our work gains special importance in view of their result. The result from our Nudging treatment highlights the link between psychological mechanisms and lying. The lesson that can be gleaned from this result is that strategically similar nudges can be used to lead people toward truthful behavior. If properly designed, such nudges can therefore promote trust and facilitate trade.

Of course, it is better to practice caution when generalizing results with a special population and special set of experimental procedures. Additional research is warranted to examine how lying behavior changes as the underlying stochastic elements of our environment change. Another avenue for future research is to compare the incidence of lying when source of the uncertainty is “ambiguity” (or “Knightian” uncertainty) rather than known objective risk since previous research has demonstrated that people also develop
positive and self-serving attitudes toward ambiguity when doing so allows them to behave self-interestedly at another person’s expense.
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Tables

Table 1. Deception games

<table>
<thead>
<tr>
<th>Game</th>
<th>Option</th>
<th>Sender’s Payoff</th>
<th>Receiver’s Payoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>A</td>
<td>$5</td>
<td>$19</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>$12</td>
<td>$5</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>A</td>
<td>$5</td>
<td>$19</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>$12</td>
<td>$8 or $2, equiprobable</td>
</tr>
</tbody>
</table>

Table 2. Two additional games

<table>
<thead>
<tr>
<th>Game</th>
<th>Option</th>
<th>Sender’s Payoff</th>
<th>Receiver’s Payoff</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smaller-reduction</td>
<td>A</td>
<td>$5</td>
<td>$19</td>
<td>To measure the extent of the bias</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>$12</td>
<td>$8</td>
<td></td>
</tr>
<tr>
<td>Dictator</td>
<td>Bc</td>
<td>$12</td>
<td>$5</td>
<td>To check sender’s risk preferences</td>
</tr>
<tr>
<td></td>
<td>Bu</td>
<td>$12</td>
<td>$8 or $2, equiprobable</td>
<td>over the receiver’s payoff</td>
</tr>
</tbody>
</table>

Table 3. Regression results on lying behavior

<table>
<thead>
<tr>
<th></th>
<th>Marginal Effects from Probit Models</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Uncertainty Treatment</td>
<td>0.25</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08)***</td>
<td>(0.08)***</td>
<td></td>
</tr>
<tr>
<td>Belief</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs.</td>
<td>81</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.08</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−41.67</td>
<td>−36.72</td>
<td></td>
</tr>
</tbody>
</table>

Note: Uncertainty Treatment is a dummy for Uncertainty_cont_belief with respect to Nudging_cont_belief. Standard errors are in parentheses. ***, ** and * denote statistical significance at 1%, 5% and 10% level, respectively.
Figures

Figure 1. Sender-belief elicitation as per the discrete method in the *Uncertainty* treatment

<table>
<thead>
<tr>
<th>Please select one:</th>
<th>If it was actually $8, you’ll get</th>
<th>If it was actually $2, you’ll get</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certainly $8</td>
<td>$2.00</td>
<td>$0.50</td>
</tr>
<tr>
<td>Probably $8</td>
<td>$1.80</td>
<td>$1.00</td>
</tr>
<tr>
<td>Unsure</td>
<td>$1.50</td>
<td>$1.50</td>
</tr>
<tr>
<td>Probably $2</td>
<td>$1.00</td>
<td>$1.80</td>
</tr>
<tr>
<td>Certainly $2</td>
<td>$0.50</td>
<td>$2.00</td>
</tr>
</tbody>
</table>

Figure 2. Lying proportions

Figure 3. Average sender-belief about $8 realization as per the discrete method in the *Uncertainty* treatment
Figure 4. Histogram of sender-belief about $8 realization

- Uncertainty_cont_belief
- Nudging_cont_belief
Appendix for Experimental Instructions (not intended for publication)

Control Treatment

Instructions for Senders

Sender’s Registration Number: ____________

**Introduction:** Welcome to an experiment in decision-making! Your registration number is written at the top of this page. This number will be used to identify you for payment. You must not communicate with the other participants until the end of the session. If you have any question at any time, please raise your hand and one of us will help you.

One of you will be randomly selected to be the “monitor” for today’s experiment. The monitor will not participate in the experiment but will help the experimenter in conducting the experiment.

**Anonymity:** No one (directly or indirectly) associated with this experiment will ever know the real identity of any participant. Put differently, each participant’s decisions will remain strictly anonymous, and therefore we will never be able to connect your real identity with your decisions.

**The Experiment:** This is a short experiment in decision making. In this experiment:

- Each of you who are located in this room will be called a “Sender” for this experiment.
- Each of you will be randomly matched with another student in a different room, who will be your “Receiver”.
- Neither of you will ever know the real identity of the other, as discussed before.
- The money that you earn will be paid to you at the end of this experiment, in cash and in confidence.
- Two possible monetary payment options are available to you and your Receiver. The two payment Options are:
  
  **Option A:** $5 to you (the Sender) AND $19 to the other student (your Receiver).
  
  **Option B:** $12 to you (the Sender) AND $5 to the other student (your Receiver).

- You know what the Options are, but your Receiver **WILL NOT**.

- You will choose **ONE** of two possible messages, which will be sent to your Receiver. The two messages are:

  **Message A:** “Option A will earn my Receiver more money than Option B.”
  
  **Message B:** “Option B will earn my Receiver more money than Option A.”

- This is the only task you will need to perform in today’s experiment.

- After seeing your message, your Receiver will CHOOSE **ONE** of the two Options, either **Option A** or **Option B**. Actual payments will be made according to the option your Receiver will choose. For instance, if your Receiver chooses Option A, then you will receive $5 and your Receiver will receive $19. On the other hand, if your Receiver chooses Option B, then you will receive $12 and your Receiver will receive $5.
• No Receiver will ever know the true Options, or the sums to be paid to you under the different Options. To show you how much information is shared with the Receivers we have attached the Instructions for Receivers here. (The Receivers in the other room are currently going through these instructions.) As you can see in this document, Receivers are unaware of the actual payments associated with the two options.

A Recap of the Steps:

• First, the experimenter, together with the monitor, will pair each of you with a separate Receiver.
• Second, you will choose any one of the two possible messages, A or B, which you want to send to your Receiver in a “Message Card” which will be given to you in few minutes. The experimenter will then collect these Message Cards back, carry them to the other room and pass on your message to your Receiver.
• Third, after seeing your message the Receiver will choose any one of the two possible options, A or B. Then your earnings will be determined according to your Receiver’s choice, and paid to you in private and in an anonymous manner. (If your Receiver chooses Option A, then you will receive $5 and your Receiver will receive $19. On the other hand, if your Receiver chooses Option B, then you will receive $12 and your Receiver will receive $5.)

Now, do you have any questions?

Please wait.
Instructions for Receivers

Receiver’s Registration Number: ____________

Introduction: Welcome to an experiment in decision-making! Your registration number is written at the top of this page. This number will be used to identify you for payment. From now on, you should not communicate in any way with the other participants until the end of the session. If you have any question at any time, please raise your hand and one of us will help you.

Anonymity: No one (directly or indirectly) associated with this experiment will ever know the real identity of any participant. Put differently, each participant’s decisions will remain strictly anonymous, and therefore we will never be able to connect your real identity with your decisions.

The Experiment: This is a short experiment in decision making. In this experiment,

• Each of you who are located in this room will be called a “Receiver” for this experiment.
• You have been randomly matched with another student in another room, who we will call your “Sender”.
• Neither of you will ever know the real identity of the other, as discussed before.
• The money that you earn will be paid to you at the end of this experiment, in cash and in confidence.
• Two possible monetary payment options (A and B) are available to you (the Receiver) and your Sender in the experiment. We showed the two payment options to your Sender.

• YOU (the Receiver) will choose ONE of the two options, which will determine the payments to you and to your Sender. The only information you will have is a message your Sender has sent you.
• Your Sender was given a choice to send any ONE of the two messages, A or B. The two messages are described below.

  Message A: “Option A will earn you (the Receiver) more money than Option B.”
  Message B: “Option B will earn you (the Receiver) more money than Option A.”

• You have been given an envelope which contains the messages that your Sender decided to send you. Please open the envelope and take a look at the message your Sender decided to send you.

• We now ask you to choose either Option A or Option B. Your choice will determine the payments to you and to your Sender. You will never be told what sums were actually offered in the option not chosen (that is, if the message sent by your Sender was true or not). Moreover, you will never be told the sum your Sender actually receives.

We now ask you to choose any ONE of the two options.

I (the Receiver) decide to choose (please circle ONLY ONE):

  Option A  
  Option B

When you are done circling one of the above options, please hand over this page to the experimenter. The experimenter will make the payments according to the option you just chose.
Uncertainty Treatment

Instructions for Senders

Introduction: Welcome to an experiment in decision-making! Your registration number is written at the top of this page. This number will be used to identify you for payment. You must not communicate with the other participants until the end of the session. If you have any question at any time, please raise your hand and one of us will help you.

One of you will be randomly selected to be the “monitor” for today’s experiment. The monitor will not participate in the experiment but will help the experimenter in conducting the experiment.

Anonymity: No one (directly or indirectly) associated with this experiment will ever know the real identity of any participant. Put differently, each participant’s decisions will remain strictly anonymous, and therefore we will never be able to connect your real identity with your decisions.

The Experiment: This is a short experiment in decision making. In this experiment:

• Each of you who are located in this room will be called a “Sender” for this experiment.
• Each of you will be randomly matched with another student in a different room, who will be your “Receiver”.
• Neither of you will ever know the real identity of the other, as discussed before.
• The money that you earn will be paid to you at the end of this experiment, in cash and in confidence.
• Two possible monetary payment options are available to you and your Receiver. The two payment Options are:
  
  Option A: $5 to you (the Sender) AND $19 to the other student (your Receiver).
  
  Option B: $12 to you (the Sender) AND:
  
  Either $8 or $2 to the other student (your Receiver), with equal chances for $8 and $2.

• You know what the Options are, but your Receiver WILL NOT. (Notice that you do not know and will not know which of the two amounts, $8 or $2, your receiver actually gets under Option B. The experimenter, with the help of the monitor, will determine this in a random manner which will be discussed later.)

• You will choose ONE of two possible messages, which will be sent to your Receiver. The two messages are:
  
  Message A: “Option A will earn my Receiver more money than Option B.”
  
  Message B: “Option B will earn my Receiver more money than Option A.”

• This is the only task you will need to perform in today’s experiment.

• After seeing your message, your Receiver will CHOOSE ONE of the two Options, either Option A or Option B. Actual payments will be made according to the option your Receiver will choose. For instance, if your Receiver chooses Option A, then you will receive $5 and your Receiver
will receive $19. On the other hand, if your Receiver chooses Option B, then you will receive $12 and your Receiver will receive either $8 or $2 (the two possibilities are equally likely).

• No Receiver will ever know the true Options, or the sums to be paid to you under the different Options. To show you how much information is shared with the Receivers we have attached the Instructions for Receivers here. (The Receivers in the other room are currently going through these instructions.) As you can see in this document, Receivers are unaware of the actual payments associated with the two options.

Randomization Under Option B:

• Recall that your Receiver’s earnings under Option B is either $8 or $2 where the two amounts are equally likely. We will use a simple randomization method to determine which one of these two amounts will actually be paid to your Receiver if he/she chooses Option B.
• In the randomization, the monitor will toss a coin; if the coin toss results in a Head your Receiver will get $8 when you choose Option B, and if a coin toss results in a Tail your Receiver will get $2 when you choose Option B. We will do this for each Sender separately and note down the result of each draw against each Sender’s registration number. (You will not be told about the results during or after the experiment.)

A Recap of the Steps:

• First, the experimenter, together with the monitor, will pair each of you with a separate Receiver.
• Second, the experimenter, together with the monitor, will determine your Receiver’s earnings under Option B using the randomization method described above.
• Third, you will choose any one of the two possible messages, A or B, which you want to send to your Receiver in a “Message Card” which will be given to you in few minutes. The experimenter will then collect these Message Cards back, carry them to the other room and pass on your message to your Receiver.
• Fourth, after seeing your message the Receiver will choose any one of the two possible options, A or B.

Then your earnings will be determined according to your Receiver’s choice, and paid to you in private and in an anonymous manner. (If your Receiver chooses Option A, then you will receive $5 and your Receiver will receive $19. On the other hand, if your Receiver chooses Option B, then you will receive $12 and your Receiver will receive either $8 or $2 based on the randomization described above.)

Now, do you have any questions?

Please wait.
Dictator Treatment

Instructions for Senders

Senders Registration Number: __________

Introduction: Welcome to an experiment in decision-making! Your registration number is written at the top of this page. This number will be used to identify you for payment. You must not communicate with the other participants until the end of the session. If you have any question at any time, please raise your hand and one of us will help you.

One of you will be randomly selected to be the “monitor” for today’s experiment. The monitor will not participate in the experiment but will help the experimenter in conducting the experiment.

Anonymity: No one (directly or indirectly) associated with this experiment will ever know the real identity of any participant. Put differently, each participant’s decisions will remain strictly anonymous, and therefore we will never be able to connect your real identity with your decisions.

The Experiment: This is a short experiment in decision making. In this experiment:

• Each of you who are located in this room will be called a “Sender” for this experiment.
• Each of you will be randomly matched with another student in a different room, who will be your “Receiver”.
• Neither of you will ever know the real identity of the other, as discussed before.
• The money that you earn will be paid to you at the end of this experiment, in cash and in confidence.
• Two possible monetary payment options are available to you and your Receiver. The two payment Options are:

  Option A: $12 to you (the Sender) AND $5 to the other student (your Receiver).
  Option B: $12 to you (the Sender) AND: Either $8 or $2 to the other student (your Receiver), with equal chances for $8 and $2.

• You know what the Options are, but your Receiver WILL NOT. (Notice that you do not know and will not know which of the two amounts, $8 or $2, your receiver actually gets under Option B. The experimenter, with the help of the monitor, will determine this in a random manner which will be discussed later.)

• You will CHOOSE ONE of the two Options, either Option A or Option B. Actual payments will be made according to the option you will choose. For instance, if you choose Option A, then you will receive $12 and your Receiver will receive $5. On the other hand, if you choose Option B, then you will receive $12 and your Receiver will receive either $8 or $2 (the two possibilities are equally likely).

• No Receiver will ever know the true Options, or the sums to be paid to you under the different Options. To show you how much information is shared with the Receivers we have attached the Instructions for Receivers here. (The Receivers in the other room are currently going through these instructions.) As you can see in this document, Receivers are unaware of the actual payments associated with the two options.
Randomization Under Option B:

- Recall that your Receiver’s earnings under Option B is either $8 or $2 where the two amounts are equally likely. We will use a simple randomization method to determine which one of these two amounts will actually be paid to your Receiver if he/she chooses Option B.
- In the randomization, the monitor will toss a coin; if the coin toss results in a Head your Receiver will get $8 when you choose Option B, and if a coin toss results in a Tail your Receiver will get $2 when you choose Option B. We will do this for each Sender separately and note down the result of each draw against each Sender’s registration number. (You will not be told about the results during or after the experiment.)

A Recap of the Steps:

- **First**, the experimenter, together with the monitor, will pair each of you with a separate Receiver.
- **Second**, the experimenter, together with the monitor, will determine your Receiver’s earnings under Option B using the randomization method described above.
- **Third**, you will choose any one of the two possible options, **A or B**.
- **Fourth**, your earnings will be determined according to your choice, and paid to you in private and in an anonymous manner. (If you choose Option A, then you will receive $12 and your Receiver will receive $5. On the other hand, if you choose Option B, then you will receive $12 and your Receiver will receive either $8 or $2 based on the randomization described above.)

Now, do you have any questions?

Please wait.