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When lidar pulses travel through a short path that includes a relatively high concentration of aerosols, scattering phenomena can alter the power and temporal properties of the pulses significantly, causing undesirable effects in the received pulse. In many applications the design of the lidar transmitter and receiver must consider adverse environmental aerosol conditions to ensure the desired performance. We present an analytical model of lidar system operation when the optical path includes aerosols for use in support of instrument design, simulations, and system evaluation. The model considers an optical path terminated with a solid object, although it can also be applied, with minor modifications, to cases where the expected backscatter occurs from nonsolid objects. The optical path aerosols are characterized by their attenuation and backscatter coefficients derived by the Mie theory from the concentration and particle size distribution of the aerosol. Other inputs include the lidar system parameters and instrument response function, and the model output is the time-resolved received pulse. The model is demonstrated and experimentally validated with military fog oil smoke for short ranges (several meters). The results are obtained with a lidar system operating at a wavelength of 0.905 μm within and outside the aerosol. The model goodness of fit is evaluated using the statistical coefficient of determination whose value ranged from 0.88 to 0.99 in this study. © 2008 Optical Society of America

OCIS codes: 280.3400, 280.3640, 290.1090, 290.1350.

1. Introduction

Lidar is often used for range finding [1]. A major issue with the use of this type of system in obscurants such as clouds, fog, or battlefield conditions is that the lidar return from the obscurant can be significant—potentially greater than the return from a solid object (hard target). This effect can cause confusion when the lidar is used to detect a hard target in applications such as smart munitions, sensors, and vehicle and maritime vessel collision avoidance in the presence of obscurants such as clouds, fog, and battlefield smoke [2]. To analyze this phenomenon further, a model has been developed to calculate the actual time-resolved return from the obscurant and the hard target at ranges down to several meters. The model is able to predict the transimpedance amplifier output waveform used in some lidar systems operating in
various atmospheric conditions. The model addresses the situations where the lidar is operating in clear air, where the lidar and the target are within an obscurant, and when the lidar is outside the obscurant.

An empirically determined impulse response function from a commercial short-range system that operates at a wavelength of 0.905 μm is used in the prediction of the analog output waveform for this particular system. Computed waveforms show the effects of backscatter for aerosol fog oil smoke conditions. Experimental validation of the model for a hard target in military fog oil smoke at close range is shown. The model equations are presented in Section 2. The modeling of the smoke conditions is presented in Section 3. The experimental configuration and conditions in the smoke chamber are discussed in Section 4. The results showing the comparison of the theoretical calculations with the experimental results with the fog oil smoke are presented in Section 5.

2. Equations for Modeling the Time-Resolved Lidar Return Waveform

Figure 1 shows the case where the sensor is outside and the hard target is within the obscurant whose

![Figure 1. Configuration for the sensor located outside the obscurant.](http://example.com/figure1.png)

where $P_{\text{aerosol}}(z)$ is the optical power returned from distance $z$ (measured from the sensor) of the obscurant--target system $(W)$, $\tau_{\text{int}}$ is the integration time of the system $(s)$ = laser transmitter pulse width receiver response time, $P_{\text{pk}}$ is the peak laser power equal to the pulse energy $/\tau_{\text{int}}$, $\eta$ is the optical transmittance of the system (dimensionless), $O(z)$ is the overlap function (dimensionless), $\beta_{\text{aerosol}}(\pi)$ is the volume scattering function of the aerosol in the backward direction $m^{-1} \text{sr}^{-1}$, $\beta_{\text{clear-air}}(\pi)$ is the volume scattering function of clear air in the backward direction $m^{-1} \text{sr}^{-1}$, $\rho$ is the hemispherical reflectance of the extended Lambertian target (dimensionless), $c$ is the speed of light $3 \times 10^8 \text{ m/s}$, $D$ is the receiver aperture diameter $m$, $a_{\text{clear-air}}$ is the extinction coefficient of clear air $m^{-1}$, $a_{\text{ext}}$ is the extinction coefficient of the aerosol $m^{-1}$, and $\theta_0$ is the angle between the sensor axis and the target normal.

$$P_{\text{aerosol}}(z) := \begin{cases} P_{\text{pk}}O(z)\beta_{\text{aerosol}}(\pi)\tau_{\text{int}}D^2 \exp \left[-2 \left( a_{\text{clear-air}} \frac{H}{\cos(\theta_0)} + a_{\text{ext}} \frac{H-S}{\cos(\theta_0)} \right) \right], & \text{if } H > z \geq (H-S)[z \text{ is in obscurant}]; \\ P_{\text{pk}}O(z)\beta_{\text{clear-air}}(\pi)\tau_{\text{int}}D^2 \exp \left[-2 \left( a_{\text{clear-air}} \frac{H}{\cos(\theta_0)} + a_{\text{ext}} \frac{H-S}{\cos(\theta_0)} \right) \right], & \text{if } z = H[z \text{ is at target}]; \\ P_{\text{pk}}O(z)\beta_{\text{clear-air}}(\pi)\tau_{\text{int}}D^2 \exp \left[-2 \left( a_{\text{clear-air}} \frac{H}{\cos(\theta_0)} \right) \right] \times \frac{8}{\cos(\theta_0)^2} \left( \frac{z}{\cos(\theta_0)} \right)^2 \tau_{\text{int}}^2, & \text{otherwise } [z \text{ is before obscurant}], \end{cases}$$

A. Return Laser Power

Considering single scattering, the return laser power from a Lambertian target $[3-5]$ larger than or equal to the beamwidth for all $\theta_0$ is given by

$$\text{A. Return Laser Power}$$

$$\text{P}_{\text{aerosol}}(z) := \begin{cases} P_{\text{pk}}O(z)\beta_{\text{aerosol}}(\pi)\tau_{\text{int}}D^2 \exp \left[-2 \left( a_{\text{clear-air}} \frac{H}{\cos(\theta_0)} + a_{\text{ext}} \frac{H-S}{\cos(\theta_0)} \right) \right], & \text{if } H > z \geq (H-S)[z \text{ is in obscurant}]; \\ P_{\text{pk}}O(z)\beta_{\text{clear-air}}(\pi)\tau_{\text{int}}D^2 \exp \left[-2 \left( a_{\text{clear-air}} \frac{H}{\cos(\theta_0)} + a_{\text{ext}} \frac{H-S}{\cos(\theta_0)} \right) \right], & \text{if } z = H[z \text{ is at target}]; \\ P_{\text{pk}}O(z)\beta_{\text{clear-air}}(\pi)\tau_{\text{int}}D^2 \exp \left[-2 \left( a_{\text{clear-air}} \frac{H}{\cos(\theta_0)} \right) \right] \times \frac{8}{\cos(\theta_0)^2} \left( \frac{z}{\cos(\theta_0)} \right)^2 \tau_{\text{int}}^2, & \text{otherwise } [z \text{ is before obscurant}], \end{cases}$$

where $P_{\text{aerosol}}(z)$ is the optical power returned from distance $z$ (measured from the sensor) of the obscurant--target system $(W)$, $\tau_{\text{int}}$ is the integration time of the system $(s)$ = laser transmitter pulse width receiver response time, $P_{\text{pk}}$ is the peak laser power equal to the pulse energy $/\tau_{\text{int}}$, $\eta$ is the optical transmittance of the system (dimensionless), $O(z)$ is the overlap function (dimensionless), $\beta_{\text{aerosol}}(\pi)$ is the volume scattering function of the aerosol in the backward direction $m^{-1} \text{sr}^{-1}$, $\beta_{\text{clear-air}}(\pi)$ is the volume scattering function of clear air in the backward direction $m^{-1} \text{sr}^{-1}$, $\rho$ is the hemispherical reflectance of the extended Lambertian target (dimensionless), $c$ is the speed of light $3 \times 10^8 \text{ m/s}$, $D$ is the receiver aperture diameter $m$, $a_{\text{clear-air}}$ is the extinction coefficient of clear air $m^{-1}$, $a_{\text{ext}}$ is the extinction coefficient of the aerosol $m^{-1}$, and $\theta_0$ is the angle between the sensor axis and the target normal.
If the obscurant covers both the sensor and the target, the above equations become

\[
P_{\text{aerosol}}(z) := \begin{cases} 
    P_{\text{pk}}(z)\pi(\beta_{\text{aerosol}}(z) + \beta_{\text{clear}}(z))C_3 z^2 e^{-\frac{2}{\tau_{\text{int}}}} \cos(\theta) D^2 \exp \left[ -2 \left( \frac{\eta_{\text{clear}} + \eta_{\text{aerosol}}}{\eta_{\text{clear}}^2} \right) \right], & \text{if } H > z > 0 [z \text{ is in obscurant}]; \\
    P_{\text{pk}}(z)\pi(\beta_{\text{aerosol}}(z) + \beta_{\text{clear}}(z))C_3 z^2 e^{-\frac{2}{\tau_{\text{int}}}} \cos(\theta) D^2 \exp \left[ -2 \left( \frac{\eta_{\text{clear}} + \eta_{\text{aerosol}}}{\eta_{\text{clear}}^2} \right) \right], & \text{if } z = H [z \text{ is at target}]. 
\end{cases}
\]

(2)

These equations yield the received laser power as a function of distance, measured from the sensor and equal to \(H\) at the hard target. The \(c_{\text{int}}/2\) term in the denominator of Eqs. (1) and (2) is the result of considering the output laser pulse from the detector as a square wave with an effective pulse width of \(\tau_{\text{int}}\) [3]. To use these equations without modification, \(c_{\text{int}}/2\) should be small compared with \(H\) and \(S\) in Fig. 1. However, a technique is shown in Subsection 2.B for using these equations with larger values of \(c_{\text{int}}/2\). Distance \(z\) can be converted to the elapsed time, \(t\), by substituting \(z = ct/2\). These equations provide the laser power as a function of the range of the laser pulse leading edge from the sensor or, equivalently, the elapsed time. Therefore from Eqs. (1) and (2), we can calculate the return from a target when the sensor is outside the aerosol and only the target is within the obscurant, and also for the case in which both the target and the sensor are immersed in the obscurant. The power received by the sensor operating in or near an obscurant, such as a cloud, without a hard target present can also be calculated.

B. Instrument Function Effects

The following discussion denotes \(F(t) = P_{\text{aerosol}}(t)\) as the aerosol–target signature function, i.e., impulse response, where \(P_{\text{aerosol}}(t)\) is obtained from \(P_{\text{aerosol}}(z)\) using \(z = ct/2\) for the change of variable.

If the laser pulse width is very narrow, say \(\tau \sim 1\) ns, and the detector and receiver have a very short response time, say, \(\tau_R \sim 0.1\) ns (receiver bandwidth \(B = 1/(2\tau_R) \sim 5\) GHz), so the instrument response approximates a delta function, Eqs. (1) and (2) can be used to convert directly from the optical power to the actual voltage output of the electronic amplifier (as a function of time). This conversion is expressed as

\[
F'(t) = F(t)\mathcal{R}G, \tag{3}
\]

where \(\mathcal{R}\) is the responsivity of the detector (A/W), and \(G\) is the amplifier gain (V/A). The calculated time series waveform is a realistic output waveform for a single pulse. If the response time of the sensor is somewhat longer (i.e., if the laser pulse is somewhat wider or the detector response time is somewhat longer), these equations do not represent a realistic output waveform. In these cases we then need to determine the effect of lidar system parameters, such as transmitter pulse width and detector response time, on the return waveform. Here the time-resolved output of lidar \(f(t)\) is given by

\[
f(t) = \int_0^{t_f} I(t')F'(t - t')dt' = I(t) * F'(t), \tag{4}
\]

where \(I(t)\) is the instrument impulse response function, \(F'(t)\) is the function in Eq. (2) above, and \(*\) denotes convolution. \(I(t)\) can be calculated using system parameters. The impulse response can also be determined by pointing the transmitter directly into the receiver in clear air, if feasible, or by directing the return beam into the receiver using a reflective target in clear air. The instrument impulse response function is then convolved with \(F'(t)\) to calculate the time-resolved output of the lidar. If the area under the instrument impulse response function is normalized to unity, the convolution gives the actual voltage output of the system. If this is not done or the parameters in Eq. (3) are not well known, the actual output is known to within a scaling constant after taking the convolution.

From our estimate of the responsivity of the detector (0.65 to 1.0 A/W) and the amplifier gain (5000 to 10,000 V/A), we estimate the product \(\mathcal{R}G\) in Eq. (3) to be \(\sim 3000\) to 10,000 V/W. Because of this, after taking the convolution with the area under the instrument impulse response function normalized to unity, the output is known to within a factor of \(\sim 3\). From Eq. (3) this range of values for \(\mathcal{R}G\) along with our calculation of \(F(t)\) gives an estimate of the peak output voltage that brackets the experimentally observed peak values. As discussed in Subsection 5.A in the experimental analysis, a scaling constant \(K\), which is
equal to \( \eta \), was selected so the modeled peak output agreed with the experimental peak receiver output.

### 3. Modeling of Smoke Conditions

The obscurant used in this research was military fog oil smoke since it is easily generated, stable and long lasting, and reasonably nontoxic.

#### A. Particle Size Distribution

The fog oil smoke particle size distribution, \( n(r) \), is generally approximated by a lognormal distribution

\[
n(r) = \frac{dN}{dr} = \frac{N}{\sqrt{2\pi}r\ln\sigma_g} \exp\left\{-\frac{(\ln(r/r_g))^2}{2(\ln\sigma_g)^2}\right\},
\]

where \( r \) is the particle radius (\( \mu \)m), \( N \) is the particle number density (number/m\(^3\)), \( r_g \) is the distribution median radius (\( \mu \)m), and \( \sigma_g \) is the distribution width parameter (dimensionless).

In this distribution the natural logarithm of the particle radius rather than the particle radius itself is normally distributed [6,7]. The mass median diameter, MMD, often used in the literature [6,7] is given by

\[
\ln(\text{MMD}) = \ln 2r_g + 3(\ln\sigma_g)^2.
\]

The parameters for our lognormal fog oil smoke particle distribution are MMD = 1.26\( \mu \)m, \( \sigma_g = 1.4 \), and \( r_g = 0.45 \mu \)m.

#### B. Mie Calculations

Because fog oil smoke particles are spherical and their size is on the order of the wavelength of the radiation [8], Mie theory is applicable. Theoretical calculations using code [9] based on the Mie theory [10] were performed to determine the values of the extinction coefficient, \( \alpha_{\text{ext}} \), and the backscatter coefficient, \( \beta_{\text{aerosol}}(\pi) \), for various smoke conditions.

The extinction cross section per unit volume calculated from the Mie theory is given by

\[
\alpha_{\text{ext}} = \int_0^\infty C_{\text{ext}}(r)n(r)dr,
\]

where \( C_{\text{ext}} \) is the extinction cross section (m\(^2\)). We further write

\[
\alpha_{\text{ext}} = \kappa_{\text{ext}}C,
\]

where \( \kappa_{\text{ext}} \) is the mass extinction coefficient that is particle distribution dependent (m\(^2\)/g), \( C \) is the aerosol mass concentration [\( \int_0^\infty 4\pi r^2\rho n(r)dr \text{(g/m}^3\text{)} \)], and \( \rho \) is the density of the fog oil droplets comprising the aerosol cloud (0.89 g/cm\(^3\)).

For a lognormal distribution the mass concentration is given by [11]

\[
C = \frac{4}{3}\pi r_g^3 \exp\left[\frac{9}{2}(\ln\sigma_g)^2\right] \rho N.
\]

Using the value of \( \alpha_{\text{ext}} \) from Eq. (7) normalized for a number concentration of 1 particle/m\(^3\) by dividing the right-hand side of Eq. (7) by \( N = \int_0^\infty n(r)dr \) and the value of \( C \) in Eq. (9) for \( N = 1 \) particle/m\(^3\), we can solve for \( \kappa_{\text{ext}} \) in Eq. (8). Then, again with Eq. (8), we can solve for \( \alpha_{\text{ext}} \) for a given concentration.

Similarly the scatter cross section per unit volume calculated from Mie theory is expressed as

\[
\alpha_{\text{sca}} = \int_0^\infty C_{\text{sca}}(r)n(r)dr,
\]

where \( C_{\text{sca}} \) is the scatter cross section (m\(^2\)), and

\[
\alpha_{\text{sca}} = \kappa_{\text{sca}}C,
\]

where \( \kappa_{\text{sca}} \) is the mass scatter coefficient.

Now we calculate \( \beta_{\text{aerosol}}(\pi) \) for the desired lognormal distribution. The phase function [9] is given by

\[
P(\theta) = N\frac{4\pi S_{11}(\theta)}{k^2\alpha_{\text{sca}}},
\]

where \( S_{11}(\theta) \) is the first Mueller matrix element calculated from the Mie theory, and

\[
k = 2\pi/\lambda,
\]

where \( \lambda \) is the wavelength. Finally with

\[
\beta_{\text{aerosol}}(\pi) = \frac{P(\pi)}{4\pi} \alpha_{\text{sca}} = \frac{P(\pi)}{4\pi} \kappa_{\text{sca}}C,
\]

we calculate \( \beta_{\text{aerosol}}(\pi) \) if we know the concentration, \( C \).

The complex index of refraction for fog oil smoke [12] at a wavelength of 0.905 \( \mu \)m is 1.4743 + i0.000002. The calculated parameter values for light, medium, heavy, and very heavy fog oil smoke with the lognormal parameters above are shown in Table 1. These values may be entered into Eqs. (1) and (2) to calculate the waveforms for the various fog smoke conditions.

The definitions of the various smoke densities are similar to those in Ref. [13]. The \( \alpha_{\text{clear\_air}} \) and \( \beta_{\text{clear\_air}}(\pi) \) for clear air used in these calculations are 1.2 \( \times \) 10\(^{-4}\) m\(^{-1}\) and 1.3 \( \times \) 10\(^{-7}\) m\(^{-1}\) sr\(^{-1}\), respectively.

#### C. Single and Multiple Scattering

The intensity of multiply scattered light depends on the scattering medium properties, such as the size and distribution of the scattering particles, and the optical depth of the scattering volume given by

\[
r_{\text{OD}} = \int_0^Z \alpha_{\text{ext}}(z)dz.
\]

The amount of multiply scattered light also depends significantly on the lidar geometry, increasing dramatically with increasing laser beam divergence, the receiver’s field of view, and the distance between the lidar and the scattering volume [14]. If \( r_{\text{OD}} < 0.8 \),
Table 1. Fog Oil Smoke Parameters Calculated from the Mie Theory

<table>
<thead>
<tr>
<th>Smoke Concentration (g/m³)</th>
<th>a_{ext} (m⁻¹)</th>
<th>β_{scattered} (m⁻¹sr⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light (0.0152)</td>
<td>0.072</td>
<td>1.58 × 10⁻³</td>
</tr>
<tr>
<td>Medium (0.038)</td>
<td>0.18</td>
<td>3.95 × 10⁻³</td>
</tr>
<tr>
<td>Heavy (0.076)</td>
<td>0.36</td>
<td>7.90 × 10⁻³</td>
</tr>
<tr>
<td>Very heavy (0.114)</td>
<td>0.54</td>
<td>1.19 × 10⁻²</td>
</tr>
</tbody>
</table>

single scattering prevails; for 0.8 < τ_{OD} ≤ 1, there is only a small contribution from second-order scattering. For larger values of the optical depth, higher orders of multiple scattering should be considered [14]. For medium smoke and path lengths of 2 to 4 m, for which a_{ext} = 0.18 m⁻¹ from Table 1, the optical depth is ~0.3 to 0.6, so multiple scattering is not significant. For the heavy smoke for which a_{ext} = 0.36 m⁻¹ from Table 1, the optical depth is 0.72 to 1.4 for path lengths of 2 to 4 m, and we may start to see some multiple scattering effects.

4. Measurement of Time-Resolved Lidar Output in Fog Oil Smoke

A. Description of Lidar Used in Smoke Tests

The time-resolved return pulses of a short-range lidar were measured in a fog oil smoke chamber in various fog oil smoke conditions. Table 2 shows the major system parameter values of the lidar system (H. N. Burns Engineering Corporation, Orlando, Florida) that is based on a GaAs laser diode and a silicon PIN diode.

The effects of the transmitter pulse width, as well as the receiver response time, are characterized with the impulse response function for this sensor as shown in Fig. 2. This function was determined experimentally using a planar reflective target placed in a position perpendicular to the laser beam in clear air as discussed in Subsection 2.B. The curve, as shown in Fig. 2, is normalized to have a peak value of unity. The full width at half maximum (FWHM) value of the impulse response function is approximately 12 ns.

B. Description of Smoke Chamber

The smoke chamber, shown in Fig. 3, is a 12.2 m × 2.1 m × 2.1 m portable shipping container with a Plexiglas window. Two fans, one near the rear and one near the front of the chamber, were used to help disperse the smoke evenly. The sensor and motorized track assembly can be placed inside or outside the smoke chamber. The output voltage of the receiver’s transimpedance amplifier was recorded with a Tektronix TDS 754D digital oscilloscope, which has a maximum digitization rate of 2 GHz.

C. Description of Fog Oil Smoke and Smoke Generator

The smoke was generated by vaporizing military standard grade fuel number 2 (SGF2) fog oil with a Neutralizer model 2760 thermal smoke generator (Curtis Dyna-Fog, Ltd., Westfield, Indiana). Measurements of particle size distribution were made with a model 100 particle measuring systems forward-scattering spectrum probe [15] (also known as a Knollenberg particle counter) manufactured by Particle Measuring Systems, Inc. of Boulder, Colorado. This instrument measures the particle diameters in 15 bins, each 0.5 μm wide starting with diameters of 0.5 to 1.0 μm for the first bin, 1.0 to 1.5 μm for the second, up to 7.5 to 8.0 μm for the fifteenth bin creating the distribution shown in Fig. 4. The size of the measurement bins (as radii) is indicated by the horizontal bars on the graph. For comparison a lognormal distribution is also shown on the graph. Our best estimate of the particle size distribution from the provider of the smoke generator [12] and these data is MMD = 1.26 μm, σ_g = 1.4, and r_g = 0.45 μm. Note that the number of particles in the upper tail is greater than that of the lognormal distribution.

D. Measurement of Smoke Concentration and Effects of Particle Size Distribution

The density of the smoke was determined using a He–Ne laser transmissometer (see Fig. 3) whose receiver was equipped with a chopper, a lock-in amplifier, and a PIN diode. In the case of a highly
collimated beam, the transmittance through smoke is expressed by

\[
T = \exp(-\kappa_{\text{ext}}CL),
\]

where \(\kappa_{\text{ext}}\) is the mass extinction coefficient \((m^2/g)\), \(C\) is the aerosol droplet mass concentration \((g/m^3)\), and \(L\) is the total path length in smoke \((m)\).

\(\kappa_{\text{ext}}\) depends on the size distribution of particles in the smoke. Figure 5 shows the mass extinction coefficient versus wavelength for various mass median fog oil smoke diameter particles.

5. Results

A. Model and Experimental Comparisons

Waveforms at 0.905 \(\mu\)m calculated from the model for the target and sensor immersed in medium smoke and those measured in the smoke chamber are compared in Fig. 6. The model calculations were made by calculating \(P_{\text{aerosol}}(t)\) with the sensor system parameters in Table 2, and the integration time of the system, \(\tau_{\text{int}}\) set equal to 1 ns in Eq. (2) and then convolving the result with the instrument response function in 1 ns increments as shown in Fig. 2 using Eq. (4) as discussed in Subsection 2.B. After taking the convolution, the output is known to within a scaling constant because \(R_G\) in Eq. (3) is only known to within a factor of \(\approx 3\) for this system. A scaling constant \(K\) of \(\approx 3000\ \text{V/W}\), which is equal to \(R_G\), was selected so the modeled peak output agreed with the experimental peak receiver output for the medium smoke case for the sensor–target distance of 2.4 m. The same value of \(K\) was also used for the other medium smoke distances.

For the initial calculations in medium smoke, the parameters calculated from the Mie theory are

With the known transmittance, path length, and \(\kappa_{\text{ext}}\), the smoke concentration can be determined from Eq. (16). For our configuration a mirror was used to double the transmissometer path as shown in Fig. 3. The one-way path length was \(\sim 6\ m\). Uncertainties in the smoke concentrations are estimated to be \(\pm 20\%\).

The uncertainties in the smoke concentrations are due to the uncertainty in \(\kappa_{\text{ext}}\), estimated to be \(\pm 15\%\), which is caused by the uncertainty in the particle size distribution and the uncertainty in the transmission measurement, which is estimated to be \(\pm 15\%\). These uncertainties combine to give a \(\pm 20\%\) total uncertainty (root sum of squares).

Fig. 4. Particle density versus particle radius for a lognormal distribution with MMD = 1.26 \(\mu\)m, \(r_g = 0.45\ \mu\)m, and \(\sigma_g = 1.4\) and the measured distribution. The horizontal bars show bin width (0.25 \(\mu\)m radius).

Fig. 5. Mass extinction coefficient versus wavelength for various mass median fog oil smoke diameter particles for a lognormal distribution.

Fig. 6. Model and experimental waveforms for sensor (a) 2.4, (b) 3.0, (c) 3.7, and (d) 4.3 m from target. The target and the sensor are immersed in medium smoke. The solid curves are model calculations, and the dashed curves are experimental.
shown in Table 1. We then find a single medium smoke value of $\beta_{\text{aerosol}}(\pi)$, $\alpha_{\text{ext}}$, and the target reflectance to obtain the best-fit visual inspection agreement between the model and experimental results for the four medium smoke distances. These values were adjusted within the estimated uncertainties. Target reflectances were measured relative to Spectralon by comparing return signals from the sensor. The uncertainty in the reflectance measurements for the 0.6 m × 0.9 m paper-covered polystyrene board gray and black targets is estimated to be ±25%. There is an estimated uncertainty of ±25% in the value of $\alpha_{\text{ext}}$ and $\beta_{\text{aerosol}}(\pi)$ defined by Eqs. (8) and (14) owing to the uncertainty in the smoke concentrations and in the parameters in Eqs. (8) and (14), which depend on the particle size distribution. There is an estimated ±15% uncertainty because of the uncertainty in the particle size distribution and a ±20% uncertainty in the smoke concentration as discussed in Subsection 4D. These uncertainties combine to give a ±25% total uncertainty (root sum of squares). The smoke and target parameter values used to obtain the good-fit model curves are shown in Table 3. The smoke parameter values calculated from the Mie theory for medium smoke shown in Table 1 and the measured values of the smoke concentration and target reflectance are shown in Table 3 for comparison with the good-fit model values. The sensor–target distances for the plots shown in Fig. 6 are 2.4, 3.0, 3.7, and 4.3 m. The fit between model output and experimental data was quantified with the coefficient of determination $R^2$ defined as

$$R^2 = 1 - \frac{\text{RSS}}{\text{TSS}},$$

where RSS is the sum of squares of each residual difference between the model value and the experimental value, TSS = $N$ times the variance of the experimental data values, and $N$ is the number of data points. $R^2$ was 0.956 or better for the plots shown in Fig. 6.

For the waveforms in Fig. 6, the near return, or first peak, is the return from the smoke and the second is the return from the hard target. The first peak shape is determined by the instrument properties, including the overlap function and the instrument response function, as well as the smoke properties. We see that as the sensor moves farther away from the target, the return from the hard target gets weaker, but the return from the smoke remains the same. The hard target return decreases at longer path lengths because of (1) the high attenuation of the fog oil smoke ($\alpha = 0.18$ m$^{-1}$) and (2) the $\tau^{-2}$ dependence of the return as shown in Eq. (2). Since the instrument is immersed in homogeneous fog oil smoke, the smoke return in Fig. 6 does not change as the instrument is moved. The near field return from the fog oil smoke has the larger amplitude as compared with the returns from the hard target.

Using the same method and the same value of $K$ from above, the comparisons of the model and experimental waveforms for the sensor in light smoke and heavy smoke are shown in Figs. 7 and 8, respectively. In Fig. 7 we again see the return from the smoke at near range followed by the hard target return. The hard target return (second peak) is more prominent than in the medium smoke case, because (1) there is less backscatter from the lower density smoke making the smoke peak smaller, and (2) there is less attenuation from the smoke making the hard target peak larger. The coefficients of determination for these comparisons are 0.892 or better. For the heavy smoke condition in Fig. 8, the hard target cannot be seen at any distance. Once again, for each distance from the target in heavy smoke, we are looking at the same thickness of smoke column (for homogeneous smoke) in front of the transmitter–detector, so the returns for the various distances all look the same. The coefficients of determination for these comparisons are 0.984 or better. The measured and calculated parameters used in the model for these conditions are once again compared with the good-fit model comparisons in Table 3.

Comparisons of the model and experimental waveforms for the sensor outside of medium smoke are

\begin{table}[h]
\centering
\caption{Sensor System Parameters}
\begin{tabular}{|c|c|}
\hline
Parameter & Value \\
\hline
Wavelength & $\lambda = 0.905\mu$m \\
Pulse energy & $Q = 0.64\mu J$ \\
Laser pulse width (FWHM) & $\tau_r = 3.5$ ns \\
Detector response time (rise time) & $\tau_c = 3.5$ ns \\
Peak power & $P_{\text{peak}} = Q/(\tau_r + \tau_c) = 56$ W \\
Pulse repetition frequency & 5 kHz \\
Amplifier bandwidth & $B = 140$ MHz \\
Receiver aperture diameter & $D = 0.025$ m \\
Transmitter beam spread & $=1^\circ$ \\
Receiver field of view & $=8^\circ$ \\
Overlap function & 0.2 (dimensionless) \\
0.3 m from sensor & 0.5 \\
0.45 m from sensor & Beyond 0.6 m from sensor \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Parameter Comparison for Modeled and Experimental Waveforms\textsuperscript{a}}
\begin{tabular}{|c|c|c|c|c|}
\hline
Sensor Configuration & In Light Smoke & In Medium Smoke & In Heavy Smoke & Outside Medium Smoke \\
\hline
$C$ (gm/m$^3$) & 0.0152/0.0152 & 0.038/0.038 & 0.076/0.076 & 0.114/0.114 \\
Target reflectance (%) & 15.2/19.0 & 15.2/19.0 & 15.2/19.0 & 4.0/4.0 \\
$\beta_{\text{aerosol}}(\pi)$ (m$^{-1}$ sr$^{-1}$) & $(1.58/1.32) \times 10^{-3}$ & $(4.0/3.3) \times 10^{-3}$ & $(7.9/7.9) \times 10^{-3}$ & $(4.0/3.3) \times 10^{-3}$ \\
$\alpha_{\text{ext}}$ (m$^{-1}$) & 0.072/0.073 & 0.18/0.16 & 0.36/0.36 & 0.18/0.16 \\
\hline
\end{tabular}
\textsuperscript{a}The first number is the calculated or measured value. The second number is the good-fit value used for the model waveform in Figs. 6–9.
\end{table}
shown in Fig. 9. The 4% reflectance target is located 7.3 m from the smoke interface. In this case only returns from the air–smoke interface are seen; the target is completely obscured. The distance to the hard target in this case has roughly doubled from the previous example (from ∼4 to now ∼8 m). Because of range dependence ($z^{-2}$), the signal return will be approximately four times less. The coefficients of determination for Figs. 9(a)–9(d) are 0.977, 0.936, 0.877, and 0.923, respectively. The lower signal levels in the experimental curves in Figs. 9(c) and 9(d) reduce the coefficients, owing to lower signal-to-noise ratio. The measured and calculated parameters used in the model for these conditions are once again compared with the good-fit model comparisons in Table 3.

The agreement between the calculated and experimental waveforms shown in Figs. 6–9 is good with a coefficient of determination of 0.877 or higher. From Table 3 the calculated and measured parameters agree with the good-fit model parameters to within 25% or better. It is believed the discrepancies between the good-fit model parameters and those calculated with the Mie theory are due to uncertainty in the smoke concentrations, which are caused by uncertainty in the transmissometer measurements from which the smoke concentrations are derived, and uncertainty in the particle size distribution. The departure of the particle size distribution from lognormal at the larger sizes is shown in Fig. 4. More particles in that size range would lower the calculated backscatter coefficient, thus improving the agreement. Uncertainty in the particle size distribution also results in uncertainty of the smoke concentration, owing to the dependence of $\kappa_{ext}$, the transmissometer extinction coefficient at 0.6328 $\mu$m, calculated from the Mie theory based on a particular particle size distribution.

B. Discussion of Results

We see good agreement between the experimental results and the single-scattering predictions. This is an indication that for our geometry, the single-scattering treatment is adequate. As stated previously if the optical depth $\tau_{OD} < 0.8$, single scattering prevails; for $0.8 < \tau_{OD} \leq 1$, there is only a small contribution from second-order scattering. For larger values of the optical depth, higher orders of multiple scattering should be considered [14]. For medium smoke and path lengths of 2 to 4 m, the good-fit optical depth is ∼0.3 to 0.6, so multiple scattering is not significant. The comparisons shown in Figs. 6–9 do not indicate that multiple scattering is a major factor. Considering the stretching of the return pulse as an indicator of multiple scattering [16], we do not see significant pulse stretching in the experimental data or significant
change in the magnitude of the signal due to the extinction coefficient effectively decreasing, because more photons are received at the detector owing to multiple scattering as compared with single scattering. Multiple scattering effects do not appear greater than effects on the waveforms due to uncertainty in the smoke parameters caused by uncertainties in the particle size distribution and smoke concentrations. It is apparent that we are operating just below the regime where multiple scattering would need to be included.

For future work the effects of multiple scattering need to be included in the treatment. Multiple-scattering effects would especially be seen at greater ranges (than our 4 m). A study might also be conducted for the effects of multiple scattering as the laser beam divergence and receiver field of view is varied.

6. Conclusions
A technique is presented for calculating time-resolved lidar return signals at short ranges for a lidar system either inside or outside an obscurant. At short ranges the return from the obscurant can be significant, potentially greater than that from a hard target in the obscurant. The obscurant in this work is military fog oil smoke (SGF2) for which the droplets are spherical and the Mie theory is applicable. Although it is shown that the particle size distribution is not exactly lognormal, such a distribution in which \( r_g = 0.45 \mu m \), \( \sigma_g = 1.4 \), and MMD = 1.26 \( \mu m \) is a reasonably good approximation. The lidar operates at 0.905 \( \mu m \). Using the Mie theory, calculations of the extinction coefficient, \( \alpha_{ext} \), and the volume scattering function in the backward direction \( \beta_{aerosol}(\pi) \) at the operational wavelength are shown for light, medium, heavy, and very heavy fog oil smoke concentrations. The ground–truth smoke concentration was calculated using a transmissometer operating at 0.6328 \( \mu m \) and applying a mass extinction coefficient based on the Mie theory. Uncertainties in the smoke concentration measurements is estimated to be \( \pm 20\% \).

Comparisons show good agreement between the model and experimental waveforms for short-range sensor distances and for various smoke concentrations. The model accurately predicts the shape of the waveforms. For a lidar and a low-reflectance target immersed in light and medium smoke, two returns can be expected: (1) a backscatter return from the smoke and (2) a return from the hard target. As the density of the smoke increases, only a return from the smoke can be expected because the target is completely obscured due to the attenuation and backscatter of the lidar signal. These results show that a return from the smoke could generate a false target detection if simple thresholding rules are applied. The calculated and measured smoke parameters agree with the good-fit model parameters to within 25% or better. It is believed these discrepancies are due to uncertainties in the particle size distribution and the departure of the distribution from lognormal at the larger sizes. These, in turn, result in uncertainties in the extinction coefficient used for determining the smoke concentrations and uncertainties in the extinction and backscatter coefficients for the various smoke concentrations. Multiple-scattering effects such as pulse stretching or significantly smaller extinction coefficients are not apparent.

The presented model, validated by experimental results, can be used for short-range calculations if the backscatter and extinction parameters are known for the medium of interest and if the reflectance of the target is known. This model can also be used to predict the performance of the current lidar sensor and other sensors under various atmospheric and battlefield smoke conditions.
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