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ABSTRACT

It is generally assumed that charge-coupled device (CCD) imagers produce a linear response of dark current versus exposure time except near saturation. We found a large number of pixels with nonlinear dark current response to exposure time to be present in two scientific CCD imagers. These pixels are found to exhibit distinguishable behavior with other analogous pixels and therefore can be characterized in groupings. Data from two Kodak CCD sensors are presented for exposure times from a few seconds up to two hours. Linear behavior is traditionally taken for granted when carrying out dark current correction and as a result, pixels with nonlinear behavior will be corrected inaccurately.
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1. INTRODUCTION

At the heart of a digital imager often sits a silicon CCD (Charge-Coupled Device) sensor. In the absence of light, electrons can be thermally excited from the valence to the conduction band of the silicon. The temperature dependence of dark current has been thoroughly studied. The dark count signal depends approximately exponentially on the temperature. Depending on the chip design, the surface, depletion, and diffusion dark current can contribute in varying amounts to the total dark current. Their contribution can be distinguished, for example, by their characteristic activation energy. The characteristic activation energy is half the band gap of silicon for the depletion current, and is equal to the band gap of silicon for the surface and diffusion current. Not all pixels produce the same amount of dark current. So-called hot pixels, pixels with an unusually high dark count, are distributed seemingly randomly across a CCD chip. The high dark count of the hot pixels is caused by impurities in the silicon. Such impurities can be lattice defects, or foreign atoms (e.g. Fe, Ni, and Au).

In order to minimize dark current, scientific imagers are often cooled. One can correct for dark current by subtracting an image, taken with a closed shutter, from the light image. To get an accurate reflection of the dark current one needs to take the dark image under the same condition as the light image. The generation of dark current is a statistical process described by the Poisson distribution. Taking multiple dark frames under the same condition, and averaging the frames to create a master frame, improves the signal-to-noise ratio. Obtaining such a master dark frame can be time consuming but often leads to a significantly improved noise correction. Master dark frames can, in principle, be reused if the temperature and exposure time are unchanged. We have shown that dark frames can also be computed for any temperature after an initial calibration of the imager.

It is generally assumed that the dark count increases linearly with exposure time. In principle this allows dark frames to be scaled to different exposure times. To do this, the bias offset, , is subtracted and the thermal signal is obtained. To obtain a dark frame for a different exposure time, the thermal signal is scaled by a factor corresponding to the desired exposure time. The bias offset can then be added back to the scaled thermal signal to obtain the final scaled dark frame for the new exposure time. For example a 60 s dark frame, , can be obtained from a 600 s frame, , by calculating:

\[
D_{60} = \frac{1}{10} \times (D_{600} - \text{Bias}) + \text{Bias}
\]  

(1)

The advantage of a scaled dark frame is that a longer exposure frame provides a large signal-to-noise ratio; the scaling of that frame creates a short exposure frame which would have a larger signal-to-noise ratio than a frame taken at that exposure time. Fig. 1 shows the results obtained for scaled dark frames for two different cameras: The SBIG ST-8XE with a KAF-1602E CCD sensor and the Meade Pictor 416XT with a Kodak KAF-0400 CCD chip. The histograms of the count difference between a single 60 s dark frame and a master dark frame obtained from the average of ten 60 s
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exposures are shown in Fig. 1b. Ideally the distribution would show a single peak with all pixels having zero counts. Readout noise as well as dark current shot noise cause a widening of the distribution. The width of the distribution, as given by its standard deviation, is equal to 26.3 counts. In Fig. 1a, a 600 s frame is scaled to 60 s and subtracted from an individual 60 s frame. It took approximately the same camera time to obtain the scaled 60 s frame as it took to get the 60 s master frame. However, the scaled frame only requires one readout and should therefore have less readout noise. The histogram in Fig. 1a shows a long tail with many pixels having larger values for the individual frame than for the scaled frame. The resulting standard deviation has increased to 90.9 counts. The results for the Meade camera are similar and exhibit a poorer correction with the scaled frame (Fig. 1c) than for the master frame (Fig. 1d). Subtraction using the scaled frame shows a distinct second peak at approximately minus 350 counts in the resulting histogram. Hence, a group of pixels show a larger count when scaled from a long exposure frame.

For both cameras the result of the scaled dark frames is not quite as good as one would expect assuming a linear time dependence of the dark count. We found that the explanation of the poor correction of the scaled frame requires considering nonlinearities of the dark current versus exposure time. Such nonlinearities are well known when the count reaches values close to the full well of a pixel, however nonlinearities at lower signals have not been studied in detail. In this work we characterize the dark current of the two aforementioned sensors for different exposure times. We find that certain pixels exhibit a predictable nonlinear behavior. Furthermore, the nonlinear behavior of pixels can be categorized in groups with similar characteristics.

![Fig. 1. Difference of an individual dark frame and a master frame, and the individual dark frame and a scaled dark frame.](image-url)
2. EXPERIMENTAL PROCEDURES AND RESULTS

2.1 SBIG ST-8XE

We obtained dark frames at 288 K for exposure times from 5 to 7,200 s. For exposure times smaller than 640 s the median pixel value of three frames was used. One frame was taken for exposure times of 900 s and above. Fig. 2a shows the dark current of 5 different pixels. The majority of pixels on the chip behave similarly to Pixel 4. The dark count is low and seems to increase linearly with exposure time. The other pixels show a larger dark count and would be considered to be hot pixels. The pixel with the highest dark count is Pixel 5. Its dark count increases approximately linearly up to 50,000 counts. This is actually slightly larger than the saturation count as listed by the manufacturer. Once a pixel has reached saturation, electrons start to bloom into neighboring pixels. Therefore, the dark count of a saturated pixel, as well as its neighbors, has to be considered with care. For exposure times shorter than about 100 s, the dark count of Pixel 2 is similar to the dark count of Pixel 5 (see Fig. 2b). However, whereas the dark signal increases linearly up to saturation for Pixel 5, Pixel 2 levels off much earlier. Pixel 3, while less hot than Pixel 2, also shows a decreasing slope versus exposure time.

This effect is even more dramatic for Pixel 1 as the dark count up to about 50 s is as high as the dark count of Pixel 5. For example at 40 s its dark count is 79 percent of the dark count of Pixel 5. However, at 7,200 s Pixel 1 has only 8 percent the dark count of Pixel 5. At 7,200 s, Pixel 1 generates dark current at the same rate as a regular pixel, as represented by Pixel 4. On the other hand, at low exposure times the pixel behaves more like a hot pixel. Using the dark count at short exposure times might therefore not always be a good measure of how a pixel behaves at long exposure times.

![Fig. 2: Dark count at 288K as a function of exposure time for 5 pixels for the SBIG ST-8XE. (a) Exposure times up to 7,200 s. (b) Enlargement with exposure times up to 800 s and linear fit to Pixel 1 (same pixels shown as in (a)).](image)

To get a global overview of the linearity and nonlinearity of all pixels on the chip a linear fit of the type:

\[ D_{\text{fit}} = bt \]  

was applied to dark frames from 5 s to 60 s (see solid line in Fig. 2b as the linear fit for Pixel 1). Hence, the parameter \( b \) represents the dark current in counts per second over this time interval. If it is assumed that the dark current is linear, the dark count can be calculated at any exposure time, \( t_0 \), as \( D_{\text{fit}}(t_0) = bt_0 \). One can conclude from Fig. 2 that this linear scaling to a different exposure time works well for pixels such as Pixel 4 and Pixel 5. However, for pixels such as Pixels 1, 2, and 3, which show a nonlinear dark current behavior, one predicts an incorrect value for the dark count. As seen in Fig. 2b, pixels that show a decreasing slope in the dark count versus exposure time plot will have an actual dark count that is lower than predicted by the fit. To evaluate the difference between the dark count obtained from the linear fit, \( D_{\text{fit}} \), and the measured dark count, \( D_{\text{measured}} \), we define:
According to Eq (3) for Pixel 1 evaluated at \( t_0 = 160 \) s, \( \Delta D \) is 295 counts. For a longer exposure time of \( t_0 = 640 \) s, this difference has increased to 2,778 counts.

\[
\Delta D = D_{\text{fit}}(t_0) - D_{\text{measured}}(t_0) = b(t_0) - D_{\text{measured}}(t_0) \quad (3)
\]

\( \Delta D = D_{\text{fit}}(t_0) - D_{\text{measured}}(t_0) = b(t_0) - D_{\text{measured}}(t_0) \quad (3) \)

Fig. 3: Dark current from linear fit versus the change in dark count, \( \Delta D \), for the SBIG ST-8XE at 288 K evaluated at (a) 320 s, (b) 640 s, (c) 900 s, (d) 1,800 s.

Fig. 3 shows the distribution of the change in dark count, \( \Delta D \), at \( t_0 = 320 \) s (Fig. 3a), \( t_0 = 640 \) s (Fig. 3b), \( t_0 = 900 \) s (Fig. 3c), and \( t_0 = 1,800 \) s (Fig. 3d) versus the dark current which is given as the parameter \( b \) in Eq. (2) for exposure times from 5 to 60 s. For the figure the change in dark count vs. dark current plane is divided into areas of size 0.1 counts/s (dark current as given by the parameter \( b \) in Eq. 2) by 50 counts in the \( \Delta D \)-direction. The number of pixels in each area, the
frequency, is then plotted. By far, the largest number of pixels is located in the Major Peak where approximately 1.5 million pixels (or 97%) lie within the rectangle indicated in Fig. 3c. Another 17,000 pixels are in the Minor Peak with a dark current of approximately 10 counts/s and $\Delta D \approx 0$. Pixel 4 is an example of a pixel in the Major Peak while Pixel 5 is a Minor Peak pixel. Pixel 2, a typical Group 2 pixel, behaves like a Minor Peak pixel with a dark current of approximately 10 counts/s based on the linear fit. However, as one can see in Figs. 1 and 2, Group 2 pixels are nonlinear and have a lower dark count for larger exposure times. Pixels defined by Group 1 have a change in dark count which is approximately 5 times the dark count value at 1,800 s. For example, Pixel 1 has a dark count of 2,265 counts at 1,800 s, a predicted dark count based on a linear fit of 10,864 counts and hence a change in dark count of 8,599 counts. About 1,500 pixels are within the parallelogram identifying Group 1. Group 3 pixels, as represented by Pixel 3 in Fig. 1, also show a change in dark count, however their nonlinear behavior is smaller in magnitude. One also notices from Fig. 3 that a smaller number of pixels behave similarly to Group 3 pixels, but emerge from the Minor Peak rather than the Major Peak. Another distinct group of pixels could be identified in between Group 1 and Group 3. For clarity sake, we refrained from giving those pixels their own group designation. Other major distributions of pixels in Fig. 3 are pixels which are not located in the two peaks but, similar to the pixels in the peaks, have no significant change in dark count (i.e. $\Delta D \approx 0$). Finally, there are a number of pixels not shown in the graph that have a small dark current like Major Peak pixels and a negative change in dark count. We found that these pixels are located next to a hot pixel that saturated at longer exposure times, spilling electrons into neighboring pixels.

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Approximate Pixel Count (1,560,600 total pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major Peak</td>
<td>1,500,000</td>
</tr>
<tr>
<td>Minor Peak 1</td>
<td>17,000</td>
</tr>
<tr>
<td>Group 1</td>
<td>1,500</td>
</tr>
<tr>
<td>Group 2</td>
<td>2,500</td>
</tr>
<tr>
<td>Group 3</td>
<td>700</td>
</tr>
</tbody>
</table>

Table 1 - Pixel count of groups, as shown in Fig. 3(c), for the SBIG at an exposure time of 1,800s

2.2 Meade Pictor 416XT

From Fig. 1 we found that the KAF-0400 sensor in the Pictor 416XT camera, like the KAF-1602E sensor in the SBIG camera, shows a non-perfect correlation between a single dark frame and a scaled dark frame. Graphs similar to Fig. 3 were generated in order to find out if the sensor in the Meade camera also shows nonlinear dark current behavior that can be separated in distinct groups. Fig. 4 shows graphs with the dark current on the x-axis calculated from exposure times of 40 to 320 s at $T=278$ K. A linear fit of the dark count to those exposure times was applied and extrapolated to 640 s (Fig. 4a), 900 s (Fig. 4b), and 1,800 s (Fig. 4c). As in the previous section, the change in dark count, $\Delta D$, is then calculated for each pixel and displayed on the y-axis. The shades of grey indicate how many pixels show a particular $\Delta D$ for a given dark current. Like in the graphs for the SBIG camera, Fig. 4 is divided in areas of 0.1 counts/s by 50 counts.

The different panels in Fig. 4 clearly show that the KAF-0400 chip shows distinct groups as well. As one increases the exposure time at which $\Delta D$ is evaluated, groupings become more distinct. We therefore used the largest exposure time of 1,800 s (Fig. 4c) to define the different groups as given in Table 2. Analogous to the SBIG camera, the Meade camera has groups similar to Group 1, Group 2, Major Peak, and Minor Peak as in Fig. 3. The Major Peak for the Meade contains approximately 324,000 pixels, corresponding to about 82.4% of the chip. Pixels in the Major Peak have low dark current and, unlike for the SBIG camera, a negative $\Delta D$. Instead of a single Minor Peak, Fig. 4 shows two minor peaks that are also located at negative $\Delta D$ values. Minor Peak 1 is located at about 9 counts/s and Minor Peak 2 at about 18 counts/s. Group 1a and Group 2a mirror the characteristics of Group 1 and Group 2 in the SBIG camera. Group 1b and Group 2b share the same shape as Group 1a and Group 2a, but are shifted to the right. Group 1b emerges from the Minor Peak 1 and connects with Group 2b, pixels that have the same dark current as Minor Peak 2 pixels but with various changes in dark count $\Delta D$.  

Fig. 4: Dark current from linear fit versus the change in dark count, $\Delta D$, for the Meade Pictor 416XT at 278 K evaluated at (a) 640 s, (b) 900 s, (c) 1,800 s.

Fig. 5 illustrates the behavior of a typical pixel representing each group. Pixel 1a, 1b, 2a, 2b, and 3 all belong to their respective group name, and as one would expect, pixels from these groups show various degrees of nonlinearity in the dark current with long exposure times. Pixel 6, a hot pixel located in Minor Peak 1, is shown to have a large, mostly linear, dark current in Fig. 5a. Pixel 5 is located in Minor Peak 2 and has an even larger increase in dark count. Pixel 4 is a typical example of a regular pixel located in the Major Peak.
From Fig. 5a it appears that pixels have either a linear time dependence of the dark count (pixels in the three peaks) or a negative curvature (other pixels). However, a closer examination of the short exposure times, as shown in Fig. 5b, reveals that all pixels initially have a positive curvature. This positive curvature explains why fits done at short exposure times to obtain Fig. 4 result in a negative baseline for $\Delta D$ where the three peaks are located. The initial smaller slopes at low exposure times will cause the extrapolated fits to predict smaller dark count values for all pixels if it would not be for the later occurring negative curvatures for some pixels.

![Fig. 5: Dark count at 278K as a function of exposure time for eight pixels for the Meade Pictor 416XT.](image)

(a) Exposure times up to 7,200 s. (b) Enlargement with exposure times up to 180 s.

### 3. DISCUSSION

Dark current is the thermally assisted excitation of electrons from the valence into the conduction band. From the dark current distribution of an individual dark frame one can find two distinct peaks for the SBIG camera and three peaks for the Meade camera. The first peak contains the majority of pixels for each camera. These pixels are devoid of any midgap impurity that causes the high dark current of hot pixels. The KAF-1602E chip in the SBIG camera appears to have one type of impurity which causes a number of pixels (1.1%) to become hot (Minor Peak). The KAF-0400 sensor has a larger fraction of hot pixels with 9.1% located in the Minor Peak 1. The larger number of impurities increases the likelihood of finding two impurities in the same pixel possibly giving rise to a smaller, but distinct, second peak (Minor Peak 2). One would expect that an impurity produces dark current at the same rate, filling a pixel’s well and causing a linear pixel count until full well is reached. However, the data presented above clearly shows that this is not true for all pixels. With increasing exposure time, pixels in Group 2 stop being hot and start to behave more like pixels without midgap impurities. In a sense, the impurity that is present becomes inactive. To explain this phenomenon we need to look in more detail at the design of a CCD sensor.
Electrons excited into the conduction band either by photons or through thermal energy are actively collected only within the potential well. Front-illuminated imagers generally have a large field free region where electrons are not actively collected. Free electrons generated in the field-free part of the imager have to diffuse first toward the potential well before being collected and counted. Depending on the lifetime, some electrons will recombine with a hole before collection or diffuse into adjacent pixels. Hence, electrons generated at impurity sites outside the potential well will not contribute to the dark count in the same amount as electrons that are generated by an impurity in the well. The edge of the potential well is not static throughout the exposure. The depletion edge moves closer to the front surface with increasing number of electrons collected in the well. Impurities located close to the depletion edge can therefore move from being within the well at the beginning of the exposure to being in the field-free region at the end of the exposure. Since the collection efficiency of electrons generated outside the well is lower than the efficiency within the well, the rate at which these impurities generate dark current decreases with increasing exposure time. This phenomenon can explain the negative curvature of several pixels in Figs. 3 and 5. Figures 3 and 4 could therefore be used to get information on an impurity’s location. Major Peak pixels are devoid of any midgap impurity generating an intrinsic low dark count. Minor Peak pixels contain one impurity causing an increase in dark current. The impurity is located well within the depletion region and therefore generates dark current at a constant rate until the pixel reaches saturation. Hot pixels, including Minor Peak 1 pixels are randomly distributed across the chip. Assuming a random distribution of impurities that cause a pixel to become hot, it would be expected that some pixels have two impurities. Two hot impurities can give rise to the pixels located in Minor Peak 2 for the Meade camera. Due to the smaller number of Minor Peak pixels in the SBIG camera, having two impurities in one pixel is less likely and a second peak is barely, or arguably not, visible in Fig. 3. We hypothesize that Group 1 and Group 2 pixels have impurities close to the depletion edge. The lower the dark current (x-axis in Fig. 3 and 4) as obtained from the low exposure time fits, the faster the impurity moves outside the depletion region. Hence, Group 1 pixels, with an impurity very close to the initial depletion edge, have different dark current values even for low exposure times. The dark current for all Group 1 pixels decreases such that the longer exposure times (such as at 640 s, 900 s and 1,800 s in Figs. 3 and 4) yield a smaller dark count than expected from the linear fit. The behavior of Group 2 pixels is similar. Again, for the long exposure times the dark current decreases because the impurity has moved out of the depletion region. At the short exposure times used for the fit, the impurity is still within the well and the dark current is therefore the same as for Minor Peak pixels. The same explanation can be applied to Group 1a and Group 2a pixels in the KAF-0400 sensor. Due to the larger number of impurities one also finds pixels with one impurity within the depleted well and one impurity at the initial depletion edge resulting in Group 1b and Group 2b. The occurrence of Groups 3 in both chips is believed to be the result of further distinction within the peaks themselves but is not well understood at this point. The global positive curvature for the Meade camera at short exposure times must be specific to the chip design of the KAF-0400 sensor which results in a pathway for thermally generated electrons to slowly activate with short exposure times. More work needs to be done to explain this phenomenon.

If filling the potential well with thermally excited electrons causes the depletion region to shrink and to move some impurities out of the well, the same should happen if one fills the well with photoelectrons. We found that this is indeed the case. Fig. 6 shows the change in dark current after an imager was exposed to an initial brief flash of light. Fig. 6 was generated in a similar manner as Figs. 3 and 4. Here the x-axes show the dark count in a 600 s dark frame and the y-axes show the difference between the dark count of a regular dark frame and a frame that has been illuminated with light. For example, one would expect that a Group 1 pixel would produce very little dark current if the well was filled with photoelectrons causing the impurity to sit outside the depletion edge. This is found to be true; for example, Pixel 1 for the SBIG camera has a dark count of 1,589 counts at the 600 s dark frame, but only a dark count of 239 counts if illuminated with light (approximately 26,000 counts as is shown in Fig. 6). The resulting change in dark count is therefore almost as large as the dark count resulting in a pixel with $D_{600}=1,589$ and $\Delta D_{\text{Light}}=1,349$. Hence, the initial flash of light suppresses the dark current almost entirely. Group 1 pixels are therefore located along a line where $\Delta D_{\text{Light}}$ is almost as large as $D_{600}$. More generally, it is apparent from Fig. 6 that the identified groups occur for both cameras for the light exposure analysis as well. Furthermore, evolution of the groups appears to be similar with increasing full wells as is shown in the progression of increasing exposure times in Figs. 3 and 4 as well as with increasing light flash as seen in Fig. 6.
4. CONCLUSION

Previous work on dark current in digital imagers has focused on its temperature dependence. Using temperature data one can, for example, find the activation energy characteristic of a particular type of impurity. We found that the nonlinear time dependence of dark current can point to an impurity’s location. An impurity located near the depletion edge will not produce a dark count at a steady rate. Scaling the dark count of pixels with such impurities is therefore problematic. Since the dark current depends on the number of already collected electrons, dark count correction becomes especially complicated if one considers that during an exposure, electrons are generated thermally as well as through
photoexcitation. Our study shows that accurately predicting the dark count of certain pixels necessitates knowing how the depletion edge moved during a particular exposure.
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