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Abstract

We present the development of a far-field magneto-optical Kerr effect microscope. An inverted optical microscope was constructed to accommodate Kerr imaging and atomic force microscopy. In Kerr microscopy, magnetic structure is investigated by measuring the polarization rotation of light reflected from a sample in the presence of a magnetic field. Atomic force microscopy makes use of a probe which is scanned over a sample surface to map the topography. The design was created virtually in SolidWorks, a three-dimensional computer-aided drafting environment, to ensure compatibility and function of the various components, both commercial and custom-machined, required for the operation of this instrument. The various aspects of the microscope are controlled by custom circuitry and a field programmable gate array data acquisition card at the direction of the control code written in National Instrument LabVIEW. The microscope has proven effective for both Kerr and atomic force microscopy. Kerr images are presented which reveal the bit structure of magneto-optical disks, as are atomic force micrographs of an AFM calibration grid. Also discussed is the future direction of this project, which entails improving the resolution of the instrument beyond the diffraction limit through near-field optical techniques. Preliminary work on fiber probe designs is presented along with probe fabrication work and the system modifications necessary to utilize such probes.
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1. Introduction

The first hard disk drive was invented by IBM in 1956. The drive weighed over a ton and stored 2000 bits/in$^2$ at a price of roughly 100 bytes per dollar[1]. Since that time, technology has improved dramatically. In May of 2011, Seagate Technology broke the 1 terabyte barrier for a single hard drive platter[2], which translates to a bit density of 625 gigabits/in$^2$ ($3 \times 10^8$ times the density of the first HDD) at a price of $3 \times 10^{10}$ bytes per dollar (again $3 \times 10^8$ times better than in 1956).

![History of Data Storage](image)

Figure 1.1: Advancement in bit density of select data storage technologies since 1956.

The rise in data storage density, as illustrated in figure 1.1, has been instrumental in bringing computers from the room-filling behemoths of the 1950s to the personal computers we know today. As technology has progressed, we have seen steep rises (note the logarithmic scale of the y-axis) in the bit density of both optical (compact
discs through Blu-ray discs) and non-optical (floppy and hard disk drives) media. And while optical media has traditionally held a slight edge over non-optical in this respect, optical technologies are fundamentally limited by the diffraction of light.

Blu-ray technology, which represents the state of the art in optical storage, uses blue light with a wavelength of 405 nm, and is therefore limited in resolution to about 175 nm. This translates to a bit density of $1.15 \times 10^{11}$ bits/in$^2$ in a perfect theoretical system; the constraints of the real world bring the actual number down by nearly an order of magnitude to $1.34 \times 10^{10}$ bits/in$^2$. Even the theoretical ideal, however, is roughly equivalent to that of a typical consumer hard drive and well below the state of the art for non-optical media. No amount of optimization can bring the data density of optical storage technologies to the level currently available in hard disk drives.

One might then be tempted to assume that optical data storage will soon prove obsolete or be relegated to niche markets. This is not necessarily the case. The diffraction limit applies only in the far field—that is, more than one wavelength from the source[3]. The evanescent field within one wavelength of the source (the so-called near-field) is non-propagating and thus not subject to diffraction. It is this fact that is exploited in near field scanning optical microscopy (NSOM), in which an atomic force microscope (AFM) scans the sample surface with a fiber probe that detects this evanescent field. NSOM currently represents the most promising technique for increasing optical bit density beyond the constraints of the diffraction limit[4].

The two prevalent forms of optical data storage are compact discs (including DVDs and Blu-rays) and magneto-optical disks. CDs are obviously the more familiar of the two technologies, but are impractical for data storage at the nano-scale due to their reliance on propagating light and physical pits which would be extremely difficult to produce on such a scale. Magneto-optical (MO) disks, however, are well suited for nano-scale data storage. MO drives operate by reading the orientation of
magnetic domains via the magneto-optic Kerr effect (MOKE) and rewriting these domains by laser heating the sample in the presence of a magnetic field. The bit size in such a device, therefore, is limited only by the resolution of the instrument. It is for this reason that we have endeavored to build an NSOM system with Kerr imaging capabilities. In such a system, the resolution is defined by the dimensions of the imaging probe, providing us with a theoretical resolution limit of 20 nm. This translates to a bit density of $\sim 1.6 \times 10^{12}$ bits/in$^2$, roughly five times greater than the most advanced storage technologies in existence today. Figure 1.2 places the predicted bit density of near field MOKE (assuming 20 nm lateral resolution) in its proper place among the aforementioned storage technologies.

Figure 1.2: Bit density of near field MOKE compared with historical data storage technologies.

Presented here is the design, development, and construction of an inverted optical
microscope with AFM and MOKE capabilities to serve as the base for the complete
system. In chapter 2, we give background information on some samples of interest.
Chapter 3 details the development and progression of the optical microscope, and
the development of the atomic force microscope system is described in chapter 4.
The theoretical background on the mathematical formulation of the Kerr effect are
provided in chapter 5. Chapter 6 discusses various forms of magnetic microscopy,
specifically magnetic force microscopy (MFM) and Kerr microscopy, which are both
of interest to this project. Our progress towards writing magnetic information is
detailed in chapter 7, and the conversion of the system to image with fiber probes is
presented in chapter 8. Finally, Appendix A provides the mechanical drawings for all
custom-designed components of the optical and atomic force microscope systems.
2. Samples

The emphasis of this project is tool development rather than any specific application of the tool itself, such as material characterization or data storage. Therefore, no attempt was made to fabricate novel samples. Investigation was instead focused on well characterized samples such as magnetic thin films, magnetic glass, and magneto-optical data disks.

2.1 Magneto-Optical Data Disks

Magneto-optical (MO) data disks have proven to be an ideal sample for investigation by MOKE microscopy. This is not surprising when one considers that MO disk drives work on the same principles as our microscope. Indeed, MO disks are specifically tailored to be the optimal sample for a project such as this, as they have maximum Kerr rotation as well as a convenient Curie temperature by design.

These disks consist of a film (∼30 nm) of rare earth-transition metal (RE-TM) alloys of the form \( \text{Tb}_y\text{Gd}_{1-y}\text{Fe}_{z}\text{Co}_{1-z}\text{Si}_{1-\mu m}\text{AlN}_{1-\mu m}\text{SiN}_{1-\mu m} \) between two layers of dielectric (Si\(_x\)N\(_x\) or Al\(_x\)N\(_x\), ∼100 nm) on a polycarbonate or glass substrate. The alloy layer is deposited by radio frequency (RF) sputter coating, usually with an alloy target, with typical values for \( x, y, \) and \( z \) being approximately 0.2, 0.9, and 0.9, respectively. The introduction of “pregrooves” on the substrate by etching, molding, or stamping creates topographic tracks on the surface of the film, ∼1-2 μm wide, as illustrated in figure 2.1. The disk is then coated with a reflective, heat-sinking layer of metal (∼50 nm) and a final coating of protective lacquer (∼10 μm)[5].

2.2 Magnetic Glass

So called magnetic glass is not glass in the conventional sense. Rather, it is a thin foil of amorphous magnetic alloy. The base is a ferromagnetic metal (typically iron, cobalt, or nickel), along with less than 10% of other metals such as boron, silicon,
Figure 2.1: Tracks on a magneto-optical disk. The vertical arrows represent the magnetization of data bits.

chromium, and molybdenum. They are produced by rapid solidification at a rate of roughly $1 \times 10^6$ K/s\(^6\)—too fast for the atoms to reorient into an ordered crystal lattice.

The end result of this process is a sample with unique magnetic properties. Among these are high permeability, low core loss, and variable hysteresis curves. The cobalt-based alloy Metglas 2714A, for example, has a relative permeability of 1E6\(^7\); for comparison, nickel has a permeability of only about 100\(^8\). This translates to a magnetization in the alloy about $1 \times 10^4$ times higher than in nickel under the same conditions. Core loss is a measure of the power lost to heat or noise in a transformer or inductor. As magnetic glass is employed extensively in such applications, low core loss is a very desirable quality. The iron-based magnetic alloy Metglas 2605SA1 has a core loss of .29 W/kg at 60 Hz, 1.35 T\(^9\). This corresponds to 40% of the core loss one would expect from grade M3 electrical steel.
The hysteresis curves of magnetic glass can be tailored to a specific application by an anneal process. Metglas 2605SA1, when annealed in the absence of an external magnetic field, has a hysteresis curve which is nearly linear, whereas annealing in the presence of a field can result in a curve with a high squareness ratio. The cobalt-based Metglas 2705M, exhibits a remarkably high squareness ratio without annealing[10]. The unique properties of magnetic glass are ideally suited for many applications, including power distribution, power and current transformers, electromagnetic shielding, and magnetic sensors.

Our investigation was limited to Metglas Alloy 2605SA1 due to availability. As mentioned before, this is an iron-based alloy. By weight, it contains 85-95% iron, 5-10% silicon, and 1-5% boron, making it similar in composition to glasses previously imaged by similar techniques[11]. It is characterized by extremely low core loss and high permeability, and is therefore particularly well suited for application in power distribution. Also of note is the relatively low Curie temperature of 399°C.

2.3 Thin Films

There are various magnetic thin films that may prove to be of interest for investigation with this instrument. Initial investigation has focused on simple elemental films of the ferromagnetic metals iron, nickel, and cobalt, all of which are readily available. These films were sputter coated (Plasma Sciences Inc. CrC-100 Sputtering System) on glass substrates. Of slightly more interest would be permalloy[12], an alloy containing about 20% iron and 80% nickel, which is notable for its extremely high permeability.

A promising sample is a multi-layer film consisting of 2-12 nm of nickel sandwiched between 2 nm cap layers of copper. This sample has been investigated by other groups[13], and the magnetic domain structure is well characterized. Initial attempts to fabricate a similar sample proved unsuccessful as our sputter coater lacked the precision inherent to molecular beam epitaxy (MBE), which is apparently critical to
domain formation. Another sample of interest is a multi-layer film with alternating layers of 4 Å cobalt and 10 Å platinum[4]. This was attempted using a multi-target sputtering system (Lesker KJLC AXXIS).
3. Optical Microscopy

Optical microscopy is a broad field, encompassing any instrument in which light is used to resolve features too small to be seen by the human eye. The most basic such instrument is a simple convex lens. The light reflected from an object is diverged by the lens, resulting in a magnified image. Magnifying glasses use this simple principle to make small objects visible, and thus represent the simplest form of optical microscopy; by contrast, optical microscopes can be much more sophisticated instruments, such as near-field scanning optical microscopes (NSOM) which image at higher resolution than is possible with a traditional microscope by illuminating the sample through an optical fiber.

3.1 History of Optical Microscopy

The first true microscope is believed to have been invented in the Netherlands by Hans and Zacharias Janssen in 1590, when the early opticians mounted two convex lenses in a telescoping tube, though some evidence attributes the invention to Galileo Galilei in 1609. Regardless of who first invented it, it was Galileo’s instrument that was first referred to as a microscope, from the Greek words \( \mu \iota \kappa \rho \omicron \omicron \) (micron) meaning “small”, and \( \sigma \kappa \omicron \pi \epsilon \iota \nu \) (skopein) meaning “to look at”, when Giovanni Faber coined the word in 1624[14].

In the centuries that followed, scientists continued to improve upon the original design, gradually improving the capabilities of optical microscopy. Christiaan Huygens invented the first achromatically corrected eyepiece, known as the “Huygens ocular”, in the late 17th century[15]. Robert Hooke became the first to construct a microscope with a built-in illumination source in 1655[16]. His device closely resembled the familiar optical microscopes of today. In 1733, Chester Moore Hall invented the achromatic doublet[17], a refracting lens capable of correcting for chromatic aber-
rations, and in 1830, Joseph Jackson Lister constructed a lens which minimized both chromatic and spherical aberration[18]. In 1893, August Köhler developed “Köhler illumination”, a scheme for uniform illumination of the sample[19]. Frederik Zernike earned a Nobel Prize in 1953 for the invention of phase contrast microscopy, which allowed for the first imaging of live cells[20], and he was followed by Nomarski’s invention of differential interference contrast in 1955[21].

Perhaps the most significant obstacle to optical microscopy has been the inherent resolution limit due to the diffraction of light. In 1874, Abbe described the diffraction limit, arguing that even with perfect optics, the resolution of an optical microscope was ultimately limited to roughly half of the wavelength of the illumination light. Richard Zsigmondy improved resolution in 1903 with his “ultramicroscope” by imaging scattered light instead of reflection[22]—work for which he won a Nobel Prize in 1925. Three years later, in 1928, E.H. Synge proposed a technique to beat the diffraction limit with point scanning through a small aperture[23]. Insufficient technology made this impossible to realize experimentally until 1972, when Ash and Nicholls imaged a diffraction grating using radiation of wavelength 3 cm[24]. With the invention of the scanning tunneling microscope (STM) by Binnig and Rohrer in 1981[25], Synge’s original vision of a point scanning optical microscope became possible by using a tapered optical fiber as the probe. This was first accomplished in 1984, simultaneously by Lewis[26], et al., and Pohl[27], et al., resulting in a resolution of 25 nm, or one twentieth the wavelength of the illumination light. This technique became known as near-field scanning optical microscopy (NSOM).

3.2 Design of Optical Microscope

This design was originally conceived as a replacement for a heavily modified Nikon Diaphot Inverted Tissue Culture Microscope being converted into a tip-enhanced near field optical microscope (TENOM) system[28] [29], shown in figure 3.1. As the project
continued to progress and further modification became necessary, it grew increasingly apparent that adaptation of an existing system would not afford us the flexibility we needed. We therefore endeavored to design a system from the ground up with an emphasis on stability, simplicity, and versatility.

We soon realized that, despite the intended simplicity, it would be nearly impossible to mentally visualize each of the various components of such a complex instrument and have any confidence in their placement, compatibility, or alignment. As an alternative, it was decided that the microscope should be constructed in a virtual environment using the 3-D CAD (computer-aided design) program SolidWorks. Each individual component was drafted and then brought together into one comprehensive assembly, providing a fast and free design phase in which all of the parts were guaranteed to fit together exactly as they were intended to.

Thorlabs, a well-known optical hardware vendor, proved instrumental in the design phase, as they provided nearly all of the optical and structural components of the microscope. The physical design of the optical microscope provides the optical pathways necessary for excitation and collection in this system, emulating the function of the Diaphot at a fraction of the price.

As discussed, an optical microscope can range in complexity from a tool as simple as a magnifying glass to an instrument as intricate as an NSOM system. In all cases, however, the basic concept remains the same. The sample is illuminated, resulting in an optical response, and this response is then collected to gain information about the sample. Therefore, the critical components of any optical microscope are the illumination source, the condenser lens which focuses the illumination light, the objective lens which magnifies the image, and the detector. Our design is for an inverted optical microscope, meaning the objective lens is located beneath the sample. Furthermore, we use an epi-illumination source, allowing the objective lens to double
Figure 3.1: Nikon Diaphot, modified for NSOM imaging.
as the condenser.

We began by constructing a stable base. Four 1.5” diameter posts (Thorlabs P8) are mounted to an optical breadboard (Thorlabs MB1824) and support the custom designed base plate. The base plate, seen in figure 3.2, supports the scan bed, a two axis nanopositioning stage (Physik Instrumente 733.2CL) on which the sample is mounted. The illumination source, an external laser, is brought into a cube-mounted beam splitter (Thorlabs CM1-BS013) by a periscope consisting of two kinematic mirror mounts (Thorlabs KM100) attached to single axis translation stages (Melles Griot 148-103), mounted to the optical breadboard and the bottom of the base plate.

![Figure 3.2: SolidWorks model of microscope base plate.](image)

The beam splitter reflects the light to the objective lens (Zeiss 1036-022, 1.3NA, 100x Epiplan Neofluar), which is mounted in a z translation stage (Thorlabs SM1Z). This translator controls the distance between the objective and the sample, providing
focusing capabilities. The light is reflected back down through the objective and beam splitter to a 90° kinematic mirror mount (Thorlabs KCB1), which redirects the light to the detector.

The final design, shown in figure 3.3 is a highly adaptable, low-cost instrument with potential capabilities beyond those of any commercially available system. The design proved so effective and versatile that, apart from the MOKE system and the original TENOM system, it has also been adapted to suit two other projects in the lab—a confocal multi-laser excitation microscope and a scanning ion conductance atomic force microscope (SICM)[30].

Figure 3.3: SolidWorks drawing of inverted optical microscope. a) Objective lens b) Sample holder c) Base plate d) Periscope mirrors e) Beam splitter f) CCD Camera

3.3 Construction of Optical Microscope

With a comprehensive design in hand, the physical construction of the microscope was fairly straightforward. As mentioned before, most of the components of the microscope were provided by Thorlabs. The various parts fit together using Thorlabs
30mm cage system as well as their proprietary SM1 (1.035"-40) threading.

At this phase in the project, the only custom parts were the base plate and the aluminum mounting plates for the periscope mirrors. The periscope plates were easily machined based on the SolidWorks drawings, but the base plate presented a more challenging problem, being a large piece with many mounting holes, pockets, and external fillets. The mill (Bridgeport BR-54015) to which we had access was an antiquated machine with no digital readouts and so much play in the x and y axes that it proved entirely inadequate for any high-precision machining. Instead, the SolidWorks part was converted to a DXF (drawing exchange format) file and imported directly into a CNC (computer numerical control) mill. The technical drawings can be seen in Appendix A.

Upon assembly of the microscope, optical images were obtained almost immediately. A lens was placed in the detector section, carefully positioned in the lens tube using retaining rings (SM1RR), and a CCD (charge-coupled device) camera was attached using a C-Mount adapter (SM1A10). Figure 3.4 shows a CCD image of pseudoisocyanine iodide (PICI) dye crystals, spin-coated on glass. This image was obtained without the periscope assembly, instead making use of a fiber light for transillumination.

### 3.4 Scanning Optical Microscopy

The instrument of course functions well as a simple optical microscope, but the addition of point-scanning capabilities requires integration of scanning and collection mechanisms. The necessary algorithms are written in LabVIEW and controlled through a National Instruments data acquisition (DAQ) card (PCIe-7852R) with a field programmable gate array (FPGA) processor (discussed further in section 4.4).

The scan algorithm generates two synchronized triangle waveforms, one for the x-axis at the scan frequency, and one for the y-axis with a longer period depending on
the resolution of the scan. For example, a 1 Hz scan at 10x10 pixel resolution would be composed of a 1 Hz triangle wave in the x-axis and a 0.1 Hz triangle wave in the y-axis, resulting in a raster scan pattern. The scan size is controlled by adjusting the amplitudes of these signals using a programmable voltage divider (Analog Devices AD5290)[31]. These signals are then summed (OP471 operational amplifier) with a static voltage offset to adjust the origin of the region of interest[31]. The output waveform is applied to the controller of a piezo-driven nanopositioning stage (Physik Instrumente P-733.2CL) to which the sample is mounted, causing the sample to be scanned in relation to the objective lens. The stage provides closed loop travel in two axes over 100 µm with <2 nm repeatability and 0.3 nm resolution[32].

The CCD camera was replaced with an avalanche photodetector, or APD (Thor-
The implementation of point-scanning capabilities allows imaging of a much larger area at increased resolution by measuring the light intensity at each pixel. The field of view in such a setup is limited by the range of the nanopositioning stage to \((100 \, \mu\text{m})^2\), while the resolution is limited by diffraction to roughly half the wavelength of the illumination light \((\lambda/2)\). Our primary illumination sources were an argon laser \((\lambda = 514 \, \text{nm})\) and an infrared diode laser \((\lambda = 833 \, \text{nm})\). Figure 3.5 shows a point scan of magnetic glass (Metglas 2605SA1) acquired at a 1.0 Hz scan speed using 514 nm laser illumination at 100 µW.

3.5 Fluorescence Microscopy

Fluorescence is the process by which light is emitted from a substance after absorption of light of a different wavelength. This occurs due to the relaxation of an orbital electron after excitation by the incident light. The excitation can be described by

\[
S_0 + h\nu_i \rightarrow S_1, \tag{3.1}
\]

and the fluorescence by

\[
S_1 \rightarrow S_0 + h\nu_s + \text{heat}, \tag{3.2}
\]

where \(S_0\) represents the ground state, \(S_1\) the first excited state, and \(h\nu_i\) and \(h\nu_s\) are the energies of the incident and scattered light, respectively[33].

So, whereas traditional optical microscopes function by collecting the light reflected from the sample, fluorescence microscopes must collect only the emitted light by filtering out the wavelength of the reflected light. With the fluorophore returning to the ground state, it would seem that fluorescence could continue indefinitely; in reality, the fluorophore eventually loses its ability to fluoresce, a phenomenon known as photobleaching. The exact mechanism by which this occurs is undetermined. In short, fluorescence microscopy detects changes in wavelength using notch filters.
Figure 3.5: Reflection optical image of magnetic glass, Metglas 2605SA1, acquired at 1.0 Hz scan speed using 514 nm laser illumination at 100 µW.
is analogous to Kerr microscopy, in which the goal is to detect changes in polarization using polarizing filters. Therefore, to verify proper operation of the microscope, it was useful to set it up in fluorescence mode before attempting Kerr imaging.

We chose a sample of Rhodamine 6G (C_{28}H_{31}N_{2}O_{3}Cl), a fluorescent dye often used as a gain medium in dye lasers. R6G has its absorption peak at 528 nm[34], so we selected the strongest line of an argon laser (514 nm) as the illumination source. Another notch filter was placed before the photon detector to collect only 633 nm light. The emission and absorption spectra of R6G[34] are shown in figure 3.6.

![Figure 3.6: Fluorescence spectrum of Rhodamine 6G. The solid blue line is absorption and the dashed red line is emission.](image)

With the filters in place, any light being detected was necessarily a result of the dye fluorescing. However, optical systems are always imperfect, so to verify that we were indeed imaging in fluorescence mode as opposed to simply collecting a reflection, we employed the scan algorithm as a makeshift nanolithography tool, effectively writing concentric squares by scanning sequentially larger areas. The first, innermost square then became the most photobleached as it was subjected to the illumination light on
the first scan and each successive scan. The second scan area then became the second most photobleached and so on. This technique of successive photobleaching proved quite effective. In figure 3.7, at least four distinct regions are clearly seen.

![Fluorescence image of Rhodamine 6G demonstrating photobleaching.](image)

Figure 3.7: Fluorescence image of Rhodamine 6G demonstrating photobleaching.

### 3.6 Optical Resolution

The field of microscopy is primarily motivated by the imaging of extremely small features. Therefore, one of the most important characteristics of any microscopy system is resolution, the distance between two distinguishable points in an image.
A microscope is incapable of revealing structure smaller than this limit. With our system functional, it was instructive to measure the resolution. This is done by examining a cross section of an image and measuring the distance between two sharp features—in this case, we used figure 3.5 and examined the cluster in the lower left corner to determine that the resolution was roughly 367 nm, less than the illumination wavelength, as shown in figure 3.8.

![Graph showing resolution limit](image)

**Figure 3.8:** A cross section of magnetic glass reveals the resolution limit of our microscope to be less than 400 nm. The x and y axes show lateral displacement in µm and relative light intensity in arbitrary units, respectively. The resolution is therefore given by $\Delta x$.

According to the Huygens-Fresnel principle, every point on a wavefront acts a source, radiating spherically. As light passes through a circular aperture, the spherical radiation leads to diffraction. Due to axial symmetry, the resulting diffraction pattern, known as the Airy pattern, takes the form of the function[35]

$$ y = \left( \frac{2J_1(x)}{x} \right)^2, \quad (3.3) $$

where $J_1$ is the first order Bessel function of the first kind.
Figure 3.9: Airy pattern produced by propagation through a circular aperture.

The radius of the central peak of this disk is dependent on the wavelength of the light and the diameter of the aperture, and corresponds to the highest resolution obtainable with those parameters, given by[36]

$$d = \frac{\lambda}{2(n \sin \alpha)}, \quad (3.4)$$

where $\lambda$ is the wavelength, $n$ is the index of refraction of the lens, and $\alpha$ is the half-angle of the light cone. The quantity ($n \sin \alpha$) is defined as the numerical aperture of a lens, and is generally between 0.1 and 1.4[33].

For our system, using 514 nm light and an objective lens of 1.0 NA, the theoretical diffraction limit is equal to roughly $\lambda/2$, or 257 nm, indicating that the instrument is nearly diffraction limited.
4. Atomic Force Microscopy

Atomic force microscopy is a type of scanning probe microscopy (SPM), a branch of microscopy in which the sample is imaged by scanning a physical probe over it. This also encompasses scanning tunneling microscopy (STM), electrostatic force microscopy (EFM), magnetic force microscopy (MFM), and near field scanning optical microscopy (NSOM), among many others. With the eventual goal of an NSOM Kerr microscope in mind, AFM capabilities are an absolute necessity.

4.1 History of Scanning Probe Microscopy

The field of SPM began in 1981, when Gerd Binnig and Heinrich Rohrer of IBM first demonstrated the scanning tunneling microscope (STM)[25], work for which they would receive the Nobel Prize in Physics in 1986. In an STM, a bias is applied across a sharp metal tip (usually tungsten, platinum-iridium, or gold)[37] and a conducting sample. When the tip is brought into very close proximity with the sample, quantum tunneling effects are observed, according to the equation[37]

\[ I = \frac{4\pi e}{h} \int_{-\infty}^{+\infty} [f(E_f - eV + \epsilon) - f(E_f + \epsilon)] \rho_S(E_f - eV + \epsilon) \rho_T(E_f + \epsilon) |M|^2 d\epsilon, \quad (4.1) \]

in which \( f \) is the Fermi function, \( E_f \) is the Fermi level, \( e \) is electron charge, \( V \) is potential, \( \rho_S \) and \( \rho_T \) are the densities of states of the sample and tip, and \( \epsilon \) is the electron energy. \( M \) is the tunnel matrix element[37], given by

\[ M = \frac{\hbar^2}{2m} \int_{z=z_0} \left( \chi \frac{\partial \psi}{\partial z} - \psi \frac{\partial \chi^*}{\partial z} \right) dS. \quad (4.2) \]

Because the current is clearly dependent on the distance between the tip and the sample, \( z \) in equation 4.2, one may be used to monitor the other. In constant current mode, the tip is raster scanned over the sample and the current measurement is fed
into an electronic feedback system. Using piezos, the microscope adjusts the height of the tip in an attempt to maintain constant current. The tip-sample distance, \( z \), should therefore be constant, and a map of the piezo response yields a topographic map of the sample. STMs also function in constant height mode, where the tip is brought near the surface and scanned with no vertical movement. A map of the tunneling current is produced in this way, though it may not correlate as closely to topography as a constant current image[37].

In 1986, Binnig made another advancement in the field of SPM when he, along with Calvin Quate and Christoph Gerber, invented the atomic force microscope (AFM)[38]. One of the major limitations of STM was its reliance on a conductive sample. This requirement was removed with the advent of AFM, which uses atomic forces instead of tunneling current as the feedback mechanism.

4.2 Basic Principles of AFM

In AFM, a cantilever with a sharp tip, such as the one seen in figure 4.1, is scanned over the sample surface. A laser reflects from the cantilever into a segmented photodiode. As the tip interacts with the sample, the cantilever is deflected due to various atomic forces, including mechanical contact force, van der Waals forces, capillary forces, chemical bonding, electrostatic forces, magnetic forces, Casimir forces, solvation forces, and others[39]. This deflection is measured by monitoring the relative intensity on each segment of the photodiode. A conceptual diagram is shown in figure 4.2.

The three main modes of operation for a typical AFM are contact mode, non-contact mode, and tapping mode. In contact mode, the feedback loop works to maintain a constant force between the tip and the sample by using piezos to modulate the height of the tip. The piezo voltage then corresponds to sample topography. In non-contact mode, the cantilever is electrically driven near its resonance frequency.
As the tip nears the sample surface, atomic forces interact with the cantilever and act to dampen its oscillation. The amplitude or phase then serves as the feedback signal and the piezo voltage is mapped to reveal topography. In tapping mode, the tip is driven mechanically to oscillate near its resonant frequency. The amplitude of the oscillation decreases when the tip is near the surface, and the feedback system works to maintain a constant amplitude[40].

One of the greatest complications of traditional AFM use is the alignment of the feedback laser. A variation of AFM known as shear force microscopy (SFM) removes this complication by replacing the cantilever based feedback system with a quartz tuning fork. The tip is mounted to one tine of the fork, which is driven near its resonance frequency for non-contact mode imaging[41].
4.3 Design of AFM

The optical microscope, the technical details of which were described in section 3.2, was designed with forethought given to the necessity of integration of AFM capabilities. The custom base plate, which serves as the ceiling and sample holder of the optical microscope, functions as the base of the AFM, leaving the two systems integrated yet independent. A pocket milled into the base plate accommodates the x-y piezo scan stage (Physik Instrumente 733.2CL), the details of which were discussed earlier in section 3.4.

Mounted on the base plate is a stable backplane assembly, consisting of a thick plate and three braces, all custom designed in SolidWorks and machined from cast iron. The sole function of the backplane assembly is to position the AFM scan head
such that the tip is suspended over the sample surface. Mounted to the back of the
scan head is a dovetail (Thorlabs XT66D3) which nests in custom rails mounted to
a 50 mm translation stage (Thorlabs LNR50M with drive removed). The translation
stage is mounted to the backplane, and the z height is controlled by a stepper motor
(Oriental Motors PK243B1A-SG36) and lead screw (Universal Thread) assembly.

The primary design complication of the backplane was the three-dimensional posi-
tioning of the AFM tip. The x and y dimensions were constrained by the necessity for
the AFM tip, and therefore the center of the scan head, to be perfectly centered over
the objective lens, thereby making simultaneous optical and AFM imaging possible.
The z dimension was less critical due to the inherent flexibility afforded by the 50
mm translation stage, but in general, it was desirable that the tip be near the surface
when the stage is positioned midway through its range of travel.

The realization of these requirements was greatly simplified by the CAD design
process undertaken in SolidWorks. Separate subassemblies were constructed for the
scan head, backplane, and optical microscope. By making the necessary mates within
SolidWorks, such as constraining the dovetail to the dovetail rails, the bottom of the
backplane to the top surface of the base plate, etc., we were left with just three degrees
of freedom—the x and y positions of the backplane and the z position of the scan
head. The subassemblies were then moved to appropriate locations, revealing the
optimal positions for the mounting holes. For added flexibility, slots were machined
in the backplane braces, allowing 1/4” of travel in the y position of the backplane.

The most critical component of the AFM is the scan head, which houses the piezo
stack, the tuning fork, a CCD camera for tip viewing, and the circuit boards for signal
amplification. The original scan head design also included a low power laser for tip
illumination, which proved unnecessary.

The piezo stack consists of two piezo tubes (Boston Piezo-Optics PZT-5A and
PZT-5A Segmented) separated by an insulative glass-ceramic ring (Corning MACOR) to which each is epoxied. The unsegmented tube provides fine control of z for topographic scanning, while the segmented tube allows for fine adjustment of x and y for precise positioning of the tip relative to the objective lens. A MACOR ring is epoxied to the exterior of the upper tube and held in a flexure mount (Newport MFM-075) for coarse positioning in x and y. A final MACOR piece is epoxied between the bottom of the stack and an aluminum mounting ring. A preamplifier board for the tuning fork holder is epoxied to an aluminum holder, which is screwed to the aluminum ring with an additional plastic ring between to reduce mechanical coupling. The tuning fork is fixed securely in the holder piece with a set screw and soldered directly to the preamplifier board. Figure 4.3 shows the complete scan head with the piezo stack in place.

Figure 4.3: SolidWorks cross-section of scan head reveals piezo stack and tuning fork.
The complete microscope, including the backplane assembly, scan head, and breakout box, is shown in figure 4.4.

![SolidWorks model of complete atomic force inverted optical microscope](image)

Figure 4.4: SolidWorks model of complete atomic force inverted optical microscope, including backplane assembly, scan head, and breakout box.

The base plate was machined on a CNC mill using the SolidWorks drawing as an input (as mentioned in section 3.2). All other parts were fabricated using a standard
milling machine out of cast iron, aluminum, and MACOR. Once assembled, the microscope was placed in a light proof enclosure on a floating optical table to shield it from external fields and vibration[40]. The end result is a functional atomic force inverted optical microscope, as seen in figure 4.5.

Figure 4.5: Photograph of functional atomic force microscope.
4.4 AFM Electronics

The analog requirements for the microscope were supplied by custom printed circuit boards (PCBs) designed in the software package PCB123, v.2 (Sunstone Circuits) as part of the open source ANSOM Project[42], developed in our lab. These were developed so as to be as modular as possible. In addition to the main controller board, there are boards for phase detection, driving of the piezos, control of the stepper motor, breakout from the data acquisition (DAQ) card, and amplification of the tuning fork signal.

The controller board interfaces directly with the DAQ, fulfilling the role of routing the digital and analog signals through the system. It also contains the electronics for control of the scan and offset (as discussed in section 3.4), driving of the tuning fork, and amplitude detection.

The tuning fork is driven by a high resolution sine wave near its resonance of $2^{15}$ Hz by a direct digital synthesis (DDS) integrated circuit (Analog Devices AD9835). This signal is used as a reference oscillator for phase detection as well as the drive signal for the tuning fork. The amplitude detection circuitry consists of an RMS-to-DC converter (Analog Devices AD637) and a 2-pole Sallen-Key filter[31]. For phase detection, a high speed (4.5 ns) comparator (Linear Technologies LT1712) compares the reference signal to the response of the tuning fork to detect phase differences[31].

The piezo driver board consists of two operational amplifiers (Apex P88) arranged in a bridge circuit, with 170 V supplied by two 155 V DC power supplies (International Power IHB155-0.12). Three such boards were created so the tip position in each axis can be controlled independently[31].

The controller board, phase detection board, and piezo driver boards are housed, along with the external power supplies, in an external controller box. An additional electronics enclosure (Hammond 1590BBK) was mounted to the side of the base plate.
to house a breakout board for the FPGA card and a stepper motor control board\cite{31}.

The tuning fork board, which serves as a preamplifier for the response signal of the tuning fork, and the scan head board, which further amplifies the signal, are located within the scan head itself. The close physical proximity to the tuning fork serves to reduce the additional noise and capacitance inherent to signals transmitted over a large distance.

4.5 Control of AFM

The control systems of the AFM were also obtained from the ANSOM Project\cite{42}, and take the form of a comprehensive LabVIEW project. The project is developed around a National Instruments data acquisition (DAQ) card (National Instrument PCI-7852R) with a field-programmable gate array (FPGA) microprocessor. The logic necessary to control the operation of the microscope is programmed in LabVIEW and compiled directly to the FPGA.

The primary algorithms of the microscope are those that control scanning and sample surface approach, as well as the PID (proportional-integral-derivative) feedback algorithm. The scanning algorithm is discussed in section 3.4. The ANSOM Project also includes a graphical user interface (GUI) with tools for control of the oscillation signal, z piezo, stepper motor, cameras, scanning, and image processing.

The approach algorithm controls the z piezo as well as the stepper motor in order to bring the tip within 500 nm\cite{31} of the surface without damaging either. While monitoring the phase feedback signal, the z piezo is extended to its limit. If the tip does not encounter the surface, which would be indicated by a sudden change in the feedback signal, the tip is retracted and the motor takes one step towards the surface. This process continues until the surface is located, at which point control of the z piezo is transferred to the PID algorithm\cite{31}.

The PID algorithm attempts to maintain a setpoint in the feedback signal. As the
system scans over topographic features, the PID loop serves to maintain a constant interaction force between the tip and the sample. This is accomplished by reacting to changes in the feedback signal. As the tip approaches a tall feature, the interaction force increases, and the PID loop signals the z piezo to retract; as the tip approaches a low feature, the interaction force decreases, and the PID loop signals the z piezo to extend[31]. The signal sent to the z piezo is mapped to reveal the sample topography.

4.6 AFM Results

Upon successful development and integration of the various systems necessary for operation of the AFM, investigation was undertaken on an AFM calibration grid (Nanosurf) consisting of square pillars with 119 nm z height and 10 µm periodicity[43]. The phase and topographic images are shown in figures 4.6 and 4.7, respectively.

Figure 4.6: Phase image of AFM calibration grid.
These initial scans evince the utility of the instrument. The lateral resolution is constrained only by the aspect ratio of the tip, and can be measured by monitoring the feedback response of the scan bed in closed loop mode. Successful topographic scanning demonstrates the ability of the microscope to reproducibly approach and scan over the sample surface without damage to the probe tip, capabilities that will be essential to the continuation of the project as we adapt the system to fiber-based NSOM microscopy.
5. Magneto-Optic Kerr Effect

Kerr microscopy is made possible by the magneto-optical Kerr effect (MOKE), a phenomenon in which the polarization of light reflected in the presence of a magnetic field undergoes a shift in both ellipticity and rotation[44]. By detecting this change in polarization, it is possible to image magnetic orientation with an optical microscope. The effect is demonstrated in figure 5.1.

![Diagram of polar MOKE](image)

Figure 5.1: Illustration of polar MOKE, in which the magnetization is normal to the surface. The disks represent the plane of polarization in the direction of the black arrows.

5.1 History of Magneto Optics

The field of magneto-optics began in 1846 when Michael Faraday published his paper “On the Magnetic Affection of Light”. In it, he described the interaction of light and
magnetism: “When a ray of polarized light and lines of magnetic force pass simultaneously and parallel to each other through a transparent (medium), the ray is rotated according to a simple law of action...[45]” This interaction, appropriately enough, came to be known as the Faraday effect. This effect has been used for the measurement of magnetic fields[46], characterization of electron spins in semiconductors[47], and many other purposes. However, it is perhaps most significant as the first empirical evidence for the relationship between light and magnetism, and therefore the beginning of the entire field of magneto-optics.

It was John Kerr who, in 1877, made the logical leap to extend Faraday’s principle to reflected light[48]. Kerr’s apparatus was fairly crude by modern standards, but it was nevertheless sufficient to demonstrate the effect that now bears his name. The light from a paraffin candle was polarized using a Nicol prism and reflected from the highly polished surface of a horseshoe electromagnet. The magnet was powered by six Grove cell batteries, providing roughly 12 volts DC [49], and consisted of an iron core solenoid two inches in diameter with about 400 turns of wire. A wedge of iron was also placed above the surface to concentrate the field. A second Nicol was placed in the path of the reflected beam and oriented so as to extinguish the reflection in the absence of a magnetic field.

As he expected, Kerr found that by applying power to the electromagnet, the effect on the polarization was sufficient to make the light visible through the second prism. He further found that with the field applied, he was unable to extinguish the beam regardless of the orientation of the second prism, indicating that the polarization had changed in ellipticity as well as angle. Kerr went on to describe twelve experiments he performed, further contributing to our understanding of the complex interaction between light and magnetism.
5.2 Mathematical Background on the Propagation of Light

Classical electrodynamics is underscored by a set of four partial differential equations, including Gauss’ law, Ampère’s law, Faraday’s law of induction, and Gauss’ law for magnetism[50]:

\[
\nabla \cdot \mathbf{D} = \rho_f, \quad (5.1a) \\
\n\nabla \times \mathbf{H} = \mathbf{J}_f + \frac{\partial \mathbf{D}}{\partial t}, \quad (5.1b) \\
\n\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (5.1c) \\
\n\n\nabla \cdot \mathbf{B} = 0, \quad (5.1d)
\]

in which \( \rho_f \) is the free charge density, \( \mathbf{J}_f \) is the free current density, and \( \mathbf{E}, \mathbf{D}, \mathbf{B}, \) and \( \mathbf{H} \) represent the electric, displacement, magnetic, and magnetizing fields, respectively.

These are known collectively as Maxwell’s equations, and along with the Lorentz force law, serve as the foundation for nearly all of classical electrodynamics. They are therefore also crucial to the fields of optics and electronics.

We begin with the familiar form of Maxwell’s equations in the absence of free charges and currents, so that \( \mathbf{J}_f \) and \( \rho_f \) go to zero and the above equations become

\[
\nabla \cdot \mathbf{D} = 0, \quad (5.2a) \\
\n\nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t}, \quad (5.2b) \\
\n\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (5.2c) \\
\n\n\nabla \cdot \mathbf{B} = 0. \quad (5.2d)
\]

Following the procedure of Mansuripur, we have[5]

\[
\mathbf{u} = \left( u_x, u_y, u_z \right), \quad (5.3)
\]
and

\[
\mathbf{u} = \begin{bmatrix}
0 & -u_z & u_y \\
u_z & 0 & -u_x \\
-u_y & u_x & 0
\end{bmatrix}, \tag{5.4}
\]

along with the recognition that

\[
\mathbf{D} = \epsilon_0 \xi \mathbf{E} \tag{5.5}
\]

and

\[
\mathbf{B} = \mu_0 \mathbf{H}, \tag{5.6}
\]

where \(\epsilon_0\) is the permittivity of free space, \(\xi\) is the dielectric tensor of the propagation medium, and \(\mu_0\) is the permeability of free space. We may express Maxwell’s equations in a more convenient matrix notation as

\[
\nabla \xi \mathbf{E}^T = 0, \tag{5.7a}
\]

\[
\nabla \mathbf{H}^T = -i\omega \epsilon_0 \xi \mathbf{E}^T, \tag{5.7b}
\]

\[
\nabla \mathbf{E}^T = i\omega \mu_0 \mathbf{H}^T, \tag{5.7c}
\]

\[
\nabla \mathbf{H}^T = 0. \tag{5.7d}
\]

We then proceed to normalize Maxwell’s equations by the impedance of free space,

\[
Z_0 = \sqrt{\mu_0 / \epsilon_0}, \tag{5.8}
\]
and obtain

\[ \nabla \epsilon \hat{E}^T = 0, \quad (5.9a) \]
\[ \nabla H^T = -i \omega \sqrt{\frac{\mu_0}{\epsilon_0}} \epsilon_0 \hat{E}^T = -ik_0 \epsilon \hat{E}^T, \quad (5.9b) \]
\[ \nabla \hat{E}^T = i \omega \sqrt{\frac{\mu_0}{\epsilon_0}} \mu_0 H^T = ik_0 H^T, \quad (5.9c) \]
\[ \nabla H^T = 0, \quad (5.9d) \]

where we have used \( \hat{E}^T \) to indicate the normalized electric field vector and introduced \( k_0 \), the propagation constant of free space:

\[ k_0 = \sqrt{\frac{\epsilon_0 \mu_0 \omega}{\epsilon_0 \mu_0 \omega}}. \quad (5.10) \]

If we have a plane wave defined by

\[ \mathbf{E}(\mathbf{r}, t) = \mathbf{E}_0 \exp \left[ i (\mathbf{k} \cdot \mathbf{r} - \omega t) \right], \quad (5.11a) \]
\[ \mathbf{H}(\mathbf{r}, t) = \mathbf{H}_0 \exp \left[ i (\mathbf{k} \cdot \mathbf{r} - \omega t) \right], \quad (5.11b) \]

then equations 5.9a-d become

\[ k \epsilon \hat{E}_0^T = 0, \quad (5.12a) \]
\[ k_0 H_0^T = -k_0 \epsilon \hat{E}_0^T, \quad (5.12b) \]
\[ k \hat{E}_0^T = k_0 H_0^T, \quad (5.12c) \]
\[ k H_0^T = 0. \quad (5.12d) \]

Multiplying equation 5.12b by \( \frac{k}{k_0} \) and substituting equation 5.12c into the right hand
side yields the Helmholtz equation

$$\left[ \left( \frac{k}{k_0} \right)^2 + \epsilon \right] \hat{E}_0^T = 0, \quad (5.13)$$

which has a nontrivial solution when

$$\left| \left( \frac{k}{k_0} \right)^2 + \epsilon \right| = 0. \quad (5.14)$$

### 5.3 Light in a Medium

Still following the procedure of Mansuripur, we consider a plane wave propagating in an isotropic medium, we may take the dielectric tensor to be $\epsilon = \epsilon I$ where $I$ is a 3 x 3 identity matrix. Equation 5.14 then becomes

$$\left| \frac{1}{k_0^2} \begin{bmatrix} -k_y^2 - k_z^2 & k_x k_y & k_x k_z \\ k_x k_y & -k_z^2 - k_y^2 & k_y k_z \\ k_x k_z & k_y k_z & -k_x^2 - k_y^2 \end{bmatrix} + \begin{bmatrix} \epsilon & 0 & 0 \\ 0 & \epsilon & 0 \\ 0 & 0 & \epsilon \end{bmatrix} \right| = 0, \quad (5.15)$$

and solving for the determinant yields

$$k_x^2 + k_y^2 + k_z^2 = k_0^2 \epsilon. \quad (5.16)$$

If we confine the wave vector $\mathbf{k}$ to the y-z plane, we may proceed with the assumptions that $k_x = 0$ and $k_y = k_0 \sin \theta$. Equation 5.16 then becomes

$$k_z = k_0 \sqrt{\epsilon - \sin^2 \theta}, \quad (5.17)$$
and the Helmholtz equation 5.13 is therefore

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & \sin^2 \theta & \pm \sin \theta \sqrt{\epsilon - \sin^2 \theta} \\
0 & \pm \sin \theta \sqrt{\epsilon - \sin^2 \theta} & \epsilon - \sin^2 \theta
\end{bmatrix}
\begin{bmatrix}
\hat{E}_x \\
\hat{E}_y \\
\hat{E}_z
\end{bmatrix} = 0. \quad (5.18)
\]

This matrix gives three equations, but one is trivial, and the other two are equivalent:

\[
\hat{E}_z = \pm \frac{\sin \theta}{\sqrt{\epsilon - \sin^2 \theta}} \hat{E}_y. \quad (5.19)
\]

Rearrangement of the equation 5.12b yields

\[
H^T_0 = \left( \frac{k}{k_0} \right) \hat{E}_{0}^T, \quad (5.20)
\]

which can be used define a relationship between the electric and magnetic fields. Using equation 5.17 along with the values we chose for \(k_x\) and \(k_y\), equation 5.20 becomes

\[
\begin{bmatrix}
H_x \\
H_y \\
H_z
\end{bmatrix} =
\begin{bmatrix}
0 & \mp \sqrt{\epsilon - \sin^2 \theta} & \sin \theta \\
\pm \sqrt{\epsilon - \sin^2 \theta} & 0 & 0 \\
- \sin \theta & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{E}_x \\
\hat{E}_y \\
\hat{E}_z
\end{bmatrix}. \quad (5.21)
\]

Substituting equation 5.19 into the first of these equations gives

\[
H_x = \mp \frac{\epsilon}{\sqrt{\epsilon - \sin^2 \theta}} \hat{E}_y, \quad (5.22a)
\]
\[
H_y = \pm \sqrt{\epsilon - \sin^2 \theta} \hat{E}_x, \quad (5.22b)
\]
\[
H_z = - \sin \theta \hat{E}_x. \quad (5.22c)
\]
The third equation is unnecessary because $H_z$ is rarely of interest[5] and can be defined in terms of $H_y$ if necessary. We are therefore left with the following relationship between the $\vec{E}$ and $\vec{H}$ fields for a plane wave propagating in an isotropic medium:

$$\begin{bmatrix} H_x \\ H_y \end{bmatrix} = \pm \begin{bmatrix} 0 & -\frac{\epsilon}{\sqrt{\epsilon - \sin^2 \theta}} \\ \frac{1}{\sqrt{\epsilon - \sin^2 \theta}} & 0 \end{bmatrix} \begin{bmatrix} \hat{E}_x \\ \hat{E}_y \end{bmatrix}$$ (5.23)

5.4 Mathematical Formulation of MOKE

When the principles of the preceding section are applied to an anisotropic medium, the math becomes more complicated. The dielectric tensor can no longer be represented by an identity matrix. We begin by considering the case of a homogeneous medium under the influence of a magnetic field oriented along the z-axis. The dielectric tensor is given by:

$$\epsilon = \begin{bmatrix} \epsilon & \epsilon' & 0 \\ -\epsilon' & \epsilon & 0 \\ 0 & 0 & \epsilon \end{bmatrix}$$ (5.24)

And with $k_x = 0$ and $k_y = k_0 \sin \theta$, equation 5.14 becomes

$$\begin{bmatrix} \epsilon - \sin^2 \theta - \frac{k_z^2}{k_0^2} & \epsilon' & 0 \\ -\epsilon' & \epsilon - \frac{k_z^2}{k_0^2} & \frac{k_z}{k_0} \sin \theta \\ 0 & \frac{k_z}{k_0} \sin \theta & \epsilon - \sin^2 \theta \end{bmatrix} = 0.$$ (5.25)

Some algebra yields the characteristic equation

$$\left( \frac{k_z}{k_0} \right)^4 - 2 \left( \epsilon - \sin^2 \theta \right) \left( \frac{k_z}{k_0} \right)^2 + \left[ \left( \epsilon - \sin^2 \theta \right)^2 - \epsilon^2 \left( \frac{\sin^2 \theta}{\epsilon} - 1 \right) \right] = 0,$$ (5.26)
and an application of the quadratic formula yields the solutions:

\[ k_{z1} = \pm k_0 \sqrt{\left( \varepsilon - \sin^2 \theta \right) + \varepsilon' \sqrt{\frac{\sin \theta}{\varepsilon} - 1}}, \]  
(5.27a)  

\[ k_{z2} = \pm k_0 \sqrt{\left( \varepsilon - \sin^2 \theta \right) - \varepsilon' \sqrt{\frac{\sin \theta}{\varepsilon} - 1}}. \]  
(5.27b)

We are interested in the wave propagating downward into the medium, so we consider the negative solutions. The Helmholtz equation 5.13 with \( k_{z1} \) is then

\[
\begin{pmatrix}
-\varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1} & \varepsilon' & 0 \\
-\varepsilon' & \sin^2 \theta - \varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1} & -\sin \theta \sqrt{\frac{\varepsilon - \sin^2 \theta + \varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}}{\varepsilon - \sin^2 \theta}} \\
0 & -\sin \theta \sqrt{\frac{\varepsilon - \sin^2 \theta + \varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}}{\varepsilon - \sin^2 \theta}} & \varepsilon - \sin^2 \theta
\end{pmatrix}
\begin{pmatrix}
\hat{E}_x \\
\hat{E}_y \\
\hat{E}_z
\end{pmatrix} = 0,
\]  
(5.28)

which, along with equation 5.20, provides us with equations for the components of the \( E \) and \( H \) fields in terms of \( \hat{E}_x \):

\[ \hat{E}_y^{(t_1)} = \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1} \hat{E}_x^{(t_1)}, \]  
(5.29a)  

\[ \hat{E}_z^{(t_1)} = -\frac{\sin \theta \sqrt{\frac{\varepsilon - \sin^2 \theta + \varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}}{\varepsilon - \sin^2 \theta}}}{\varepsilon \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}} \hat{E}_x^{(t_1)}, \]  
(5.29b)  

\[ H_x^{(t_1)} = -\frac{\sqrt{\frac{\varepsilon - \sin^2 \theta + \varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}}{\varepsilon - \sin^2 \theta}}}{\sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}} \hat{E}_x^{(t_1)}, \]  
(5.29c)  

\[ H_y^{(t_1)} = -\sqrt{\frac{\varepsilon - \sin^2 \theta + \varepsilon' \sqrt{\frac{\sin^2 \theta}{\varepsilon} - 1}}{\varepsilon - \sin^2 \theta}} \hat{E}_x^{(t_1)}, \]  
(5.29d)  

\[ H_z^{(t_1)} = -\sin \theta \hat{E}_x^{(t_1)}. \]  
(5.29e)

We now return to the Helmholtz equation 5.13 and consider the second wave
vector, \( k_{z2} \), to obtain
\[
\begin{pmatrix}
\epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1} & \epsilon' & 0 \\
-\epsilon' & \sin^2 \theta + \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1} - \sin \theta \sqrt{\epsilon - \sin^2 \theta - \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} & -\sin \theta \sqrt{\epsilon - \sin^2 \theta - \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} & \epsilon - \sin^2 \theta \\
0 & -\sin \theta \sqrt{\epsilon - \sin^2 \theta - \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} & \epsilon - \sin^2 \theta \\
\end{pmatrix}
\begin{pmatrix}
\hat{E}_x \\
\hat{E}_y \\
\hat{E}_z \\
\end{pmatrix} = 0.
\]
(5.30)

As before, we use this matrix along with equation 5.20 to obtain the \( \mathbf{E} \) and \( \mathbf{H} \) field components, but this time in terms of \( \hat{E}_y \):

\[
\hat{E}_x^{(12)} = -\frac{1}{\sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} \hat{E}_y^{(12)},
\]
(5.31a)

\[
\hat{E}_z^{(12)} = \frac{\sin \theta}{\epsilon - \sin^2 \theta} \sqrt{\epsilon - \sin^2 \theta - \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} \hat{E}_y^{(12)},
\]
(5.31b)

\[
\hat{H}_x^{(12)} = \frac{\epsilon}{\epsilon - \sin^2 \theta} \sqrt{\epsilon - \sin^2 \theta - \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} \hat{E}_y^{(12)},
\]
(5.31c)

\[
\hat{H}_y^{(12)} = \sqrt{\epsilon - \sin^2 \theta - \epsilon' \sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} \hat{E}_y^{(12)},
\]
(5.31d)

\[
\hat{H}_z^{(12)} = \frac{\sin \theta}{\sqrt{\frac{\sin^2 \theta}{\epsilon} - 1}} \hat{E}_y^{(12)}.
\]
(5.31e)

At this point, the equations can be greatly simplified by assuming normal incidence (i.e. \( \theta = 0 \)). Equations 5.29 and 5.31 then become:
\[ k_{z1} = -k_0 \sqrt{\epsilon + i \epsilon'} \quad \text{(5.32a)} \quad k_{z2} = -k_0 \sqrt{\epsilon - i \epsilon'} \quad \text{(5.33a)} \]

\[ \hat{E}_y^{(t_1)} = i \hat{E}_x^{(t_1)} \quad \text{(5.32b)} \quad \hat{E}_x^{(t_2)} = i \hat{E}_y^{(t_1)} \quad \text{(5.33b)} \]

\[ \hat{E}_z^{(t_1)} = 0 \quad \text{(5.32c)} \quad \hat{E}_z^{(t_2)} = 0 \quad \text{(5.33c)} \]

\[ \hat{H}_x^{(t_1)} = i \sqrt{\epsilon + i \epsilon'} \hat{E}_x^{(t_1)} \quad \text{(5.32d)} \quad \hat{H}_x^{(t_2)} = \sqrt{\epsilon - i \epsilon'} \hat{E}_y^{(t_1)} \quad \text{(5.33d)} \]

\[ \hat{H}_y^{(t_1)} = -\sqrt{\epsilon + i \epsilon'} \hat{E}_x^{(t_1)} \quad \text{(5.32e)} \quad \hat{H}_y^{(t_2)} = -i \sqrt{\epsilon - i \epsilon'} \hat{E}_y^{(t_1)} \quad \text{(5.33e)} \]

\[ \hat{H}_z^{(t_1)} = 0 \quad \text{(5.32f)} \quad \hat{H}_z^{(t_2)} = 0 \quad \text{(5.33f)} \]

These fields have no \( z \) components, and in each case \( \hat{H}_x \) and \( \hat{H}_y \) differ only by a factor of \(-i\), indicating that within the magnetic medium, the natural modes are right circular polarization (RCP) and left circular polarization (LCP), respectively. Given this, the refractive indices are necessarily

\[ n_1 = \sqrt{\epsilon + i \epsilon'}, \quad \text{(5.34a)} \]

\[ n_2 = \sqrt{\epsilon - i \epsilon'}. \quad \text{(5.34b)} \]

The reflectivity can be calculated from\[50\]

\[ R = \left( \frac{n_1 - n_2}{n_1 + n_2} \right). \quad \text{(5.35)} \]

Thus, from equations 5.34 and 5.35, one can calculate the reflectivity of the RCP and LCP components of the incident light, and the polarization of the reflected beam is therefore given by superposition of the resulting components.
6. Magnetic Microscopy

Kerr microscopy is far from being the only available technique for magnetic imaging. Indeed, magnetic fields were imaged before they had ever been understood. It was the tendency of iron filings to align in predictable patterns around a bar magnet that first allowed Faraday to conceptualize magnetic field lines, eventually to be mathematically quantified by Maxwell[51]. Magnetic imaging has come a long way since those days. Some other modern methods of magnetic microscopy include the Bitter method, electron microscopy (SEM and TEM), and magnetic force microscopy (MFM). MFM is of particular interest as a tool for comparison and verification of results obtained with the Kerr system.

6.1 The Bitter Method

Bitter’s method derives from a simple premise—that magnetic particles will align in the direction of the magnetic field. In this method, a colloidal mixture of ferromagnetic or ferrimagnetic particles is applied to the surface of a sample. This solution, once known as a Bitter solution, is now commonly referred to as a ferrofluid. In a ferrofluid, magnetic particles are coated with a surfactant to prevent agglomeration before being suspended in a carrier fluid. The result is a paramagnetic fluid which tends to accumulate along the domain walls of the sample. This is known as “decorating” the sample. The particles may then be imaged using any of several techniques. With high-resolution imaging (i.e., electron microscopy or scanning tunneling microscopy), the resolution of the Bitter method is limited only by the size of the particles, which may be as small as 10 nm[44].

6.2 Magnetic Force Microscopy

Magnetic force microscopy (MFM), pioneered by Martin and Wickramasinghe in 1987[52], is the most widely used technique for magnetic imaging. As the name
implies, MFM is an extension of atomic force microscopy (AFM). A typical AFM reveals the topography of a sample in non-contact or tapping mode by monitoring the response of a driven cantilever as it nears the surface, as described in section 4.2. At this close range, atomic forces affect the oscillation.

In an MFM, the cantilever is coated with a ferromagnetic film, such as CoCr[53], CoPt[54], or Ni[54]. The tip is then magnetized by application of an external field, thereby leading to a magnetic force between the tip and sample. The first line of topography is scanned as normal, and the weak magnetic force has little effect on overall picture. At this point, MFM deviates from AFM. The tip is lifted above the sample by a user-specified distance, the lift height, and the topography is retraced. In this way, the contributions from the atomic forces are effectively negated, and the only deflection in the tip can be attributed to the magnetic force, which, though relatively weak, persists over a longer distance than the others[44].

Using a commercial AFM (Park Scientific Instruments) with CoCr MFM tips (MikroMasch NSC18), we have successfully obtained MFM data. Figures 6.1 and 6.2 show sectors on a floppy data disk and the magnetic structure of a MnGe film, respectively.

In the final stages of this project, MFM will be crucial for sample analysis and verification of data.

6.3 Electron Microscopy Techniques for Magnetic Imaging

Electron microscopy is a valuable tool in modern scientific research. As was discussed in section 3.6, resolution in optical microscopy is limited by diffraction according to Abbe’s equation:

\[ d = \frac{\lambda}{2(n \sin \alpha)}, \quad (6.1) \]

where \( d \) is the resolution limit, \( \lambda \) is the wavelength of propagation, and \( n \sin \alpha \) is the numerical aperture. This limit applies in electron microscopy as well; however,
the wavelength of electron propagation is considerably shorter than that of visible light. Whereas visible light has wavelength 400-700 nm, the wavelength of electron propagation, referred to as the de Broglie wavelength in honor of Louis de Broglie, is given by[55]:

\[ \lambda = \frac{h}{m_e v} \]  

(6.2)
where $h$ is Planck’s constant, $m_e$ is the electron mass, and $v$ is the electron’s velocity. Using the standard equation for kinetic energy, which will give us a fairly accurate result despite ignoring significant relativistic effects, eliminates the unknown velocity from the equation. We then have

$$\lambda = \frac{h}{\sqrt{2E_k m_e}}, \quad (6.3)$$

and the resolution limit due to diffraction is therefore

$$d = \frac{h}{2 (n \sin \alpha) \sqrt{2E_k m_e}}. \quad (6.4)$$

In typical operating conditions (accelerating voltage of 1-100 keV), equation 6.3 yields a de Broglie wavelength on the order of 10 pm, about four orders of magnitude lower than the wavelength of visible light. If we assume the half angle $\alpha$ of the aperture to be roughly .01 radians [55], we find that the resolution limit is on the order of 1 nm. Aberrations and distortions in lenses and apertures somewhat reduce the resolution from this theoretical optimum. To date, the highest resolution obtained by a scanning electron microscope (SEM) was 80 pm[56]. Transmission electron microscopy (TEM) typically acquires even better resolution than SEM—using an accelerating voltage of 300 kV and half angle of 28.9 mrad with advanced aberration correction techniques, 50 pm resolution has been obtained using a TEM[57].

With such improved resolution over optical microscopy, it is unsurprising that electron microscopes have become so prevalent in so many fields of scientific research. Magnetic microscopy is no exception. There are many methods by which magnetic structure can be investigated with electron microscopy. The most common of these are Lorentz microscopy and scanning electron microscopy with polarization analysis (SEMPA).
In Lorentz microscopy, a thin magnetic sample is investigated with a TEM. As the electron beam passes through the sample, the interaction due to the Lorentz force, given by

$$\mathbf{F} = q \left[ \mathbf{E} + (\mathbf{v} \times \mathbf{B}) \right], \quad (6.5)$$

results in a measurable deflection, which serves as the contrast mechanism. This method has achieved lateral resolution of 10 nm\[58\]. SEMPA relies on a Mott detector to measure the spin polarization of secondary electrons in an SEM\[59\]. This provides a direct measurement of the magnitude and direction of the sample magnetization. SEMPA is an incredibly sensitive technique with demonstrated resolution as low as 10 nm\[60\].

Electron microscopy is clearly a powerful tool for investigation of magnetic samples, however, it is not without its disadvantages. Lorentz microscopy in particular is limited to very thin samples. While SEMPA is a more versatile technique, it has all of the disadvantages that come with electron microscopy, namely the necessity for a vacuum, charging of ungrounded samples, and cost of maintenance. A more relevant disadvantage to all of these techniques is the interaction of the magnetic field in the vicinity of the sample with the imaging probe. Because it is generally desirable to image the magnetization of the sample itself, the interference of the stray field may be an unwanted complication\[61\].

### 6.4 Kerr Microscopy

Kerr microscopy, as the name implies, harnesses the magneto-optic Kerr effect to image magnetic domains. Before the invention of electron microscopes and atomic force microscopes, Kerr microscopy was the only alternative to the Bitter method.

Traditional Kerr setups employ two crossed polarizers in an otherwise standard optical microscope. The first polarizer ensures the purity of the polarization of the illumination light. The second polarizer, referred to as the analyzer, is crossed with
the first for maximum extinction such that, in the absence of polarization effects at the sample, the detector will receive no light. Therefore, the rotation of the polarization plane due to the Kerr effect will allow some light to pass through the analyzer, forming an image of the magnetic structure. A conceptual diagram of such an arrangement is shown in figure 6.3.

![Diagram of Kerr microscope configuration](image)

**Figure 6.3:** Traditional configuration of Kerr microscope.

After some time was spent investigating this configuration, the determination was made that the Kerr rotation angle was too small, and the Kerr signal therefore too weak, to be detected above the noise in our system. Consequently, we decided to use an alternative configuration, based on the principles that allow magneto-optical (MO) drives to read the magnetic state of data bits.

MO Drives employ a differential detection scheme using a polarizing beam splitter (PBS), which separates light into its s and p components. The incident light reflects from the MO data disk into the PBS, and the s and p components are collected by separate photodiodes. The initial polarization is set such that the intensity of the s
and p polarized components are equal in the absence of a Kerr rotation. Therefore a rotation will contribute a slight increase to the signal in one detector and a slight decrease to the other. The difference between the two signals, which would be zero in the absence of the Kerr effect, therefore reveals only information related to the Kerr rotation[5].

We have built the same detection scheme into our microscope. Two APDs of the same model employed previously (APD110A) were mounted to the outputs of a cube-mounted polarizing beam splitter (Thorlabs CM1-PBS251), while the initial polarization was set by rotation of a half-wave plate (Thorlabs WPH05M-514). Figure 6.4 shows these modifications to the optical microscope.

The differential detection requirement posed another challenge. The FPGA code was not configured to receive input from two detectors, so that section had to be rewritten. Moreover, it was desirable to monitor both signals as well as the difference signal simultaneously, which required modification to the scanning portion of the Windows code. This program now monitors three signals simultaneously, and the user may choose between any of the available options, which include topography, phase, APD (s), APD (p), and APD (ms-np), where m and n are user-defined variables to allow for fine adjustment of the relative intensities of the s and p signals before subtraction. The updated GUI is shown in figure 6.5.

Initial investigations have been performed on magneto-optical disks due to the relatively strong Kerr rotation of the rare earth-transition metal (RE-TM) films they employ. In figure 6.6, magnetic contrast is clearly seen as the black and white variation along the tracks. Figure 6.7 is a three-dimensional representation of the difference signal, showcasing these features.
Figure 6.4: SolidWorks Diagram of Kerr Microscope a) Objective lens b) Scan stage c) Base plate d) Periscope assembly e) Beam splitter f) Polarizing beam splitter g) APD for s signal h) APD for p signal.
Figure 6.5: Updated GUI for scan program provides monitoring of three channels to display $s$, $p$, and difference signals simultaneously. The mirror pattern on the left of each image is an artifact of the closed loop scanner.
Figure 6.6: Kerr image of magneto-optic disk. a) s component of reflected light b) p component c) Difference signal revealing magnetic contrast along data tracks.
Figure 6.7: Three dimensional Kerr image reveals data bits on a magneto-optic disk. In this representation, the peaks corresponding to the bit structure are extremely apparent.
7. Writing Magnetic Domains

If near-field Kerr is ever to be used as a technology for data storage, then it is not sufficient that the instrument be able to image magnetic information. It must also be capable of altering the magnetic state of a sample at the same resolution—writing as well as reading. This requires a heating mechanism to bring the sample above the Curie temperature, an external magnetic field, and precise control of the sample position.

7.1 Magnetic Domains

In section 5.4, we demonstrated that the off-diagonal components of the dielectric tensor lead to a change in the refractive index. This affects the polarization of the reflected and transmitted light and is therefore responsible for the Kerr and Faraday effects. The off-diagonal components of the dielectric tensor are determined by the magnetization of the medium, and we may therefore conclude that the magnitude of the Kerr rotation is directly dependent on the sample magnetization.

The magnetization over an entire sample, however is not generally uniform, and Kerr microscopy would hardly be of any interest if that were the case. Instead, magnetic media are composed of many small regions of uniform magnetization, known as magnetic domains. Within these regions, all of the atoms possess magnetic moments which point in the same direction[44].

The orientation of magnetic domains is motivated by energy minimization. The magnetic free energy within a crystal is given by[62]

\[ E = E_{ex} + E_k + E_\lambda + E_D + E_H, \]

(7.1)

where the terms on the right correspond to the exchange, magnetocrystalline aniso-
tropy, magnetoelastic, magneto-static, and Zeeman energies, respectively, of the crystal. The magneto-static energy, $E_D$, is of particular interest. This is the energy due to the magnetic field created by interaction of the magnetic domains with one another, and minimization of this term occurs when the domains are aligned such that magnetization makes closed loops, with parallel magnetization occurring between adjacent domains. The result is that ferromagnetic materials appear with statistically random domains and no net field[62].

Paramagnetic materials, by contrast, have no domain structure. The magnetic moments of the atoms in these materials will align in the presence of a magnetic field, but the dipoles do not interact with each other. Susceptibility, the degree of magnetization due to the presence of a magnetic field, is therefore higher in paramagnets than ferromagnets. Their orientation in the absence of an external field appears completely random due to thermal motion. As ferromagnetic materials are heated, the thermal energy approaches the interaction energy between the dipoles. The temperature at which these energies are equal is known as the Curie temperature, and a ferromagnet heated above its Curie temperature will therefore become paramagnetic.[44]

The result is that reorientation of ferromagnetic domains should be possible with localized heating to bring the sample above its Curie temperature. If an external field is applied in this paramagnetic state, the domain should refreeze in the direction of the applied field.

### 7.2 Design of Electromagnet

The requirements for reorientation of magnetic domains, then, are heat and an external magnetic field. In a magneto-optical disk drive, a system which shares many similarities with our microscope, the field is supplied by a magnetic recording head, while the heat comes from increasing the intensity of the illumination laser, typically to around 10 mW[5]—a value which our laser systems are easily capable of outputting.
Due to the dynamic nature of the Kerr effect, however, it was not sufficient to use a simple field as would be provided by a recording head or solenoid. We required control of the field intensity in all three axes, and therefore endeavored to create an electromagnetic unit in which the total field vector could be controlled in three dimensions. The SolidWorks design and a photograph of the functional magnet are shown in figures 7.1 and 7.2, respectively.

![Figure 7.1: SolidWorks rendering of vectorizable electromagnet.](image1)

![Figure 7.2: Photograph of functional electromagnet.](image2)

As with most of the design aspects of the system, the magnet was drafted in SolidWorks. The major complication was in obtaining adequate field strength within the narrow physical range afforded by the existing microscope design. The unit needed to mount to the piezo scan stage, allowing for an overall footprint of just (67 mm)$^2$, while not interfering with the objective lens or scan head and also holding the sample. This goal likely would have proved unattainable without the assistance in visualization provided by CAD. With the aim of maximization of field strength and homogeneity, the unit was designed as a variation of the “Maltese cross”[63] design, in which a field is generated in the center of two sets of two concentric solenoids. These take the form of four cylindrical arms which provide the x and y fields. The arms are mounted to the inside of a square solenoid, which provides the z field, while
a shelf on the arms suspends the sample in the proximity of the objective lens.

The electromagnet was machined from aluminum to minimize the remnant field of the unit when not in use, and custom LabVIEW software (figure 7.3) controls the strength and direction of the generated magnetic field.

![GUI for electromagnet control software, written in LabVIEW.](image)

**Figure 7.3: GUI for electromagnet control software, written in LabVIEW.**

### 7.3 Magnetic Field of a Circular Solenoid

The magnetic field due to a circular solenoid (figure 7.4) can be derived from a straightforward application of the Biot-Savart law[64]:

\[
B(r) = \frac{\mu_0}{4\pi} \int \frac{I \times r}{r^2} d\ell'.
\]  

(7.2)
In this equation, \( \mu_0 \) is the permeability of free space, \( \mathbf{r} \) is the vector from the source to the point, and \( dl' \) is the length element in the direction of the current. From figure 7.4 we see that this becomes

\[
B = \frac{\mu_0 I}{4\pi} \int \frac{dl'}{r^2} \cos \theta = \frac{\mu_0 I}{4\pi} \frac{2\pi R}{r^2} \cos \theta. \tag{7.3}
\]

Substituting

\[
\cos \theta = \frac{R}{\sqrt{R^2 + z^2}} \tag{7.4}
\]

and multiplying by \( N \) loops, we obtain

\[
\mathbf{B} = \frac{\mu_0 NI R^2}{2(R^2 + z^2)^{3/2}} \mathbf{\hat{z}}, \tag{7.5}
\]

which is the final form for the magnetic field of a circular solenoid.

Figure 7.4: Magnetic field of a circular loop.
7.4 Magnetic Field of a Square Solenoid

The treatment of a square solenoid is less straightforward. We again begin with Biot-Savart law, equation 7.2, and calculate the magnetic field at an arbitrary point due to a current flowing through a wire, as shown in figure 7.5:

$$\mathbf{B}(\mathbf{r}) = \frac{\mu_0}{4\pi} I \int \frac{d\mathbf{l}' \times \hat{\mathbf{r}}}{r^2}. \quad (7.6)$$

From figure 7.5,

$$(7.7)$$

$$|d\mathbf{l}' \times \hat{\mathbf{r}}| = dl' \sin \alpha = dl' \cos \theta.$$

We can also see that $l' = s \tan \theta$. Therefore

$$dl' = \frac{s d\theta}{\cos^2 \theta}. \quad (7.8)$$

Figure 7.5: Magnetic field of a wire segment.
Further, we have that $s = r \cos \theta$, so

$$r = \frac{s}{\cos \theta}. \quad (7.9)$$

Substituting equations 7.7 through 7.9 into equation 7.6 yields

$$B = \frac{\mu_0 I}{4\pi} \int_{\theta_1}^{\theta_2} \frac{\cos \theta}{s} d\theta = \frac{\mu_0 I}{4\pi s} (\sin \theta_2 - \sin \theta_1). \quad (7.10)$$

Equation 7.10 is the general form which represents the field at any point due to a current-carrying wire. A square loop of wire, figure 7.6, may be approximated as four such wire segments.

We use equation 7.10 to consider the field due to one half of each wire segment. From the Pythagorean theorem, we clearly see that

$$s = \sqrt{z^2 + \left(\frac{w}{2}\right)^2}, \quad (7.11)$$

and $r$ is therefore

$$r = \sqrt{s^2 + \left(\frac{w}{2}\right)^2} = \sqrt{z^2 + \frac{w^2}{2}}. \quad (7.12)$$

We take $\theta_1$ as 0 and see that

$$\sin \theta_2 = \frac{\frac{w}{r}}{2}. \quad (7.13)$$

We then proceed to plug equations 7.11-7.13 back into equation 7.10, and find that

$$B = \frac{\mu_0 I}{4\pi s} \sin \theta_2 = \frac{\mu_0 I w}{4\pi 2rs} = \frac{\mu_0 I}{4\pi} \frac{w}{2\sqrt{z^2 + \frac{w^2}{2}}} \sqrt{z^2 + \left(\frac{w}{2}\right)^2}. \quad (7.14)$$

Due to symmetry, all non $z$ components will cancel between the four sides of the
Figure 7.6: Magnetic field of a square loop.

square. We therefore multiply by

\[ \sin \phi = \frac{\left( \frac{w}{2} \right)}{\sqrt{z^2 + \left( \frac{w}{2} \right)^2}} \]  
(7.15)

to obtain

\[ B = \frac{\mu_0 I}{16\pi} \frac{w^2}{\left( z^2 + \frac{w^2}{4} \right) \sqrt{z^2 + \frac{w^2}{2}}} \hat{z}. \]  
(7.16)

Equation 7.16 gives one eighth of the total field for a square loop (half of one side of
the square). For N loops, the total field is then given by

\[ B = \frac{\mu_0 NI}{2\pi} \frac{w^2}{(z^2 + \frac{w^2}{4}) \sqrt{z^2 + \frac{w^2}{2}}} z. \]  (7.17)

Equations 7.5 and 7.17, then, are the relevant formulae to the calculations of our magnetic fields.

### 7.5 Magnetolithography

The electromagnet was found to produce magnetic fields the strength of which was roughly in agreement with theory. Plugging in actual values for the unknowns in equations 7.5 and 7.17 yields predicted values of 4.9, 4.5, and 27.5 gauss for the x, y, and z axes, respectively, while measurement with a DC magnetometer (AlphaLab, Inc.) yielded 2.69, 2.28, and 16.24 gauss[65].

With the electromagnet in place and the scanning optical microscope functional, the basic requirements for reorientation of magnetic domains were accounted for. Using a similar method to that employed in section 3.5 for photobleaching via successive scanning, we attempted to write a \((20 \, \mu m)^2\) square on a magneto-optical disk by scanning only that region. By applying an external magnetic field and increasing the laser intensity to approximately 30 mW, we were successful in modifying the sample in the region of interest, as shown in figure 7.7.

However, comparison of the s and p channels revealed little difference, indicating that the modification was not a magnetic effect. Rather, it seems likely that the high power of the laser partially melted the lacquer coating on the disk, resulting in a less reflective surface. Further attempts at writing magnetic domains with this method proved unsuccessful. This may have been due to differential heating owed to imperfect laser alignment, inadequate field strength, lack of precision in targeting the region of interest, or some as yet unknown factor. Regardless, it was determined that
Figure 7.7: Preliminary attempt at writing a magnetic pattern in the shape of a square.

writing in the far field on a magneto-optical disk would have little carryover into near field domain writing and the endeavor was therefore abandoned as a low priority.

The lithography technique employed so far has been adequate for testing purposes. By scanning a small area with the lithographic light before scanning a larger area, an area of contrast becomes visible. However, this allows only for square patterns, which are not terribly interesting or useful for any other purpose. Therefore, a lithography program, shown in figure 7.8, is in development.

The program has been fully integrated with the main ANSOM Project code in LabVIEW and allows the user to import a monochrome bitmap or draw simple shapes,
including dots, lines, circles, squares, and text. These patterns can also be saved for later use. The graphical user interface (GUI) for this program is fully functional, but the FPGA code which would direct the scanner to write the pattern remains incomplete.
8. Fiber Microscopy

With the far-field Kerr system imaging successfully, the next step was improvement of the resolution. As discussed in section 3.6, the resolution in optical microscopy is fundamentally limited by diffraction to roughly half the wavelength of the incident light. This limit, however, clearly applies only to propagating light. The evanescent field within one wavelength of the source (the so-called near field) is non-propagating and thus not subject to diffraction. The near field can be used as an imaging probe by placing a very small aperture in the path of the beam, such that the opening is too narrow for diffraction to occur. This is traditionally accomplished with the use of tapered optical fibers.

8.1 Optical and Atomic Force Microscopy with Fiber Probes

The fabrication of fiber probes is a complicated process. Once the cladding of the fiber has been removed, both ends are mounted in a quartz micropipette puller (Sutter P-2000). As the core of the fiber is heated with a 20W Class IV CO2 laser, the two ends are pulled in opposite directions. The simultaneous application of heat and tension stretches the fiber until the ends separate, resulting in an extremely sharp tip on each of the separated segments. These are then sputter coated (Plasma Sciences Inc. CrC-100 Sputtering System) with a thin (~100 nm) layer of gold before being loaded into a focused ion beam (FIB) system (Micrion 2500).

Once in the FIB, the geometry of the probe can be tailored to more specific applications using the milling capabilities of the ion beam[66]. Ultimately, this project may require a very specific and sophisticated probe design. The necessary theory and computational work to make that determination are complicated and the research is ongoing[67]. For the present, however, it is sufficient to cut the apex of the tip to reveal an aperture through which light can escape. Such a cut is shown in figure 8.1.
Figure 8.1: Pulled optical fiber in various stages of FIB milling process.
Implementation of such a probe required some modification, as neither the AFM nor the optical microscope was originally configured to image via a fiber probe, and each presents its own set of problems. AFM becomes challenging due to the length requirement of the probe. In order to propagate light into the fiber, it must be long enough to extend from the tuning fork to the top of the scan head and into a fiber splice. The absolute minimum functional length is therefore about 15 cm, and in reality, should be closer to 20 cm or greater to provide adequate flexibility. Compared with a typical probe of less than a centimeter, this represents a significant increase in length and therefore mass, resulting in severe damping of the tuning fork to the point where the feedback response is inadequate for SFM imaging, as shown in figure 8.2.

![Figure 8.2: AFM sweep with long fiber attached to tuning fork.](image)

Fortunately, this problem can be alleviated by affixing the fiber directly to the tuning fork circuit board with a small dab of adhesive. This serves to isolate the bulk of the fiber probe from the tuning fork, resulting in a vastly improved feedback response (figure 8.3), as well as protecting the probe and tuning fork from damage due to accidental tension.
The second modification required was to the optical pathway. The illumination laser was redirected from the periscope assembly to a three-axis fiber launch (Thorlabs MBT612), in which an objective lens (Carl Zeiss 4188853, Neofluar 6,3/0,20) focuses the laser light into the cleaved fiber with roughly 90% throughput. The other end of the fiber was then coupled to the imaging probe using a fiber to fiber splice (Thorlabs TS128), which in turn was mounted to the backplane assembly. Figure 8.4 shows the illuminated fiber probe as it approaches the sample.
8.2 Probe Fabrication

The research we are undertaking in probe optimization is ongoing. We have not yet finalized our design, as we are still investigating the complicated interplay between various parameters. It is probable that the final design will utilize a bowtie pattern milled out of a triangular prism shape, as seen in figures 8.5 and 8.6, which show a SolidWorks model to be imported into finite difference time domain (FDTD) electromagnetic field modeling software (Remcom).

We have fabricated some preliminary probes as a proof of concept. These probes were prepared with the fiber puller and sputter coater as detailed in the preceding section before being loaded into the FIB (FEI Strata 237 Dual Beam). Figure 8.7 is an SEM image showing the pulled fiber coated in gold. After cutting the prism shape, as seen in figure 8.8, the probe was removed from the FIB chamber, coated a second time (roughly 200 nm thick), and then reloaded into the chamber, resulting in the probe seen in figure 8.9.

The native milling capabilities of the FIB are well suited to circles, lines, and even simple polygons, but are entirely inadequate when attempting to fabricate more complex patterns, such as the desired bowtie shape. Fortunately, the FIB software
is capable of reading bitmap files. We therefore imported the pattern seen in figure 8.10 and milled through the entire coating. Figures 8.11 shows the results.

The final step in the process was a simple cleanup of the top surface of the gold coating by milling from the side, leaving us with the probe seen in figures 8.12 and 8.13.

8.3 Fiber Microscopy Results

For initial testing, the detector was left beneath the sample for transmission mode imaging of a thin film of gold sputter-coated on a glass microscope slide. The scan revealed elevated features in the topographic signal which corresponded to dark spots in the optical signal, as seen in figure 8.14. These features may indicate areas of poor adhesion between the glass and the gold.

8.4 Future Work

A fairly straightforward modification of the microscope would be the replacement of the detector with the polarizing beam splitter (PBS) detection assembly. In this way, the instrument would become sensitive to the changes induced in the polarization by transmission through a magnetic sample (the Faraday Effect). While this would be an interesting course of study, the ultimate goal of the project is better served by pressing forward. The next step is therefore to collect the reflected light for eventual analysis by Kerr microscopy. A fraction of the light emitted through the fiber is reflected

Figure 8.7: Gold coated fiber. FOV = 80 µm.
Figure 8.8: First cut on fiber probe.
Figure 8.9: Fiber probe with second gold coating.
from the sample. This light propagates back up the fiber and is roughly collimated by the same objective lens which initially focused it into the fiber. A beam splitter then serves to separate the reflected light from the incident light, which is directed into the PBS detector assembly for Kerr analysis. Beyond this simple modification, only one task remains to be completed: we must design a probe, paying careful consideration to field enhancement, geometry, polarization effects, and feasibility of fabrication. It remains to be seen just how difficult this task will prove.
Figure 8.14: Simultaneous topographic (top) and optical transmission (bottom) images of gold film using a pulled optical fiber.
9. Conclusions

We have presented the development of a versatile imaging tool. Chapter 2 gave some background on samples of interest, explaining why we elected to utilize magneto-optical disks as our primary sample.

In chapters 3 and 4, we discussed the physical development of the microscope. Beginning with a basic schematic for an inverted optical microscope, we used SolidWorks to assemble a functional instrument. Preliminary testing was performed with a CCD camera as the detector. Point scanning capabilities were the next addition, requiring a piezo scan stage, an APD, and the analog and control requirements for scanning and collection. We investigated magnetic glass with great success, obtaining resolution below 400 nm. The microscope was also configured in fluorescence mode as a demonstration of versatility, and we were successful in acquiring fluorescence images of rhodamine 6G. With the addition of a shear force scan head and AFM control systems, the microscope became capable of shear force imaging, which was demonstrated by scanning an AFM calibration grid.

Chapter 5 provided the theoretical framework for the magneto-optic Kerr effect (MOKE), the principle on which the microscope relies for magnetic imaging. The mechanism by which this occurs is discussed in chapter 6. Using a differential detection scheme to separate the s and p components of the reflected light, we have successfully imaged magnetic domains of magneto-optic disks.

Reorientation of magnetic domains is described in chapter 7. By laser heating the sample beyond the Curie temperature and applying an external magnetic field, it should be possible to refreeze domains in the direction of the field, thereby making the microscope capable of reading as well as writing.

Finally, chapter 8 discusses the adaptation of the system to fiber-based microscopy.
The fabrication of AFM tips from optical fibers is presented. By coupling light into these AFM fiber probes, we obtained simultaneous optical transmission mode and topographic AFM imaging.
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Note: The 0.50 dimension can be changed to allow for a loose fit over the piezo tube, for epoxy.
Note: 0.025 dimension can be varied for a loose fit in the piezo tube. There will need to be room for epoxy to mount this piece to the piezo tube.
Note: 0.020 dimension can be varied for a loose fit in the piezo tube there will need to be room for epoxy to mount this piece to the piezo tube.
the end of the piezo
Mounting piece for
stack which holds the
tuning fork assembly.

Note: A similar part should be made of
plastic with 0.05 holes for the .046 holes.
This piece will help decouple the piezos
from the tuning fork holder.

3 holes .200
from center 120°
pattern

3 x \# 56 (.046) THRU,
TAP (.080)
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DIMENSIONS ARE IN INCHES
TOLERANCES:
ANGER: ± .01
AXIS: ± .005
 MATERIAL: 6061 Alloy
FINISH: None

UNLESS OTHERWISE SPECIFIED:

DESIGNED and DRAWN by:

PI: Dr. Erik J. Sánchez (esanchez@pdx.edu)

SCALE: 5:1
WEIGHT:

REV A

Sánchez Nano-Development Lab
Dept. of Physics, Portland State University
PI: Dr. Erik J. Sánchez (esanchez@pdx.edu)

DESIGN APPROVAL DATE: 10/13/09

COMMENTS:

Mounting piece for
the end of the piezo
stack which holds the
tuning fork assembly.
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3 x \( \phi 0.050 \) 120°
0.20 FROM CENTER

\( \phi 0.046 \) (TAP #0-40)

REFERENCE VIEW
SCALE 2:1

Holder to mount the Mesfet Board V2 and the tuning fork.
A set-screw is used to clamp the fork.
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Note: This design has not been tested only outlined as a potential solution for a sample holder.