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Effects of sea-surface conditions on passive fathometry and bottom characterization
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Recently, a method has been developed that exploits the correlation properties of the ocean’s ambient noise to measure water depth (a passive fathometer) and seabed layering [M. Siderius et al., J. Acoust. Soc. Am. 120, 1315–1323 (2006)]. This processing is based on the cross-correlation between the surface noise and the echo return from the seabed. To quantitatively study the dependency between processing and environmental factors such as wind speed, measurements were made using a fixed hydrophone array while simultaneously characterizing the environment. The measurements were made in 2006 in the shallow waters (25 m) approximately 75 km off the coast of Savannah, GA. A Navy tower about 100 m from the array was used to measure wind speed and to observe the sea-surface using a video camera. Data were collected in various environmental conditions with wind speeds ranging from 5 to 21 m/s and wave heights of 1–3.4 m. The data are analyzed to quantify the dependency of passive fathometer results on wind speeds, wave conditions, and averaging times. One result shows that the seabed reflection is detectable even in the lowest wind conditions. Further, a technique is developed to remove the environmental dependency so that the returns estimate seabed impedance. [DOI: 10.1121/1.3216915]
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I. INTRODUCTION

In most sonar signal processing applications, ambient noise is considered a negative entity. Generally, ideal conditions for sonars are those where the ambient noise is very low. However, in recent years techniques have been developed to exploit the ambient noise field for useful applications. Recently a new method of processing ambient noise measurements has allowed for the extraction of information about the sea bottom. Specifically, this new method makes it possible to measure water depth (a fathometer) and seabed layering using just the ambient noise field. There are several good reasons to study techniques that use ocean noise rather than sound projectors as with traditional active sonar methods. For one, the controversy over the effects of man-made sounds on marine life highlights the need for environmentally friendly remote sensing tools such as these ambient noise systems. Further, using ambient noise rather than high-powered, man-made sound sources simplifies the measurements.

The passive fathometer methodology developed by Siderius et al. exploits processing the coherent components of the noise field. The passive fathometer is based on the cross-correlation between the surface “signal,” generated by breaking waves, and the echo return from the seabed. The “signal level” depends on the nature of the breaking waves, which in turn depends on other environmental factors such as wind speed and fetch. For practical applications with, for example, autonomous systems, it is critical to understand the parameters important to the signal processing, for example, averaging times, time snapshot size, and required sea-state. To study these parameters quantitatively, a fixed hydrophone array together with careful measurements of the environment is essential. A moving system has too many variables changing (such as water depth or bottom type) to isolate the effects of the surface conditions and the signal processing so that their dependencies can be studied.

A number of questions are addressed through the analysis of the passive fathometer response with simultaneous wind speed measurements and video of the sea-surface conditions at a fixed array. For example, what are the minimum wind speed (or sea-state) conditions required and what is the dependency of the response on wind or sea-state conditions? The data considered in this article were taken from a long-term deployment that allowed a wide variety of conditions to be studied. A second goal of this work is to describe how the passive fathometer return can provide a quantitative measure of the impedance contrast between the water and the seabed layers. This provides a very simple yet useful measurement for identifying the seabed type (e.g., gravel, sand, mud, etc.). To accomplish this the processing needs to be self-calibrating to remove any dependency on wind speed or sea-state. A deployed system would not be nearly as useful if the impedance estimate required an ancillary wind speed or sea-state measurement.

This paper is organized as follows: The experiment’s location, equipment used, and the measured environmental
parameters are presented in Sec. II. In Sec. III, an overview of the processing used to obtain the passive fathometer’s time-series response is given. The effects of environmental conditions on the fathometer’s uncalibrated response are presented and discussed in Sec. IV. An analysis of optimal processing parameters for improved detection of bottom features is presented in Sec. V. A newly developed algorithm to calibrate the fathometer response so that the magnitude of the response from a given bottom feature represents the reflection loss is developed and investigated within Sec. VI. A summary of the research findings concludes this paper in Sec. VII.

II. EXPERIMENTAL MEASUREMENTS

In January 2006 a 32-hydrophone, three-nested aperture array was deployed near an offshore platform (see Fig. 1). The platform, R2, is one of a range of offshore towers operated by the Navy as a part of a Tactical Air Combat Training System. The tower is located in the shallow waters (25 m) approximately 75 km off the coast of Savannah, GA and extends 50 m above the water surface. The tower is equipped to supply power through solar panels, wind turbines, and a diesel generator. Additionally, it is equipped with two-way microwave communication back to shore, which allowed for long-term measurements while controlling the data acquisition from land via the internet.

The array had hydrophone spacings of 1, 0.5, and 0.25 m yielding design frequencies of 750, 1500, and 3000 Hz, respectively. Figure 2 illustrates the 15-dB down end-fire beam radius of the innermost aperture on the ocean bottom, used in the analysis presented here.

A high-resolution video camera was installed at the top of the tower (~50 m above water surface). It allowed time-synchronized monitoring of the ocean’s surface above the vertical acoustic array. The camera and lens were calibrated using the camera calibration toolbox for MATLAB (Ref. 4) software so that the obtained images could then be georectified to obtain an overhead view of the surface above the array.

In addition to the acoustic and video measurements, the Skidaway Institute of Oceanography, as a component of the South Atlantic Bight Synoptic Offshore Observational Network, maintains a suite of environmental sensors on the tower. These provide both meteorological and oceanographic measurements, which are available from Skidaway’s website. Of interest here are measurements of wind speed and wave height. Measurements of the tide were also available; however, due to the use of a bottom-fixed array, it had no effect on the results reported here.

III. PROCESSING

The passive fathometer is based on the cross-correlation of the surface noise generated by breaking waves and the echo return from the seabed. For a good portion of the frequency band, except lower frequencies dominated by shipping (~20–200 Hz), the breaking waves are commonly the predominant source of ambient noise (up to ~30 kHz). The passive fathometer processing was developed by Siderius et al. and since the original introduction, a number of efforts have extended and refined the methodology and improved
the understanding. This work built on the seminal work of Rickett and Claerbout\(^8\) and Weaver and Lobkis\(^9,10\) in seismic and ultrasonics as well as Kuperman and co-workers for underwater acoustics.\(^11-14\)

The simplest formulation starts with correlation between a beam in the direction toward the surface with the beam toward the seabed. These beams are formed using an array such as that described in Sec. II. The hydrophone data at frequency \(\omega\) are written as a column vector \(\mathbf{d} = [d_1, d_2, \ldots, d_M]\) for the \(M\) hydrophones. In conventional beamforming, the weight for the \(m\)th hydrophone steered at \(90^\circ\) (in direction toward the surface) is written as

\[
w_m = e^{i(m \omega a/c)},
\]

where \(a\) is the distance between the equally spaced hydrophones and \(c\) is the sound speed in the water (around 1500 m/s). If the surface steering weights are written as a column vector, \(\mathbf{w} = [w_1, w_2, \ldots, w_M]\), the beam directly toward the surface, \(B_{\text{up}}\), can be written as

\[
B_{\text{up}} = \mathbf{w}^T \mathbf{d},
\]

where \(^\dagger\) represents the conjugate transpose operation. The steering weights toward the seabed (at \(-90^\circ\)) are just the conjugate of the weights steered toward the surface. The beam steered directly toward the seabed is then

\[
B_{\text{dn}} = \mathbf{w}^T \mathbf{d},
\]

where \(T\) represents the transpose operation without conjugation. The correlation of the surface steered beam with the seabed steered beam is

\[
C = B_{\text{up}} B_{\text{dn}}^\dagger = (\mathbf{w}^T \mathbf{d})(\mathbf{w}^T \mathbf{d})^* = \mathbf{w}^T \mathbf{d} \mathbf{d}^T \mathbf{w}^* = \mathbf{w}^T \mathbf{K} \mathbf{w}^*,
\]

where the cross-spectral density matrix (CSDM), \(\mathbf{K}\), is identified as a time average of \(\mathbf{d} \mathbf{d}^T\) and \(^*\) indicates a conjugation. Note that if \(\mathbf{w}^*\), in Eq. (4), is replaced with \(\mathbf{w}\) one obtains the expression for a beam steered toward the surface as opposed to a cross-correlation between upward and downward beams. With the given expression, the CSDM can be formed over as many snapshots of data, \(\mathbf{d}\), as needed to obtain the desired averaging. The number of snapshots needed is one of the topics of Sec. V.

An improved fathometer response can be achieved by using adaptive beamforming, or specifically, minimum variance distortionless response (MVDR).\(^15\) MVDR is useful to suppress the energy coming from directions other than that of interest. In this case there is significant energy coming near horizontal that is of no interest (i.e., snapping shrimp colony on the R2 tower) for the passive fathometer processing. To adaptively beamform, the MVDR steering weights, \(\mathbf{w}_A\), are computed, according to Burdic,\(^16\) as

\[
\mathbf{w}_A = \frac{\mathbf{K}^{-1} \mathbf{w}}{\mathbf{w}^T \mathbf{K}^{-1} \mathbf{w}}.
\]

The MVDR correlation at frequency \(\omega\) is

\[
C = \mathbf{w}_A^T \mathbf{K} \mathbf{w}_A^*.
\]

The time-series passive fathometer response is the inverse Fourier transform of \(C\) or \(r(t) = \mathcal{F}^{-1}\{C(\omega)\}\). Strictly, this expression is fine if detecting the seabed and layering are all that is of interest. However, if one wants the impulse response of the seabed, \(\tilde{r}(t)\), then differentiation with time is needed as described by Harrison and Siderius\(^6\) and Roux et al.\(^12\) The Fourier transform of the impulse response, \(\tilde{r}(t)\), is the reflection coefficient, \(R(\omega)\).\(^17\) An estimate for the impulse response, \(\bar{r}(t)\), is then

\[
\bar{r}(t) = N \frac{d}{dt} r(t),
\]

where \(N\) is an unknown normalization constant, as derived by Harrison and Siderius,\(^6\) that involves several terms, including the beam width, integration time, and the standard deviation of the noise (related to the sea-state). Some of these terms, such as those that depend on the exact surface conditions, make estimating this factor difficult.

Figure 3 shows a typical, uncalibrated, fathometer response, \(r(t)\), for the experiment environment that is referenced to the topmost hydrophone of the innermost aperture. The time axis has been converted to distance using the two-way travel time assuming a sound speed of 1500 m/s. The initial response within the first 4 m (shaded box) is a processing artifact that corresponds to the length of the array.\(^13\) The peak at \(\sim 11\) m is the response due to the bottom and is in good agreement with the known bottom depth (from the topmost hydrophone) of 10.96 m.

**IV. EFFECTS OF SEA-SURFACE CONDITIONS**

Presumably any passive fathometry systems developed in the future will be required to operate in a variety of environmental conditions; thus it is of interest to analyze the impact of the conditions on the processing results. Although of little interest for actual fathometry, the fixed location of the array used here is ideal for such a study. Data sets from 2 days were selected to investigate the environmental effects on the fathometry processing. The first set was acquired on January 14, 2006 over roughly an 8-h time period. The en-
Environmental conditions were relatively constant with high winds ($\sim 20 \text{ m/s}$) and wave heights of $\sim 3 \text{ m}$ (see Fig. 4). The second data set was acquired during a time period (March 22, 2006) in which the wind speeds and wave heights dropped over the duration of several hours.

Initial development of this methodology plausibly assumed that breaking waves were the source that made the processing feasible. This assumption is proven correct here via video images of the sea surface recorded simultaneously with the acoustic data. Figures 5 and 6 show the time-synchronized video images (georectified), upward end-fire beam spectrograms, and normalized fathometer responses (see Sec. V for normalization process) in the absence and in the presence of a breaking wave, respectively. The outlined windows in the spectrogram figures represent the 10-s averaging window, and the video snapshots correspond to its leading edge. It is seen in Fig. 5 that in the absence of a breaking wave, within the end-fire beam pattern and the processing averaging time window (10 s), no fathometer response is observed at the known bottom depth ($10.96 \text{ m}$).

FIG. 4. (Color online) Wind speeds and wave heights for the 2 days analyzed within the study. Solid lines represent wind speeds and wave heights acquired on Julian day 14. Dashed lines were obtained on Julian day 81, in which wind speeds and wave heights declined throughout the day.

FIG. 5. (Color online) Time-synchronized images of ocean surface video, end-fire beam acoustic array reception, and normalized fathometer response. In the absence of breaking waves (video and acoustic) within a 10-s averaging time window, no fathometer response is observed at the known bottom depth ($10.96 \text{ m}$).

In an effort to investigate the effect of wind speed and wave height on the fathometer response, the amplitude of the response at the bottom location was examined. Figures 7 and 8 show log-log plots of the peak of the unnormalized fathometer response (using an 80-s averaging time) as functions of wind speed and wave height, respectively. The data points plotted as triangles correspond to Julian day 14, in which wind speed remained constant, and the asterisks

FIG. 6. (Color online) Time-synchronized images of video, end-fire acoustic array reception, and normalized fathometer response. In the presence of breaking waves (video and acoustic) within a 10-s averaging time window, a peak in the fathometer response is observed at the known bottom depth ($10.96 \text{ m}$).

FIG. 7. (Color online) Relationship between wind speeds and the magnitude of raw fathometer response at the bottom return (80-s averaging time). The asterisks represent data taken on Julian day 81, and the linear best fit has a slope of 2.842 and wind speed correlation of 0.9395. The triangles represent data taken on Julian day 14, and the linear best fit has a slope of 1.9342 and a correlation of 0.3584. The linear best fit for the 2 days of data has a slope of 2.503 and a correlation of 0.9445.
plot data taken during the declining winds of Julian day 81. A best-fit line has been inserted for both data sets. In comparing the two figures and linear best fits, it is seen that the fathometer response is better correlated with wind speed than wave height. Correlations are 0.9445 (JD 14 and 81) with wind speed versus 0.9081 (JD 14 and 81) with wave height. The linear nature of the relationship between the fathometer response with the wind speed, as plotted, seems to follow observed relationships between noise level and wind speed. Mixed-sea conditions were observed (via video) during much of the acquisition on Julian day 14, which is a plausible explanation for the higher variability in the fathometer response as a function of both wind speed and wave height.

V. NORMALIZATION, OPTIMIZATION, AND DETECTABILITY

In practice there are a few signal processing parameters which can be adjusted to optimize the fathometer processing for a given environment. Two of importance are the length of fast Fourier transform (FFT) (snapshot size) and the averaging time (number of snapshots). First of all, the FFT length must be selected so that sufficient travel time is allowed for the propagation to and from the bottom, and any sub-bottom features of interest.

In addition to adjusting processing parameters, one may also choose to normalize the fathometer response. This allows comparing one result to another or determining optimal performance for given conditions. A better understanding of the detectability of bottom and, presumably, sub-bottom returns may be gained by normalizing the fathometer response. The normalization chosen here is the mean of the “noise” background between the initial processing artifacts (i.e., travel along the length of the array) and the response due to the bottom return. This occurs over depths between ~5 and 10 m, as seen in Fig. 3.

Figures 9(a) and 9(b) show the magnitude of the peak in the normalized fathometer response, $|r_{\text{norm}}|$, as a function of averaging time for different wind speeds with FFT lengths of 2.73 and 0.17 s, respectively. Each curve represents the mean of 15–20 time segment samples (with averaging times as indicated) within an hour time period. It is evident that for longer FFT lengths, Fig. 9(a), a longer averaging time is necessary to obtain a more distinct peak. However, for the shorter FFT lengths, Fig. 9(b), the peak’s magnitude begins to plateau at shorter averaging times. Additionally, lower wind speeds (though, still with wave breaking) and longer FFT lengths may require long averaging times to observe the bottom return.

Figure 10 shows the uncalibrated fathometer response amplitude at the bottom return and the normalization factor.
as a function of wind speed. It is seen that as wind speed increases the peaks become more detectable as the ratio of the raw response and the normalization factor becomes larger.

Although it is plausible that the normalization used here would remove the dependence on wind speed or sea-state. With calibrated passive fathometer response and ideally is independent of wind speed or sea-state. With \( \hat{r}(t) \), the value at any peak represents the reflection coefficient at that interface. Recall from Eq. (7) that the estimate of the impulse response \( \hat{r}(t) \) is related to the cross-correlation through a time-derivative and an unknown factor \( N \). To determine \( N \), the relationship developed by Harrison and Simons \(^2\) for estimating the magnitude-squared reflection coefficient in terms of the beam powers can be used,

\[
|\hat{R}|^2 = \frac{|B_{up}|^2}{|B_{in}|^2}.
\]

The power in the time and frequency domains is the same; therefore,

\[
\int_{-\infty}^{\infty} |\hat{r}(t)|^2 dt = \int_{-\infty}^{\infty} |\hat{R}(\omega)|^2 d\omega.
\]

The estimated value for \( N \) is determined using Eqs. (8) and (7),

\[
N = \sqrt{\int_{-\infty}^{\infty} |\hat{R}(\omega)|^2 d\omega} = \sqrt{\int_{-\infty}^{\infty} (d/dt)|\hat{r}(t)|^2 dt}.
\]

In practice, the integration limits used are based on the available bandwidth and array geometry (i.e., hydrophone spacing). The reflection coefficient between two media at normal incidence is defined as

![Fig. 10.](image1.png) (Color online) Magnitude of uncalibrated fathometer response peaks (triangles) and normalization factors (squares) as a function of wind speed using adaptive beamforming and 80-s averaging time with FFT length of 0.17 s.

![Fig. 11.](image2.png) (Color online) Wind speed and magnitude of normalized fathometer response as a function of time with FFT length of 0.17 s and an averaging time of 80 s. Solid line and triangles represent wind speeds and power reflection losses acquired on Julian day 14. Dashed lines and open triangles were obtained on Julian day 81, in which wind speeds and wave heights declined throughout the day. The normalized fathometer response tracks with the wind speed.

![Fig. 12.](image3.png) Magnitude of normalized fathometer response as a function of averaging time with FFT length of 0.17 s using conventional beamforming. It is seen that for conventional beamforming, additional averaging time would be necessary to maximize the detectability of returns within the fathometer response.

**VI. CALIBRATED RESPONSE**

One may also choose to normalize the fathometer response so that the return is a direct estimate of the bottom impulse response \( \hat{r}(t) = r(t) \). This will be referred to as the calibrated passive fathometer response and ideally is independent of wind speed or sea-state. With \( r(t) \), the value at any peak represents the reflection coefficient at that interface.

![Fig. 13.](image4.png)
Sound speeds, \( c \), in practical applications, it must yield values which are in agreement with the mean power reflection loss of 7.8 dB at vertical incidence, as determined by Eq. (8), for frequencies between 500 and 2800 Hz.

\[
R = \frac{Z_2 - Z_1}{Z_2 + Z_1}
\]

where \( Z_1 \) and \( Z_2 \) are the impedance values in the two media (e.g., water and seabed) which are \( Z_1 = c_1 \rho_1 \) and \( Z_2 = c_2 \rho_2 \) for sound speeds, \( c_1 \) and \( c_2 \), and densities, \( \rho_1 \) and \( \rho_2 \). The time domain version of the reflection coefficient, \( R(t) \), is useful since the peak values give the impedance at the water-seabed interface as well as between sub-bottom layers. Using Eq. (10) in Eq. (7) results in a type of calibration for the passive fathometer time-series that should not depend on factors such as integration time and sea-state. Figure 13 shows the calibrated fathometer response peak (magnitude-squared in decibels) as a function of averaging time and wind speeds. This represents the reflection loss, and the figure shows reasonable stability in the estimate over a large range of wind speeds once the averaging is above about 1 min.

This case is somewhat trivial since there is only one peak in the fathometer return; however, in principle this should provide the impedance contrast value for additional layers using this process. The bottom loss (i.e., \(-10 \log(|R|^2)\)) at vertical incidence was also calculated using the frequency domain calculation given by Eq. (8). This was integrated over frequencies from 500 and 2800 Hz to produce a loss estimate of 7.8 dB. If there were significant layering, however, there would be a complicated interference pattern in the frequency domain reflection coefficient. Integration of the reflection coefficient over frequency would not represent the loss at any of the individual layers, just the integrated loss over frequency through the entire seabed.

For this impedance estimating methodology to be useful in practical applications, it must yield values which are invariant to environmental conditions. Figure 14 shows the magnitude of the calibrated fathometer response (in decibels) for different times and wind speeds. It is seen that the reflection loss varies by less than 0.3 dB when an averaging time of 80 s is used.

Comparison of the fathometer response can be made with sediment measurements made during the Tactical Air Combat Training System (TACTS) tower construction (see Table I).\(^{19}\) The estimated sound speeds and densities are obtained from an APL-UW handbook\(^{20}\) using the description of the layers within the core sample. Previous analysis by Siderius \textit{et al.}\(^{3}\) of data obtained above a softer bottom has shown that the passive fathometer was capable of detecting sub-bottom layering within the sediment to 25 m beneath the bottom. Although sub-bottom layering is present in the core samples drawn prior to tower construction, no sub-bottom layering is observed via the passive fathometer. It is likely that the large impedance mismatch, due to the sandy bottom, prevents the detection of sub-bottom layering. However, note that the impedance from the table values [Layer 1 reflection loss: 8.6–12.6 dB using Eq. (11)] is in relatively good agreement with the reflection loss values estimated here from the calibrated passive fathometer response.

**VII. SUMMARY AND CONCLUSIONS**

The main emphasis of this paper has been to determine the effect of environmental conditions on passive fathometer

### Table I. Core sample description and estimated sound speeds and densities.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
<th>Depth (m)</th>
<th>Est. sound speed(^a) (m/s)</th>
<th>Est. density (kg/m(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gray calcareous fine to medium sand</td>
<td>0.0</td>
<td>1660–1767</td>
<td>1451–1845</td>
</tr>
<tr>
<td>2</td>
<td>Greenish gray carbonate silty fine sand</td>
<td>4.88</td>
<td>1660</td>
<td>1451</td>
</tr>
<tr>
<td>3</td>
<td>Sandy clay</td>
<td>14.0</td>
<td>1477</td>
<td>1147</td>
</tr>
<tr>
<td>4</td>
<td>Hard silty clay</td>
<td>24.70</td>
<td>1473</td>
<td>1146</td>
</tr>
<tr>
<td>5</td>
<td>Hard calcareous olive gray sandy clay</td>
<td>76.22</td>
<td>1477</td>
<td>1147</td>
</tr>
</tbody>
</table>

\(^a\)Reference 20.
processing techniques. The analysis was focused on determining optimal processing parameters over a range of wind speeds and sea-states to aid the development of practical passive fathometer systems. It was determined that for a given depth of interest, shorter FFT lengths yield more detectable bottom returns with less averaging time. Thus, for practical moving systems, higher-resolution fathometry can be performed when shorter FFT lengths are used. It was also observed that the adaptive beamforming methods (e.g., MVDR) yielded increased performance. Additionally, a new self-calibrating methodology was proposed such that the magnitude of fathometer response peaks yield estimates of reflection coefficients of bottom and sub-bottom interfaces. It was shown that the proposed technique yielded valid results independent of wind speed.
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