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Decomposition of Reversible Logic Function Based on
Cube-Reordering

Martin Lukac, Michitaka Kameyama, Marek Perkowski,
and Pawel Kerntopf

Abstract: We present a novel approach to the synthesis of incomplstedgified
reversible logic functions. The method is based on cubeginoy the first step of the
synthesis method analyzes the logic function and genegatepings of same cubes
in such a manner that multiple sub-functions are realized fipgle Toffoli gate. This
process also reorders the function in such a manner thatpgooups of similarly
defined cubes are joined together but also don't care cubles pioposed method is
verified on standard benchmarks for both reversible andgersible logic functions.
The obtained results show that for functions with a signifiqaortion of don'’t cares
the proposed method outperforms previously proposed sgistimethods.

Keywords: Reversible Logic Synthesis, Toffoli Gates, Cube Reordgrincom-
pletely Specified Functions

1 Introduction

Reversible Logic Synthesis has been quite actively pursued overxamitely

the last ten years, mainly due to the fact that quantum computing is naturally a
reversible computational system [1] and due to the possibility of building atgoa
computer in close future.
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The reversible logic has been recently gaining some popularity due to the pos
sibility that the quantum computer will be soon realized.

The realization of the quantum computer is motivated by the fact that the cur-
rent technology is approaching the Moore’s limit of transistor integrati@hthe
size of a single transistor will soon approach the size of a single elemertidicie
At that level, quantum laws are predominant and thus they must be integraied
design and in the computational paradigms. The reversible logic is well sittoated
be implemented in quantum technology because quantum technology is naturally
reversible. Thus it is reasonable that the reversible logic is increasirgpimarity
and that more and more synthesis and design methods are being developed.

he reversible logic synthesis of incompletely specified functions takes at inp
a function that contains don't cares in its Karnaugh Map (KMap) aneigdes a
reversible circuit. Up to now few approaches have been proposasolfang prob-
lem (as opposed to the fully specified reversible functions). For insf@hased an
ESOP based synthesis where for each cube a single multiple-controli TefCT)
gate was generated. Another approach was proposed more recéntlye@ the
authors applied BDD (with modified nodes) as the synthesis method of itdeers
circuits (each node of the BDD was treated as a reversible expansidsd. irA
[4] several incompletely specified functions are synthesized usingantenary
automated logic synthesizer.

In this paper we examine a simple heuristic used for the synthesis of rdeersib
logic circuits. In this approach the circuit is analyzed at the level of oppitey
control bits allowing to minimize the number of redundant logic gates. This is
performed while the circuit is being designed only with Toffoli (CCNOT) gala
general a function wit inputs require a certain amount of ancilla bits to make
the function reversible. Depending on the algorithms the amount of ancilla bits
can be either minimal - maximum - or can be much larger. In the proposed
algorithm, the circuits constructed always have at maxinmuail ancilla bits and
when compared to methods where more than two control bit Toffoli gatassare
the amount of ancilla bits is the same. Finally the proposed method is suitable for
such implementations as the Linear Nearest Neighbor (LNN) model of quantu
circuits as most of the gates are Toffoli gates acting on neighboring bits.

The paper is organized as follows. Section 2 introduces the basic prsoiple
reversible logic circuits. In Section 3 each step of the proposed synthesimd
is introduced and explained. Section 5 describes the experiments andults.re
Section 6 concludes this paper.
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2 ReversibleLogic Basics

Most of developed design methodologies are based on reversible Idgg gyach
as Toffoli or Fredkin gates. The most common is using Toffoli gates (5i®] 1)
however other less popular approaches using for instance Fredkm lym/e been
proposed [7, 8].

abc | xyz abc | xyz

000 | 000 000 | 000

a_e X 001 | 001 010 | 010
010 | 010 100 | 100

b—e—Y 011 | 011 110 | 111

100 | 100 001 | 001

C—— ¢ 101 | 101 011 | 011
o _ 110 | 111 101 | 101

(a) Pictorial representation of 111 | 110 111 | 110

the Toffoli gate

(b) Truth table of the (c) Reordered truth table
Toffoli of the Toffoli gate

Fig. 1. The Toffoli gate

Fig. 1 shows the truth table (Fig. 1(b)) of the Toffoli gate and its pictorial
representation (Fig. 1(a)). Observe, that the gate is reversibledmttemimapping
F :1 — Oallows one to compute the inverse mappig : O — |; the implemented
logic is bijective. The reason that the Toffoli gate is popular in the revierkilgic
synthesis approaches is the fact that it is the universal reversible/igathe small-
est number of variables. This can be also seen when the rows of the trlgtlata
reordered properly: the reordering is performed so that the twalaitsib become
the data inputs and the output bit c is the result carrying the output. Thisecan b
seeninthe Table 1(c). Observe that the reordered Toffoli gate bem@oumntrolled
NAND gate and controlled AND gate (of tleeandb variables) for different values
of the ¢ control variable (Figure 1(c)). Thus the Toffoli gate can be seenas th
direct implementation of the universal irreversible NAND gate, althoughat) fa
is something more than NAND - it embeds NAND.

The algorithm developed in this paper uses only Toffoli gates and thenfreyn
gate. The Feynman gate is shown in Fig. 2. The Feynman gates are in twisaria
Feynman gate with positive control bit is shown in Fig. 2(a) and Feynmamgite
negative control bit is shown in Fig. 2(b) [9].

Because the Toffoli gate has two control bits the binary combination of two
variables allows to define four different Toffoli gates. These Toff@tes have
controls on the adjacent bits but each type of Toffoli gate has controts@iag to
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\d %

(@) (b)

Fig. 2. The two types of Feynman gates used

the possible combination of two bit values. These four types are shown.ir8BFig

—— —O0—
—— —o—
N N

(@ (b) (€ ~ (d)
Fig. 3. The four types of Toffoli gates used

Each Toffoli gate from Fig. 3 is controlled by 11, 01, 10, and 00 retipelg.

3 Proposed Cube-Reordering (CR) Algorithm

The algorithm studied in this paper is based on very simple principles:

¢ Eliminate redundant cubes of Toffoli gates connected in series repeesas
a SOP logic form

e Synthesize circuits only from two controlled bit Toffoli gates
¢ Restore bit values only if necessary
e Design circuits in a hierarchical manner

Because the main strategy for minimizing and designing reversible circuits of this
algorithm is the re-ordering of the input vectors (cubes) the algorithmlisdca
Cube-Reordering (CR) algorithm. To illustrate the points mentioned above the
following example is used.

Example 3.1 Let’s look at the definition of the function called 4gt11 (a logical
detector of an integer greater than 11 encoded on 4 bits). This functiaveis g
in Table 1 which specifies only thenesof the function. Assume that the output
bit is set to value 0, then only four minterms need to be designed using logi gate
to satisfy the specifications. This is because only for outputs of the ddegid
function have value 1.

The first observation that can be made is that all four minterms are defined f
the same values on the b#&b . Thus one can start to create a Toffoli gate and
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Table 1. The definition of the function 4gtl11.
1100
1101
1110
1111

R PR~

adding a single ancilla bit as shown in Fig. 4. Observe that there-arkancilla
bits in Fig. 4. As will be seen later, this is the initial configuration of the circuit;
for each input bit after the second one one ancilla bit is added. Thedkadoits
are used to route the output of the above Toffoli gates if needed. Ranues the
first ancilla bit in Fig. 4 is used to represent dieterm.

a a
b . b
URASY H-o
c c
0 0
d d
0 f

Fig. 4. The first step in the proposed synthesis method.

The next step start by observing that for the input valiethere are all four
combinations of the cd bits, in particulad, cd, cd andcd. One can reorder the
input minterms with the goal of minimizing the number of required control bits;
this means that we order the Toffoli gates defined on thedaadc in natural
binary order 00, 01, 10 and 11. This is shown in Fig. 5. Later it will bexshbbow
such natural order is used to remove adjacent Toffoli gates.

a a

b b

0O Do

P SR A SR S
A D A S A

d

0 — DD D

NPAND; oo —,

Fig. 5. The second step in the proposed method. All gates are built ondbeed set of all input
minterms.

Observe, that the bitsd can be replaced by don't cares as they are covering all
combinations of values: 0001+ 10+ 11= ——. This can be seen in the dashed
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square in Fig. 5. Thus variablesl can be skipped and the ancilla bit inserted
during the first step becomes the output of the synthesis, as shown in.Fig. 6

a —9—a

b —e—) o —e—a
0 —0 b —e—b
c ——¢

0 ——o 0 «p-s
d ——d C C
0 D t

Fig. 7. The final circuit obtained by our

Fig. 6. The circuit of functiortgtllre- method.

alized on the bit-array including all ini-
tial bits.

This simplified circuit then can be further modified to satisfy some technologi-
cal constraints (for instance the LNN model) as well as the unused ancillealits
be removed. The final circuit is shown in Fig. 7. Observe that at this tbeel
cost of the synthesized circuit (5 elementary quantum gates) is lower thaméh
reported in the RevLib benchmarks (7 gates) [7,10, 11].

The cost function used in this paper is based solely on the cost of thaliToff
gates; a two-control bit Toffoli gate has a cost of 5 and any Feynmiarhga a cost
of 1 [10]. In the used cost function any additional gates such as SVaéd3 @r the
single bit NOT gates are not taken into account when calculating the cost.

From Example 3.1 one can observe a multi-level ordering. Because we-are
stricting the proposed method only to use two-bit controlled Toffoli gate gyrifter-
ing is based on a two bit patterns of the input bits. Thus in general foremeysible
circuit of an incompletely specified function the method orders all bits in a two by
two manner starting on from the top most bits and ending on the lowest ones. Th
ordering is as described above a natural order but is augmented ytheates so
that the input cubes follow the order given by-, —0,—1,0—,1—,00,01,10,11.

Example 3.2 To understand better the proposed method a more complex example
function with eleven input variables and three output variables is showatile T2.
The format of definition is a PLA format; each column specifies the valuetpiubu
bits og to 0, for a cube defined on input bits a to k. This function has in its definition
some don’t cares that are denoteddowy the Table 2.

Before continuing we introduce an encoding of pairs of values of adjdies.
This means that for every two adjacent bits and starting from the top of tiotidn
definition Table 2 we assign a pair of identical values to the adjacent bits in the
particular column using the encoding shown in Table 3.
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Table 2. The function specification

all d d d d d d d d d
bld 1 1 1 1 1 1 1 1 1
cld d d d d d d d d d
d|d 0 0 000 0 O 0 O
eld 0 0 00O O O 0O 0 O
fld o1 00 0 0 0 0 O
g|/d 0 1. 0 0 00 O 0 O
hld 1. 0 0 1 0 1 0 1 0
ild 1 00 1 0 1 0 1 O
ild oo 0o 1 1 0 0 1 1
k|d 1 1. 1 1 1 0 0 0 0
|1 1 1 1 0 0 0 0 0 O
0|0 0 001 1 1 1 0 O
|0 0 0000 O 0 1 1

Table 3. Encoding of the incompletely defined two-bit cubgsstands for top bit andy, is the
bottom bit for any two adjacent bits in a quantum circuit.

& | b || encoding
2

o

[l el ol =]
©O©oo~NOOOLhW

OO0 O FrRPOFRRFO

[EnY
o

The resulting encoding of Table 2 is shown in Table 4. Observe that the
encoding is done two by two bits and thus the encoding is identical for two bits in
each pairs ab, cd, ef, gh, ij and k.

Following the steps described in the previous example, one starts by grderin
the input vectors (columns) two bits by two bits, from the topmost down to the
bottom one. First the two top most bits are ordered, and then recursivelitth
below are reordered. The ordering uses natural order of the igcadd thus
ultimately the input vectors are ordered in groups, where each grougjadfemnt
input vectors has a common Toffoli gate. Conversely, each adjacéoti Tate is
placed in natural increasing order of is control input variables.

In other words, ordering each pair of bits creates groups of minterms @ith ¢
mon two bits. Then, for each group of input minterms having common upper bits,
a reordering is performed two-by-two bits resulting in the Table 5. Obdbate
in Table 5 the first column is a single group because it has the two topmost bits
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Table 4. The function from Table 2 encoded by two bit control types.

al7 9 9 9 9 9 9 9 9 9
b|7 9 9 9 9 9 9 9 9 9
c|10 8 8 8 8 8 8 8 8 8
d|10 8 8 8 8 8 8 8 8 8
e|10 2 3 2 2 2 2 2 2 2
fl10 2 3 2 2 2 2 2 2 2
g1 3 4 2 3 2 3 2 3 2
h|10 3 4 2 3 2 3 2 3 2
i 10 4 2 2 5 3 4 2 5 3
i |10 4 2 2 5 3 4 2 5 3
k|d 1 1 1 1 1 0 0 0 O

|1 1 1 1 0 0 0 0 0 O

oo|0 00 0 1 1 1 1 0 O

|0 000 O0O0OUOTU OTI1 1

different from the rest of the input minterms. For the group of minterms with the
top most bits encoded by 9, bits e and f creates a two new subgroups wids 2alu
and 3. Next, for the bits e and f having 2 as encoding, the bits g and hsteate
new groups with values of encoding 2 and 3. Recursively applying thisoaph
creates the Table 5.

Table 5. The function from Table 2 ordered and encoded by two bit@layies.

al7 9 9 9 9 9 9 9 9 9
b|7 9 9 9 9 9 9 9 9 9
c|1l0 8 8 8 8 8 8 8 8 8
d|10 8 8 8 8 8 8 8 8 8
e|l1l0 2 2 2 2 2 2 2 2 3
fljiwo 2 2 2 2 2 2 2 2 3
gll 2 2 2 2 3 3 3 3 4
hf10 2 2 2 2 3 3 3 3 4
i |10 2 2 3 3 4 4 5 5 2
j |10 2 2 3 3 4 4 5 5 2
kifd 1 0 1 0 1 0 1 0 1
0|1l 1 0 0 0 1 0 0 0 1
oo/ 0 0 1 1 0 0 1 1 0 O
ool 0 O O O 1 0 0 0 1 O

The next step after the Table 5 has been created is to methodically remove
any redundant Toffoli gates. This process creates the so caitedtion table the
table represents the activation of new Toffoli gates. This table is comstiusing
the pseudo-code shown in Algorithm 1.
The Algorithm 1 traverses the encoded and reordered Table 5 froto kéght
and from top to bottom. Initially, thactivation tableis initialized to all values
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Algorithm 1 Pseudo-Code for the creation of tAetivation Table

1: Initialize activation Table T to all values be -10
2: for each input bit ldo

3: B=10
4:  for each input minterm do
5 if bijlzlothen
6: if bij!:Bthen
7 B = by
8 if B==0then
9: Tij =C

10: else

11: Tij =n

12: end if

13: ese

14: Tij =—

15: end if

16: end if

17:  end for

18: end for

being 10 (don’t care) (line 1) and to the size equal to the table definingidiea
function (in this case 1% 10 - we ignore the output bits for the simplicity). Starting
in the top left corner of Table 5 (line 2) the temporary variable is set to 10 (line
3). Then traversing each line in the table (variable), each time that the temmpora
variableB is not equal to the current value - skipping don’t cares (line 5) - (index
by i andj) (line 6), the new value is written tB (line 7). At the same time, in
theactivationtable it is written eithec (positive control bit) om (negative control
bit). Also observe that when a don't care is encountered nothing is wiittdre
corresponding location of thectivationtable (Table 6) but when the value of at the
ijt" location in the function table is equivalentBoa don’t care sign ”-” is written

in the activation table (line 14).

The Table 6 is the result of the process described above and in the Atgdrith
The reason this table is calladtivation tableis because each time a letter is written
to a location, it represents the fact that a new Toffoli gate has to be idseateew
gate is activated. The result of this process is a number of letters congisg to
positive and negative control bits of the required Toffoli gates.

The final step is to decide how to place and how to count the Toffoli gates fr
Table 1. For more complex circuit the proposed method offers two possibilities
Making the assumption (as in [3]) that ancilla bits are available in arbitrary num-
bers, for each group of cubes one ancilla bit can be introduced intarthatcTo
be more precise, each time a Toffoli gate is created an ancilla bit can be&thser
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Table 6. The reversible cascade specified by the required contmyeba theactivation table.
(Table T)

a|c
b c - - - - - - - -
c
d n - - - - - - - -
e n - - - - - - - -
f n - - - - - - - C
g n - - - - - - C
h n - - - ¢ - - -n
i n - - - ¢ - - -n
j n - ¢ - n - ¢ - n
k c n c n ¢ n ¢ n c
0|l 1 0 0 01 0 O 0 1
o0/0 O 1 1 0 0 1 1 0 O
oo|/0 O O 0 1 0 O O 1 O

a—e——

bi

Cc —

di

07

ei

07

f 1

O Py

O o—o0o-0ZT0aQ
S
S

v \I [
: |

5 1 L
00 | |
ol 1 1
0.2 L 777777777 J‘

Fig. 8. The five first columns of the resulting circuit created from Tablby & direct mapping to
Toffoli gates with one ancilla bit per inserted Toffoli gate.

where required. This ancilla bit insertion results in the fact that no Tafitée has
to be repeated because each Toffoli gate output bit is different. mcase a partial
result (the first five columns of Table 6) is shown in Fig. 8.

Continuing in this manner for all groups of two bit until the bottom of the
reversible cascade, one obtain a realization of the reversible functiboahia in
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Fig. 9. The five first columns of the resulting circuit created from Tablby @& direct mapping to
Toffoli gates with the restoration of the ancilla bits for later usage.

the worst case requiré ancilla bits. This naturally is not acceptable, however for
functions that have a high number of don't cares this approach gesaesults

that are less costly in the number of gates as well as in the number of ancilla bits
compared with any previously presented approach.

On the other hand, it is possible to design the circuit with a linear number of
ancilla bits with a certain number of additional Toffoli gates that have to betathe
This means that besides each input variable bit we insert an ancilla bitithbew
used as the output of a Toffoli gate generating an intermediate resultddhmaal
Toffoli gates are required because these ancilla bits are reused foji gates in
the later stages of the circuit and thus the ancilla bit must be restored to its initial
value. This means that in the worst case the number of ancilla bits addeedlis
The result of this approach after the first level of cube reorderingos in Fig. 9.

The number of the ancilla bits in this case is equa) tout the number of gates is
given byhx2 (his the number of 'c’ and 'n’ elements on the topmost position in
every column in Table 6).

To summarize the proposed method can be used to design circuits in the fol-
lowing ways:

1. Design circuit with the number of Toffoli gates equakte h wherek is the
total number of 'c’ and 'n’ elements in the Table 6. Thus from Table 6 one
can design a circuit with exactly 261 = 25 Toffoli gates. This includes
one CNOT gates in the first column. The number of ancilla bits is equal to
k— j wherej is the number of control bits in the Toffoli gate at the bottom of
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each column. Thus the circuit realizing the function from Table 6 requires
10— 1 =9 ancilla bits

2. Design circuit with number of gates equal(fo- h) « 2 and with the number
of ancilla bits equal at maximum to the number of input bits; in the case of
the Table 6 the maximal number of ancilla bits is thus 11.

4 Cost Reduction and Variable Reordering

Among the several improvements that are possible to the proposed appimac
this section we present two heuristics.

Variable reordering is a well known method in the Boolean function minimiza-
tion and has been widely used in various aspects including [12—-18]. ritegbe
consists of swapping a set of variables in the function. This process i&fteilts
in more optimal function representation and thus allows a considerablescigt-r
tion in the final function realization. The variable reordering algorithm uselis
paper is illustrated by the pseudo-code for algorithm 2.

Algorithm 2 Pseudo-Code for théariable Reorderingeuristics

configurations = number of input vectors * number of inputs
ordering = new array(sizeof(variables))
BestCost= worst.cost
BestOrder= {}
for i = 1 to configurationglo
Cost = evaluatéordering)
if Cost< BestCostthen
BestCost= Cost
BestOrder = ordering
end if
ordering; = changeorderingordering )
: end for

el =

[EnY
N

Lines 1 and 2 in the pseudo-code 2 initialize the number of tested variable
permutations calledonfigurationsand the array storing the current variable order-
ing respectively. Line 3 and 4 initialize thgestCostto a maximum value (always
overshooting even the worst possible cost of the circuit)BestOrderto an empty
set respectively. ThBestCostvariable holds the cost of the circuit calculated from
the number of gates and tBestOrder variable holds the ordering of the variables
corresponding to the best cost. Here the worst possible cost of agneaiit is es-
timated as the number of control inputsnumber of input vectors; an input vector
is each input cube specified in the input file. In this paper the selectiorriables
to swap is a random process because the best known variable ordékisomn.
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The best possible ordering of the vectors in this case is such that wiliajertbe
circuit with minimal number of Toffoli gates, e.g. such ordering that wouldvallo

to eliminate as many as possible of Toffoli gates. The random variableimgder
however does not always generate the same results and thus in the testiessp
the evaluation of the variable reordering was performed multiple times in order to
confirm the best result.

The cost reduction heuristic is based on the following principles:

1. remove all Toffoli gates that are not required
2. replace adjacent Toffoli gates by CNOT gates whenever possible.

Principle (1) means that as shown in Example 3.2, Toffoli gates used togealiz
particular input vector (cube) use a certain amount of the available aritdlddach
time a given ancilla bit is required by another following input vector the ancitla b
must be restored to the initial value so it can be re-used.

Principle (2) is used to minimize adjacent Toffoli gates when such gates does
not depend on previous variables. For instance, Figure 10 shows wine Toffoli
gates can be replaced by one CNOT gate.

B T
| HEP Pt
b IS O S B
P S I N Y
Or— 11 L,zy&
(C) Dy LN oD . (C)
0 D PP WAI? 0
T N N N N N N
C abed

A

B

&

2

f=a

N

1

g

| — 8§
8
—
o
g

8
-

a \ a
b \i b
0 —De_\ Do o
¢ \ .
c \i c
0 . o Do -0
\JJI TV \JJ%
d d
0 A AN ;
NNV T
abed abed abed abed

(0)
Fig. 10. Example of minimizing Toffoli array by CNOT substitutions

_ Figure 10 shows a circuit implementing the functiba: abcd @ abcd® abed®
abcd. Figure 10(a) is a direct mapping using only Toffoli gates. Figure 10(b)
shows how certain Toffoli gates can be directly replaced by CNOT gatesTof-
foli gates that can be directly replaced are only those that are either baghing
or at the end of the product term. We call these Toffoli gates the frdeliTgates.
Observe that literals in such terms are also such literals that are the firstrigecim
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the hierarchy of the variables. The gates that are considered to bebagimaing
of a product term are the Toffoli gates in the dashed boxes lalzelethe gates
considered to be at the end of a product term are the Toffoli gates tgBele

In more details, the principle (2) can be directly formalized as follows. Let
Xo, - - -, Xk be a set of variables on adjacent k wires; starting form the top wire and
ending on the k-th wire. Let a product term be given on the k variableg.asx
and being created by a set of Toffoli gates as shown in previous exanipien to
invert k-th variable to obtairg. .. X, one can use the following rule

X0 Xk =X0... Xk @®X0. .. Xk—1 Q)

Thus in Figure 10 starting by the terabcd one can obtairabcd by a sin-
gle CNOT gate as shown in Figure 10(b) - Toffoli gate labgBedThis particu-
lar replacement rule is used as the major cost improvement to the original cube
reordering algorithm. Also observe that because of such rules the aritatural
order might not always be the best ordering for minimizing the adjacemiscub

b b

a 0 1 a 0 1
ojofo @a ojlo|o
11011 11110
N
®adb
@adb _
@b ®b
®a Db
®a Db
ab 0o 1 7 (Lb 0 1
001 ol11]0
1100 da 11010

Fig. 11. Diagram showing EXOR relation between the various forms ofdiffelTgates

Figure 11 shows the logical relations that are the base for the Toffoli ©TCN
transformations. Observe that a single product term term be moved omapK-
using the EXOR operation. This corresponds to the fact that one camyeta
Toffoli gate output (product term) to any adjacent product terms by@esbNOT
gate. Thus, whenever there are two Toffoli gates that differ in singigralbit, the
second Toffoli gate can be replaced by a CNOT gate as shown in Figure 1

The property described in eqg. 1 implicitly restrict the usage of the CNOT gates
to only the free Toffoli gates. The free Toffoli gates thus represanh gates
that can be replaced by single CNOT gates. In particular this means thatdfor
adjacent product terms each built from a setrofoffoli gates and with commoh
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top-most Toffoli gates, the first Toffoli gate that has different onthefcontrol bit
can be replaced by a CNOT gate. This is effectively the case of thelilgéfies
labeleda andp in Fig 10. The mostimportant about this property is the fact that in
the presented circuit structure the replacement rule removes two Tadteb gThis

is because Toffoli gates with the control bits located on the same bits will agener
the output on the same ancilla bit. In such case it is necessary to firsteréstor
ancilla bit - by applying one Toffoli gate - and then apply the next Toffalieg In
such case, both Toffoli gates are replaced by a CNOT gate.

5 Experiments

Table 7 shows the results of the synthesis method for the benchmarks feom th
RevLib web-site. The table compares the obtained results to the best cepmrte
sults in the repository and as can be seen that our algorithm performs aglite w
for the incompletely specified functions. In fact for the benchmarks tltétides
functions with a high number of don't cares the algorithm outperforms tisé be
currently reported results.

Because the method currently only supports single output functions, tich-be
marks presented include only single output reversible functions. Trotidums in
Table 7 are all such that even if the defined function is defined with more than
single output bit, at any given time for any given input only a single outfushb
flipped.

The first three columns of the Table 7 are the name, the number of inputsi(l) a
the number of outputs (O) of the benchmark function respectively. Tktecolumn
B.P.R.R., is the best previously reported result and the final four coluepnegent
the proposed method and various improvements made to the original CR algorithm.
Each result reporting column contains three sub-columns; each rafingsthe
number of gates (G), the quantum cost (C) and the number of ancilla bits (49
designed circuit, respectively.

The column labeled 'Method 1’ represents the results of the CR synthesis al-
gorithm assuming no Toffoli gate repetition for variable restoration. Tlusltgin
a very large amount of ancilla bits. This corresponds to the approagmshdahe
Fig. 8. The ancilla bits have not been counted because the method is \&efwlia
The results of method 1 are used as the lowest bound on the number wédequ
gates. Method 2 is using the same principle of design as method 1 but the number
of Toffoli gates is doubled (each ancilla bit is restored after being uségihg
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Table 7. Preliminary results of the proposed methods

F. Name | | | o | B.P.R.R. | Method 1 | Method 2 | Method 3 | Method 4

| | [6] c|A] G |C|]A] G | ¢C¢ |A] G JCJA] G | C]A
9symml 12| 8 | 129| 14193 |N.A. 296 1486 |N.A. 592 2992 11 577 2885 11 565*6 2831 | 11
add6 12| 8 | 229| 6455 |N.A.| 1215+31 | 6106| N.A| 2430+31 12212 11 2297 11485 11| 2195+51 (11026 11
adr4 12| 8 | 55 727 |N.A. 212 1060| 11 424 2120 11 378 1890| 11| 290+42 | 1492| 11
alul 12| 8 | 32 228 |N.A. 26+3 133 7 52 266 4 32+3 163 | 11 19+7 102 | 11
apex5 117| 88 |2909 10394 [1025 2526+79 |12709N.A.| 5052+79 25418 |118| 4497+26 (22537118 4409+70 (22115118
apex4 39| 3 |5376/237963N.A.| 1212+10| 6070 |N.A.| 2024+10 12140 38| 2395+10 (11975 38| 2381+7 |11912| 38
apla 10| 12| 80 | 3438 |N.A. 74 370 |N.A. 148 740 10 106 530 | 10 106 530 | 10
C17 5] 2 9 99 |N.A. 5+2 27 0 5+2 27 0 542 27 0 442 22 0
C7552119| 5 | 16| 80 | 1728 |N.A. 44 220 |N.A. 88 440 3 84 420 | 3 56 280 | 3
clip 9 | 5|174| 6731 |[N.A. 517+5 | 2590 |N.A.| 1034+5 5175 8 979 4895| 8 798+35 | 3980 | 8
cml50a 21| 1 | 53 | 1096 |[N.A. 64+1 321 [N.A.| 128+1 641 20 109+1 546 | 20 109+1 546 | 20
cml5la 19| 9 | 33 | 888 |N.A. 60+1 301 [N.A.| 120+1 601 18 78 390 | 18 78 390 | 18
cml52a 11| 1 | 16 252 |[N.A. 24 120 [N.A. 48 240 10 38 190 | 10 30 150 | 10
cml63a 16| 13| 39 756 |N.A. 61+21 326 |N.A.| 122+21 631 15 86+29 459 | 15 38+18 128 | 15
cmb 16| 4 | 18 910 |[N.A. 47+27 262 [N.A.| 94+27 497 15 52+2 262 | 15 43+28 243 | 15
frgl 28| 3 | 212 | 15265|N.A. 427+2 | 2137 |N.A.| 854+2 4170 27 581+2 | 2907 | 27 579+3 | 2898 | 27
frg2 143|139|3724| 12468|121910190+24051190 N.A. |20380+24(0102380+24(0142(19485+105%97530 142/ 19027+33495469 142
max46 9 | 1 |107| 5444 |N.A. 253 1265 |N.A. 506 2530 8 487 2435| 8 419 2095 | 8
misex1 8| 7|55 982 |[N.A. 33+17 182 [N.A.| 66+17 347 7 50 260 | 7 32+10 170 | 7
misex3 14 | 14 {1752/199177 N.A. | 6355+422{32197/N.A.|12710+422 63972 13 12595 (62975 13| 8113+281|40846| 13
mux 21| 1 | 35 | 1078 |N.A. 182 910 |N.A. 364 1822 20 293 1465| 20| 286+3 | 1433]| 20
pmil 4 110| 35 377 |N.A. 40 40 3 40 40 3 40 40 3 40 40 3
ryy6é 16| 1 | 44 | 4292 |N.A. 161 805 |N.A. 322 1610 15 281 1405 | 15 281 1405| 15
seq 41 | 3515990] 19362 |1617| 6027+426| 30561/ N.A.|12054+426¢ 60696 40| 11700+1 |58501 40 |11238+23256422 40
sqrt8 81| 4| 40 622 |[N.A. 60+7 307 |N.A. 120+7 607 7 92+2 462 | 7 92+2 462 | 7
sym9 91| 28 108 12 344 1720 |N.A. 688 3440 8 651 3255| 8 621+28 | 3133| 8
sym10 10| 1 | 194 | 25866|N.A. 1800 9000 |N.A. 3600 18000 9 3591 |17955| 9 3591 |17955 9
1481 16| 1 | 21 237 |N.A. 1440 7200 |N.A. 2880 14400 15 2801 14005 15| 2783+9 |13924 15
tial 14| 8 (1041 56203 |N.A.| 2637+4 |13189N.A.| 5274+4 26374 14 5143 25715 14 | 5031+56 |25211| 14
X2 10| 7 | 38 625 |N.A. 29422 167 |N.A.| 58+22 312 9 44+8 228 | 9 22+19 129 | 9
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Method 2 the number of the ancilla bits is at maximum equal to the number of
input bits because for each Toffoli gate the ancilla bit used is recycted lading
used. Method 3 is the optimized method of removal of the redundant To#tesg

The method 3 corresponds to the example described in Fig. 9. Finally the column
'Method 4’ shows the results obtained when the results of the method 3 bave b
improved using the variable reordering and the Toffoli to CNOT rewritinggas
shown in Section 4.

From Table 7 it can be seen that our method performs relatively well weth u
to design circuits with a high number of don't cares. Also, because ofirtmges
representation of the function the method can be used to design circuits with ev
a very large number of bits. The benchmarks are represented usiegdifiezent
methods.

Observe that as expected the improvements obtained when using the mini-
mization depends on the type of function. This can be seen when looking at th
range of the provided cost reduction. This amount can be calculated as-th

. C . .
tionr, =1— ngzz:z: with values ofCOShethog aNAdCOSkethog beiNg taken from

the sub-columns 3 of columns showing the results of Method 4 and Method 3 re
spectively. The minimum of improvement is 0 as can be seen for the benchmark
function pmlor cm150aand the maximum is given for the functio2 with im-
provement of 0.43. The improvement brought by the reordering of thablas

and the gate replacement indeed improved the circuit cost even belowptbetec
minimal circuit cost calculated form the initial variable ordering by method 1.

The observation of these results brings out an interesting point. Indaiotan
be expected, the natural ordering of cubes (on which the CR algorithiasidp
can be clashing with some of the replacement techniques used to minimize the
reversible circuits. For instance, having two adjacent cubes that #@tifesingle
variable might not be the natural order but can be easily minimized using tadCN
substitution rule. Thus an optimal algorithm would require to take all suchdssue
in the scope and the result would indeed be much more minimized circuits.

Finally, it can be pointed out that the method 1 represents also only the upper
bound of the complexity of the designed circuits. This can be seen on th#t circ
shown in Fig. 12. This circuit when designed using the method 1 has 26lm4tes
when designed using method 2 it only has 29 gates. This is because ravbaltyg
bits are reused and thus do not have to be restored for later usagalsthiseans
that a smart strategy for the removal of the Toffoli gates will lead to circuds th
in some cases are much cheaper and in some other case slightly cheapbe than
costs shown in Table 7 (Method 3). The improvement brought by the minimization
techniques of the circuit from Figure 12 is shown in Figure 13.
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Fig. 12. Example of alu realized by the proposed method with the cosb 254+ 1 = 129 and with
four added ancilla bits for intermediary results.
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Fig. 13. Alu from Figure 12: circuit cost is minimized by heuristics destiim Section 4 resulting
in a final cost of 15+ 7«1 =102

6 Conclusion

In this paper we presented an approach to the synthesis of incompleteifiezhe
reversible functions. The approach is based on a simple heuristic tihaiipegimi-
lar cubes and order the circuit in a left-to-right and top-to-bottom ofiies allows
to eliminate redundant Toffoli gates and thus to minimize the circuit cost.

The natural next step in the development of the algorithm is a generalization
to multi-output functions. Also the algorithm currently orders only the inputs an
thus a more general method of combining the output and input ordering will be
also implemented. The current gate counting is still not-optimal. This is because in
most of the cases the input vector can be realized in such manner thatotaliy c



Decomposition of Reversible Logic Function Based on Cube-Reorderingh21

ancilla bits must be reused for the realization of a given input. This is due fadhe
that not all ancilla bits that are used for the realization of a certain inpLg atb
also used for mutually exclusive input cubes and thus can be used multiple times
for a single input vector. In fact as it can be expected an exact methaohiziimg

the circuits to their bare minimum will come close to circuits designed by method 1
(the lower bound of the number of gates) because if the ordering isnyamrne,

in most cases ancilla bits will be used by only mutually exclusive cubes. This is
true in the case of the completely defined functions, where the same cubbs ca
combined and each ancilla bit is used by a single Toffoli gate for each daua in
Finally, the long-term future work consists in improving the proposed algurith
by heuristics and more sophisticated methods for Toffoli gates eliminationasuch
template replacement and high level input and output data pattern detection.
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