
Portland State University Portland State University 

PDXScholar PDXScholar 

Electrical and Computer Engineering Faculty 
Publications and Presentations Electrical and Computer Engineering 

5-2001 

Decomposition of Relations: A New Approach to Decomposition of Relations: A New Approach to 

Constructive Induction in Machine Learning and Constructive Induction in Machine Learning and 

Data Mining -- An Overview Data Mining -- An Overview 

Marek Perkowski 
Portland State University 

Stanislaw Grygiel 
Portland State University 

Follow this and additional works at: https://pdxscholar.library.pdx.edu/ece_fac 

 Part of the Electrical and Computer Engineering Commons 

Let us know how access to this document benefits you. 

Citation Details Citation Details 
Perkowski, Marek and Grygiel, Stanislaw, "Decomposition of Relations: A New Approach to Constructive 
Induction in Machine Learning and Data Mining -- An Overview" (2001). Electrical and Computer 
Engineering Faculty Publications and Presentations. 181. 
https://pdxscholar.library.pdx.edu/ece_fac/181 

This Presentation is brought to you for free and open access. It has been accepted for inclusion in Electrical and 
Computer Engineering Faculty Publications and Presentations by an authorized administrator of PDXScholar. 
Please contact us if we can make this document more accessible: pdxscholar@pdx.edu. 

https://pdxscholar.library.pdx.edu/
https://pdxscholar.library.pdx.edu/ece_fac
https://pdxscholar.library.pdx.edu/ece_fac
https://pdxscholar.library.pdx.edu/ece
https://pdxscholar.library.pdx.edu/ece_fac?utm_source=pdxscholar.library.pdx.edu%2Fece_fac%2F181&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/266?utm_source=pdxscholar.library.pdx.edu%2Fece_fac%2F181&utm_medium=PDF&utm_campaign=PDFCoverPages
http://library.pdx.edu/services/pdxscholar-services/pdxscholar-feedback/?ref=https://pdxscholar.library.pdx.edu/ece_fac/181
https://pdxscholar.library.pdx.edu/ece_fac/181?utm_source=pdxscholar.library.pdx.edu%2Fece_fac%2F181&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:pdxscholar@pdx.edu


DECOMPOSITION OFDECOMPOSITION OF
RELATIONS:RELATIONS:

A NEW APPROACH TOA NEW APPROACH TO
CONSTRUCTIVE INDUCTION INCONSTRUCTIVE INDUCTION IN

MACHINE LEARNING ANDMACHINE LEARNING AND
DATA MINING - AN OVERVIEWDATA MINING - AN OVERVIEW

Marek PerkowskiMarek Perkowski

Portland State UniversityPortland State University



Data Mining Application forData Mining Application for
EpidemiologistsEpidemiologists

Control ofControl of
a robota robot

FPGAFPGA Machine Learning from MedicalMachine Learning from Medical
databasesdatabases

VLSIVLSI
LayoutLayout



•• This is a review paper that presentsThis is a review paper that presents
work done at Portland Statework done at Portland State
University and associated groups inUniversity and associated groups in
years 1989 - 2001 in the area ofyears 1989 - 2001 in the area of
functional decomposition of multi-functional decomposition of multi-
valued functions and relations, as wellvalued functions and relations, as well
as some applications of theseas some applications of these
methods.methods.
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Essence ofEssence of
logic synthesislogic synthesis
approach toapproach to

learninglearning



Example of Logical Synthesis

JohnJohn
DaveDaveMarkMark JimJim

AlanAlan
NickNick

MateMate RobertRobert



A - size of hairA - size of hair

C - size of beardC - size of beard D - color of eyesD - color of eyes

B - size of noseB - size of nose

DaveDave JimJim
JohnJohn MarkMark

Good guysGood guys

AlanAlan

NickNick
MateMate RobertRobert

Bad guysBad guys



Good guysGood guys
JohnJohn MarkMark DaveDave JimJim

C - size of beardC - size of beard

D - color of eyesD - color of eyes

A - size of hairA - size of hair

B - size of noseB - size of nose

A’ BCDA’ BCD A’ BCD’A’ BCD’ A’ B’CDA’ B’CD A’ B’CDA’ B’CD

00 01 11 10

00 - 1 -
01 – 1 1
11 - – - -
10 - - - -

ABAB

CDCD

-
-



C - size of beardC - size of beard

D - color of eyesD - color of eyes

A - size of hairA - size of hair

B - size of noseB - size of nose

A’ BC’D’A’ BC’D’ AB’C’DAB’C’D ABCDABCD A’ B’C’DA’ B’C’D

00 01 11 10

00 - 1 -
01 0 1 1
11 - – 0 -
10 - 0 - -

ABAB

CDCD

-
0

AlanAlan

NickNickMateMate RobertRobert

Bad guysBad guys

A’CA’C



C - size of beardC - size of beard

D - color of eyesD - color of eyes

A - size of hairA - size of hair

B - size of noseB - size of nose00 01 11 10

00 - 1 -
01 0 1 1
11 - – 0 -
10 - 0 - -

ABAB

CDCD

-
0

A’CA’C

Generalization 1:Generalization 1:

Bald guys with beards are goodBald guys with beards are good

GeneralizationGeneralization 2: 2:

All other guys are no goodAll other guys are no good



Short Introduction: multiple-valued logicShort Introduction: multiple-valued logic

{0,1} - binary logic (a special case)

{0,1,2} - a ternary logic

{0,1,2,3} - a quaternary logic, etc

Signals can have values from some
set, for instance {0,1,2}, or {0,1,2,3}

Minimal valueM
I
N

M
A
X

2

Maximal value

1
2

1

2
3

3

3



Types of Logical SynthesisTypes of Logical Synthesis

• Sum of Products

• Decision Diagrams

• Functional Decomposition
The method we are using



Sum of ProductsSum of Products

AND gates, followed by an OR gate that produces
the output. (Also, use Inverters as needed.)



Decision DiagramsDecision Diagrams

A Decision diagram breaks down a Karnaugh
map into set of decision trees.

A decision diagram ends when
all of branches have a yes, no, or

do not care solution.

This diagram can become quite
complex if the data is spread out

as in the following example.

AB\CD 00 01 10 11
00 1 - 1 -
01 - 1 - 1
10 1 - 1 -
11 - 1 - 1

Example Karnaugh Map

0



D
D D

--11

D
D D

--

D
D D

D
D D

B
B B

----

D
D D

D
D D

D
D D

B
B B

-- 11 11

C
C C

D
D D

C
C C

1--

A
A A

--1

C
C C

C
C C

Decision Tree for ExampleDecision Tree for Example
KarnaughKarnaugh Map Map

0
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00 01 11 10

00 1 1 -
01 1 1 1
11 0 1 - 0
10 - 1 0

ABAB

CDCD

-
-

-
Incompletely

specified
function

A

B

DC

0 1

0

0 0

1

1

1

0

1

BDD
Representation

of function
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ABAB
00 01 11 10

00 1 1 1
01 1 1 1
11 0 1 1
10 1 1 0 0

CDCD

1
1

0 Completely
specified
function

A

B

DC

0 1

0

0 0

1

1

1

0

1

BDD
Representation

of function



Functional DecompositionFunctional Decomposition
Evaluates the data function and attempts to

decompose into simpler functions.

if A ∩∩∩∩ B = ∅∅∅∅, it is disjoint decomposition

if A ∩∩∩∩ B ≠≠≠≠ ∅∅∅∅, it is non-disjoint decomposition

X B - bound
set

A - free set

F(X) = H( G(B), A ),  X = AF(X) = H( G(B), A ),  X = A  ∪∪∪∪∪∪∪∪  BB



7/22/01

Pros and consPros and cons
In generating the final combinational network, BDD
decomposition, based on multiplexers, and SOP
decomposition, trade flexibility in circuit topology
for time efficiency

Generalized functional decomposition sacrifices
speed for a higher likelihood of minimizing the
complexity of the final network



Overview ofOverview of
data miningdata mining



What is Data Mining?What is Data Mining?

Databases with millions of records and thousands of
fields are now common in business, medicine,
engineering, and the sciences.

To extract  useful information from such data sets is an
important practical problem.

Data Mining is the study of methods to find useful
information from the database and use data to make
predictions about the people or events the data was
developed from.



Some Examples of Data MiningSome Examples of Data Mining

1) Stock Market Predictions

2) Large companies tracking sales

3) Military and intelligence applications



Data Mining in Data Mining in EpidemiologyEpidemiology

Epidemiologists track the spread of infectious disease and try
to determines the diseases original source

Often times Epidemiologist only have an initial suspicions
about what is causing an illness. They interview people to find

out what those people that got sick have in common.

Currently they have to sort through this data by hand to try
and determine the initial source of the disease.

A data mining application would speed up this process and
allow them to quickly track the source of an infectious diseases



Types of Data MiningTypes of Data Mining
Data Mining applications use, among others, three methods to

process data

1) Neural Nets

2) Statistical Analysis

3) Logical Synthesis
The method we are using



A Standard Map of function ‘z’A Standard Map of function ‘z’
Bound Set

F
re

e 
S

et

a b \ c

z

0 1 2

0 0 - - -
0 1 - - -
0 2 1 0 , 1 -
1 0 - - 2
1 1 - 1 2
1 2 - 1 -
2 0 - - -
2 1 - - 0
2 2 - 2 , 3 -

Columns 0 and 1
and

columns 0 and 2
are compatible

column 
compatibility = 2  



Decomposition of Multi-ValuedDecomposition of Multi-Valued
RelationsRelations

if A ∩∩∩∩ B = ∅∅∅∅, it is disjoint decomposition

if A ∩∩∩∩ B ≠≠≠≠ ∅∅∅∅, it is non-disjoint decomposition

F(X) = H( G(B), A ),  X = A ∪∪∪∪ B

Relation R
el

at
io

n

R
el

at
io

n

A

B

X



Forming a CCG from a K-MapForming a CCG from a K-Map

z

Bound Set

F
re

e 
S

et

a b \ c 0 1 2

0 0 - - -
0 1 - - -
0 2 1 0 , 1 -
1 0 - - 2
1 1 - 1 2
1 2 - 1 -
2 0 - - -
2 1 - - 0
2 2 - 2 , 3 -

Columns 0 and 1 and columns 0
and 2 are compatible
column compatibility index = 2

C1

C2

C0

Column
Compatibility

Graph



Forming a CIG from a K-MapForming a CIG from a K-Map
Columns 1 and 2 are
incompatible
chromatic number = 2

z

a b \ c 0 1 2

0 0 - - -
0 1 - - -
0 2 1 0 , 1 -
1 0 - - 2
1 1 - 1 2
1 2 - 1 -
2 0 - - -
2 1 - - 0
2 2 - 2 , 3 -

C1

C2

C0

Column
Incompatibility

Graph



CCG and CIG areCCG and CIG are
complementarycomplementary

C1

C2

C0

C1

C2

C0

Column
Compatibility

Graph

Column
Incompatibility

Graph

MaximalMaximal
cliqueclique
coveringcovering

cliqueclique
partitioningpartitioning

GraphGraph
coloringcoloring

graph multi-graph multi-
coloringcoloring



clique partitioningclique partitioning
example.example.



Maximal clique coveringMaximal clique covering
example.example.



0 1 2

0 , 1 0 1

G

\ c

g = a  high pass filter whose
acceptance threshold begins at

c > 1

Map of relation GMap of relation G

0 1 2

0 0 1

G

\ c

From CIG After induction



Cost FunctionCost Function

Decomposed Function Cardinality
is the total cost of all blocks.

Cost is defined for a single block in
terms of the block’s n inputs and m
outputs

Cost := m * 2n



DFC = Decomposed Function
Cardinality



Example of DFC calculationExample of DFC calculation

B1

B2

B3

Cost(B3) =22*1=4
Cost(B1) =24*1=16

Cost(B2) =23*2=16

Total DFC = 16 + 16 + 4 = 36

Other cost functionsOther cost functions



New Complexity Measures



Comparison of RC before andComparison of RC before and
after decompositionafter decomposition

RCbefore = (3*3*3)*(log24) = 54

RCafter = [(3)*(log22)] +

              [(2*3*3)*(log24)] = 3 + 36 = 39

X

Relation

R
el

at
io

n

R
el

at
io

n



Two-Level Curtis DecompositionTwo-Level Curtis Decomposition

if A ∩∩∩∩ B = ∅∅∅∅, it is disjoint decomposition

if A ∩∩∩∩ B ≠≠≠≠ ∅∅∅∅, it is non-disjoint decomposition

X
B - bound set

A - free set

F(X) = H( G(B), A ),  X = A ∪∪∪∪ B

Function



Decomposition AlgorithmDecomposition Algorithm

• Find a set of partitions (Ai, Bi) of input
variables (X) into free variables (A) and
bound variables (B)

• For each partitioning, find decomposition
F(X) = Hi(Gi(Bi), Ai) such that column
multiplicity is minimal, and calculate DFC

• Repeat the process for all partitioning until
the decomposition with minimum DFC is
found.



Algorithm RequirementsAlgorithm Requirements

• Since the process is iterative, it is of
high importance that minimization of
the column multiplicity index is done
as fast as possible.

• At the same time, for a given
partitioning, it is important that the
value of the column multiplicity is as
close to the absolute minimumabsolute minimum value



Column MultiplicityColumn Multiplicity

3

2

1

4

00 01 11 10

00 0 0 – 1
01 – 1 0 0
11 1 – 1 0
10 1 1 0 0

Bound Set

F
re

e 
S

et

1 2 3 4



Column Multiplicity-otherColumn Multiplicity-other
exampleexample

3

2

1

4

00 01 11 10

00 0 0 – 1
01 – 1 0 0
11 1 – 1 -
10 1 1 0 0

Bound Set

1 2 3 4

F
re

e 
S

et

AB
CD D

C

0

1

0 1

00 00

11  1 1

X=G(C,D)
X=C in this case

But how to calculate function H?



Decomposition of multiple-valued relation

Karnaugh Map Compatibility Graph for
columns

compatible

Kmap of
block G

Kmap of block H

One level of
decomposition



Discovering new concepts

• Discovering concepts useful for purchasing apurchasing a
carcar



Variable orderingVariable ordering



Vacuous variables removingVacuous variables removing
•  Variables b and d

reduce uncertainty
of y to 0 which
means they provide
all the information
necessary for
determination of
the output y

•  Variables a and c
are vacuous



Example of removing inessential variables (a)
original function (b)

variable a removed (c) variable b removed,
variable c is no longer inessential.



Generalization ofGeneralization of
the the AshenhurstAshenhurst--

CurtisCurtis
decompositiondecomposition

modelmodel



Compatibility graphCompatibility graph
construction for data with noiseconstruction for data with noise

Kmap Compatibility
Graph for
Threshold 0.75

Compatibility
Graph for
Threshold 0.25



Compatibility graph for metric dataCompatibility graph for metric data

Kmap Compatibility
Graph for
metric data

Compatibility
Graph for
nominal data

Difference of 1



MV relations can be createdMV relations can be created
from contingency tablesfrom contingency tables

THRESHOLD 70 THRESHOLD 50



Example of decomposing a CurtisExample of decomposing a Curtis
non-decomposable function.non-decomposable function.



EvaluationEvaluation
of numericalof numerical

resultsresults



Decomposition of binary
(MCNC) benchmarks







Top Down
algorithm

comparison with
Jozwiak's
algorithm.



SBSDSBSD
comparison tocomparison to

FLASH onFLASH on
Wright LabWright Lab
benchmarkbenchmark
functions.functions.



APPLICATIONSAPPLICATIONS
•• FPGA SYNTHESISFPGA SYNTHESIS

•• VLSI LAYOUT SYNTHESISVLSI LAYOUT SYNTHESIS

•• DATA MINING AND KNOWLEDGEDATA MINING AND KNOWLEDGE
DISCOVERYDISCOVERY

•• MEDICAL DATABASESMEDICAL DATABASES

•• EPIDEMIOLOGYEPIDEMIOLOGY

•• ROBOTICSROBOTICS

•• FUZZY LOGIC DECOMPOSITIONFUZZY LOGIC DECOMPOSITION

•• CONTINUOUS FUNCTION DECOMPOSITIONCONTINUOUS FUNCTION DECOMPOSITION



Example of aExample of a
applicationapplication

VLSI LayoutVLSI Layout



LayoutLayout
decompositiondecomposition

blockblock
diagram.diagram.



Number of complex gates with
limited serial transistors





Comparison of SIS and COMPLEXComparison of SIS and COMPLEX



Example of decomposition basedExample of decomposition based
synthesis for lattice diagrams.synthesis for lattice diagrams.



Example of aExample of a
applicationapplication

Synthesis forSynthesis for
FPGAsFPGAs



XILINX  Field Programmable
Gate Array

//

CONFIGURABLE
GLOBAL 
INTERCONNECTION 

CONFIGURABLE CONFIGURABLE 
INPUT/OUTPUTINPUT/OUTPUT
BLOCKSBLOCKS 

CONFIGURABLE CONFIGURABLE 
LOGICLOGIC
BLOCKS BLOCKS 



Configurable Logic BlockConfigurable Logic Block
               DATA IN    .di

                                    .a
                                    .b
                   LOGIC    .c
          VARIABLES   .d
                                    .e

ENABLE CLOCK   .ec

CLOCK                     .K

RESET                      .rd

.X

CLB OUTPUTS

.Y

OR

0
MUX
1F

DIN
G

F
DIN
G 0

MUX
1

QX

 F

QX

                        F
COMBINATORIAL
  FUNCTION

                                G

QY

D     
        Q

   RD

QX

 F

“1” (ENABLE)

 “0”(INHIBIT)
(GLOBAL RESET)

D     
        Q

   RD

//



InterconnectionsInterconnections

//

GLOBAL GLOBAL 
INTERCONNECTIONINTERCONNECTION 

PROGRAMMABLEPROGRAMMABLE
LOCAL LOCAL 
INTERCONNECTIONS INTERCONNECTIONS 

CONFIGURABLE CONFIGURABLE 
LOGIC  BLOCKSLOGIC  BLOCKS 

CONFIGURABLECONFIGURABLE
INTERCONNECTIONINTERCONNECTION
MATRIXMATRIX



complete
decomposition

system.



Example of aExample of a
applicationapplication

KnowledgeKnowledge
discovery in datadiscovery in data

with no errorwith no error



Michalski’s Michalski’s TrainsTrains



Michalski’s Trains
• Multiple-valued functions.

• There are 10 trains, five going East, five going West,
and the problem is to nd the simplest rule which, for a
given train, would determine whether it is East or
Westbound.

• The best rules discovered at that time were:
– 1. If a train has a short closed car, then it Eastbound and

otherwise Westbound.

– 2. If a train has two cars, or has a car with a jagged roof then
it is Westbound and otherwise Eastbound.

• Espresso format. MVGUD format.



Michalski’s Trains



Michalski’s
Trains



• Attribute 33: Class attribute (east or west)
– direction (east = 0, west = 1)

• The number of cars vary between 3 and 5. Therefore, attributes
referring to properties of cars that do not exist (such as the 5
attributes for the “5th" car when the train has fewer than 5 cars)
are assigned a value of “-".

• Applied to the trains problem our program discovered the
following rules:
– 1. If a train has triangle next to triangle or rectangle next to triangle on

adjacent cars then it is Eastbound and otherwise Westbound.

– 2. If the shape of car 1 (s1) is jagged top or open rectangle or
u-shaped then it is Westbound and otherwise Eastbound.

Michalski’s Michalski’s TrainsTrains



MV benchmarks: zooMV benchmarks: zoo



MV benchmarks: shuttleMV benchmarks: shuttle



MV benchmarks: lensesMV benchmarks: lenses



Example of aExample of a
applicationapplication

Medical data basesMedical data bases
with errorwith error



Evaluation of results forEvaluation of results for
learninglearning

• 1. Learning Error

• 2. Occam Razor , complexity



A machine learning approachA machine learning approach
versus several logic synthesisversus several logic synthesis

approachesapproaches



Finding the error, DFC, and time ofFinding the error, DFC, and time of
the decomposer on the benchmarkthe decomposer on the benchmark

kddkdd55..



The average error over 54 benchmark functions.



MV benchmarks:MV benchmarks:  breastcbreastc



Example of aExample of a
applicationapplication

Data miningData mining
system forsystem for

epidemiologistsepidemiologists
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BinningBinning Strategy #1: Strategy #1:
Linear MappingLinear Mapping

Continuous Data

0

2

4

6

8

10

1 4 7 10 13 16 19 22 25 28

Sample Number

Va
lu

e o
f i

ns
ta

nc
e

Bin 5 := [8, 10]

Bin 4 := [6, 8)

Bin 3 := [4, 6)

Bin 2 := [2, 4)

Bin 1 := [0, 2)

Discrete Data

0

1

2

3

4

5

1 4 7 10 13 16 19 22 25 28

Sample Number

Di
sc

re
te

 V
al

ue



Epidemiological SurveyEpidemiological Survey
Race:

_____ (W) White

_____ (B)  Black

_____ (O) Other

Did you [Name of child] have contact with or change any diapers while at Battleground
State Park?

_____ (1)  YES   _____ (2)  NO  _____ (9) DK

Estimate the amount of time you [Name of child] spent in the water (total time):

   >  2 hours          ____ (3)

       15 minutes – 2 hours ____ (2)

   <  15 minutes ____ (1)

How serious was your child’s illness?
____ (1)  No illness   ____ (2)  diarrhea but no fever    ____ (3)  diarrhea and fever    ____ (9)  DK



Survey EncodingSurvey Encoding

Input Variable ‘a’
White encodes to     ‘0’
Black encodes to     ‘1’
Other encodes to     ‘2’

Input Variable ‘c’
2 hr   <      encodes to    ‘2’
[.25, 2 ) hr encodes to    ‘1‘
<  .25    hr encodes to    ‘0’

Input Variable ‘b’
DK encodes to    ‘2’
NO encodes to    ‘1’
YES encodes to  ‘0’

Output Variable ‘z’
Don’t Know encodes to                   ‘3’
Diarrhea and fever encodes to       ‘2’
Diarrhea but no fever encodes to   ‘1’
No illness encodes to                        ‘0’



Race:

_____ (W) White

_____ (B)  Black

_____ (O) Other

Did you [Name of child] have contact with or change any diapers while at Battleground State
Park?

_____ (1)  YES   _____ (2)  NO  _____ (9) DK

Estimate the amount of time you [Name of child] spent in the water (total time):

   >  2 hours          ____ (3)

       15 minutes – 2 hours ____ (2)

   <  15 minutes ____ (1)

How serious was your child’s illness?
____ (1)  No illness   ____ (2)  diarrhea but no fever    ____ (3)  diarrhea and fever    ____ (9)  DK

Survey Data: Sample 0Survey Data: Sample 0

X

X

X

X



Encoded Survey Data: Sample 0Encoded Survey Data: Sample 0

Sample #         a         b         c         f

       0                 1         0         2        2



Ten Encoded SurveysTen Encoded Surveys
S a m p l e  # a b c z

0
1
2
3
4
5
6
7
8
9

1
2
2
0
2
2
0
0
1
1

0
1
2
2
1
2
2
2
1
1

2
2
1
1
2
1
1
0
2
1

2
0
3
1
0
2
0
1
2
0

Multi-valued Relation Represented Tabular Form  



MarketMarket

• Current intended market

• State and federal epidemiologists working within the United
States of America.

• Anticipated market demand

• There are approximately 1000 epidemiologists in the United
States.

• Predicable future markets

• Any application where there is a data set with many unknown
values and a user that wishes to generate hypothesis from the
data.



CompetitionCompetition

• Oracle’s Darwin®
– Darwin’s one-click data import wizards accept data in all popular formats, including ODBC, ASCII, and

SAS

– Array of techniques increases modeling accuracy. These techniques include regression trees, neural
networks, k-nearest neighbors, regression, and clustering algorithms

• Wizsoft’sWizRule
– Reports the rules, and the cases deviating from the norm

– Sorts the deviated cases by their level of unlikelihood

• Information Discovery’s Data Mining Suite
– Uses relational and multi-dimensional data

– Results are delivered to the user in plain English, accompanied by tables and graph that
highlight the key patterns

• Center for Disease Control’s Epi Info
– Tailored for Epidemiologist

– DOS based suite of Application



Flow of the ProgramFlow of the Program

Delimited
data file

K- map

BDD
Netlist

Module 2

Input file
formatting

Wizard

Module 4Binning

Software

 Header

File

Is another
iterations
required ?

Module 6

Output
formatter

Yes No

Re-bin
continuous

data?

No

Yes

Module 3

Preprocessor

Module 1

Header Wizard

Does the user already

have a Header file?

No

Yes
Module 5

Decomposer

Change header
File?

Yes

No



Example of aExample of a
applicationapplication

Gait control of a robotGait control of a robot
puppet for Oregonpuppet for Oregon

Cyber TheatreCyber Theatre





Model with a gripperModel with a gripper



Model with an internet  cameraModel with an internet  camera



Spider I control
- phase five:
supercomputer

stampstamp radio radio

radio radiocameracamera
DECDEC
PERLEPERLE

ca
m

er
a

ca
m

er
a

DecStationDecStation

TurbochannelTurbochannel

Universal
Logic Machine



teaching a hexapod to walkteaching a hexapod to walk



• The following formula describes the exact motion of the shaft
of every servo.

• Theta, the angle of the servo’s shaft, is a function of time.

• Theta naught is a base value corresponding to the servo’s
middle position.  Theta naught will be the same for all the
servos.

•  ‘A’ is called the amplitude of the oscillation.  It relates to how
many degrees the shaft is able to rotate through.

• Omega relates to how fast the servo’s shaft rotates back and
forth.  Currently, for all servos, there are only four possible
value that omega may take

• Phi is the relative phase angle.

( )iiioi tAt φωθθ ++= *sin)(



And a familiar table againAnd a familiar table again

…

…

…

…

…

OutputsInputs

…………………………

1-1-1001511n

01-12114101

PhaseFreqAmpPhaseFreqAmp
zyx

Servo 12 Servo 1 

T
rial 

…

…

…

…

…

OutputsInputs

…………………………

1-1-1001511n

01-12114101

PhaseFreqAmpPhaseFreqAmp
zyx

Servo 12 Servo 1 

T
rial 



Conclusion

• Stimulated by practical hard problems:
– Field Programmable Gate Arrays (FPGA),

– Application Specific Integrated Circuits (ASIC)

– high performance custom design (Intel)

– Very Large Scale of Integration (VLSI) layout-
driven synthesis for custom processors,

– robotics (hexapod gaits, face recognition),

– Machine Learning,

– Data Mining.



Conclusion
• Developed 1989-present

• Intel, Washington County epidemiology office,
Northwest Family Planning Services, Lattice
Logic Corporation, Cypress Semiconductor,
AbTech Corp., Air Force Office of Scientific
Research, Wright Laboratories.

• A set of tools for decomposition of binary and
multi-valued functions and relations.

• Extended to fuzzy logic, reconstructability
analysis and real-valued functions.



Conclusion
• Our recent software allows also for bi-decomposition,

removal of vacuous variables and other
preprocessing/postprocessing operations.

• Variants of our software are used in several commercial
companies.

• The applications of the method are unlimited and it can be
used whenever decision trees or artificial neural nets are
used now.

• The quality of learning was better than in the top decision
tree creating program C4.5 and various neural nets.

• The only problem that remains is speed in some
applications.



Conclusion
•• On our WWW page,On our WWW page,

     http:// www.ee.pdx.edu/~cfiles/papers.html

  the reader can find many benchmarks from various
disciplines that can be used for comparison of machine
learning and logic synthesis programs.

• We plan to continue work on decomposition and its
various practical applications such as epidemiology or
robotics which generate large real-life benchmarks.

• We work on FPGA-based reconfigurable hardware
accelerator for decomposition to be used on a mobile
robot.
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