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On the coupling of DPG and BEM *

Thomas Führer† Norbert Heuer† Michael Karkulik†

Abstract

We develop and analyze strategies to couple the discontinuous Petrov-Galerkin method with optimal test functions to (i) least-squares boundary elements and (ii) various variants of standard Galerkin boundary elements. Essential feature of our methods is that, despite the use of boundary integral equations, optimal test functions have to be computed only locally. We apply our findings to a standard transmission problem in full space and present numerical experiments to validate our theory.
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1 Introduction

In its current form, the discontinuous Petrov-Galerkin (DPG) method with optimal test functions has been introduced by Demkowicz and Gopalakrishnan [13, 14]. Principal objective is to guarantee uniform stability of the discrete scheme by the use of specific optimal test functions, in particular for singularly perturbed [16, 8, 6, 7] and wave problems [36, 15, 22].

Essential feature of this method is that optimal test functions be calculated (approximatively) locally on elements. This is well understood for partial differential equations on bounded domains. When dealing with problems in unbounded domains (like transmission problems) boundary integral equations are a natural way to deal with the exterior part. Their numerical analysis usually requires the use of trace spaces, which are Sobolev spaces of non-integer orders. As the integral operators themselves, corresponding norms are non-local. That is, they cannot be represented equivalently as broken norms over elements and, therefore, there are no straightforward efficient techniques for the calculation of optimal test functions in these cases. Perhaps surprisingly, in [26, 21] we found an ultra-weak variational formulation for hypersingular operators that is well posed in integer-order Sobolev spaces as long as the underlying polygon (in two dimensions) or
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surface (in three dimensions) is closed. Then, also the DPG framework with optimal test functions goes through without complications (this is different for open curves and surfaces). Still, the underlying formulation involves boundary integral operators. This implies that optimal test functions cannot be calculated locally, and this seems natural for global operators.

Now, returning to transmission problems with variational formulations comprising boundary integral operators, application of DPG technology faces the problem of how to efficiently calculate optimal test functions. In [25] we propose to globally apply this technique without specific separation between differential and integral operators. It turns out that, as expected, the integral operators generate global effects for optimal test functions, but only at a strip along the interface (on which the integral operators live). In this way, one partially loses locality in the calculation of optimal test functions.

In this paper, we pursue the idea of splitting approximations for partial differential operators from those of boundary integral operators. This is very natural when coupling finite elements with the boundary element method (BEM). Indeed, there is a long list of references and we only cite [28] [10] [12] [3] to name a few classical ones, and refer to more recent developments [34] [35] [21] for detailed discussions. However, when trying to use similar coupling techniques of DPG with BEM, there is a certain conflict of frameworks. DPG-analysis is based upon arguments from functional analysis (even at the discrete level) and the assignment of optimal test functions to any approximating basis function. This generates square systems and complicates the coupling with Galerkin boundary elements where some of the approximating finite element basis functions are tested with traditional basis functions from other discrete test spaces.

Noting that the DPG method with optimal test functions is in fact a least-squares method, it seems most natural to couple it with a least-squares boundary element method. Previously, least-squares boundary elements have been coupled with finite elements in [20] [31] [30], and also in combination with the DPG method they perform well, as we will show. Additionally, we propose three coupling methods with Galerkin boundary elements, one with hypersingular operator, one with weakly singular operator, and another one with a combination of both.

Differently from traditional coupling methods, where some of the Cauchy data are represented directly via boundary integral operators, our boundary element equations work as constraints for the DPG scheme. In this way, ellipticity of the resulting bilinear form can be achieved and the well-posedness of the discretization follows from that of the continuous formulation. We note, however, that in the case of the Galerkin variants, proofs of ellipticity require weighting of the DPG part with a positive number whose size is in principle unknown. In our numerical experiments we always choose the constant one and observe perfect results. Numerical tests for our model problems (and the specific domain under consideration) indicate that only a small weighting of the order of $1/3$ or less results in a stiffness matrix with symmetric part which is not positive definite.

Essential advantage of all our coupling methods is that optimal test functions have to be calculated only for terms involving differential operators. In this way, locality of the corresponding trial-to-test operator (that maps ansatz functions to optimal test functions) is fully maintained and DPG technology is applicable without interference of non-local operators. In fact, we expect that in this way DPG formulations, that are specifically designed for singularly perturbed and
wave problems, can be coupled to boundary elements. On the other hand, the analysis of two of our methods (least-squares BEM and hypersingular operator) is based upon the fact that the kernel of the interior formulation is strongly related to solutions of the exterior part of the problem. In fact, Calderón boundary integral operators (used for our coupling schemes) map kernel functions of the interior problem to components of their Cauchy data. This relation is maintained whenever the interior and exterior differential operators of the transmission problem are identical. At the moment it is unclear whether our analysis of those two methods can be extended to the case of different interior and exterior problems.

To prove ellipticity of the coupling variant with weakly singular operator and Galerkin approximation, we apply a recent technique from Sayas and Steinbach [34, 35]. Here, only gentle relations between Cauchy data of interior and exterior problems are needed, and the proof extends to interior operators of the form $-\text{div } A(x)\nabla u$ with minimum eigenvalue of $A$ strictly bounded below by $1/4$.

The analysis of our fourth coupling scheme with a combination of hypersingular and weakly singular operators, also does not rely on a specific relation of Cauchy data. It is the coupling variant which is relatively straightforwardly applicable to more general problems combining, e.g., singularly perturbed PDEs on bounded domains with linear, homogeneous PDEs and constant coefficients in the exterior. Contrary to our analysis of the coupling with weakly singular operator, such an extension would not need a condition on the minimum eigenvalue of the interior differential operator.

The remainder of this paper is as follows. In Section 2, we present the model problem, recall some Sobolev spaces and norms (Section 2.2), revisit properties of boundary integral operators (Section 2.3), present our three coupled schemes (Section 2.5), and state their well-posedness and quasi-optimal convergence (Theorems 4, 6, 8). The presentation of the schemes is first done in an abstract way (in Section 2.1). We then recall an ultra-weak variational formulation of the interior part of the problem (Section 2.4) and deal with the three coupling schemes, respectively, in Subsections 2.5.1, 2.5.2, and 2.5.3. Further technical details and proofs of the main theorems are given in Section 3. In Section 4 we present several numerical examples. We also give details on the implementation of our least-squares boundary elements (Section 4.1) and present a simple a posteriori error estimator (Section 4.2) that serves as a common error bound for comparison.

2 Mathematical setting and main results

Let $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$, be a bounded, simply connected Lipschitz domain with boundary $\Gamma$, $\Omega^c := \mathbb{R}^d \setminus \overline{\Omega}$, and normal vector $n_\Omega$ on $\Gamma$ pointing in direction of $\Omega^c$. We consider the following model transmission problem: given $f \in L^2(\Omega)$, $u_0 \in H^{1/2}(\Gamma)$, $\phi_0 \in H^{-1/2}(\Gamma)$, find $u \in H^1(\Omega)$
and \( u^c \in H^1_{\text{loc}}(\Omega^c) \) such that
\[
\begin{align*}
-\Delta u &= f \text{ in } \Omega, \quad (1a) \\
\Delta u^c &= 0 \text{ in } \Omega^c, \quad (1b) \\
u - u^c &= u_0 \text{ on } \Gamma, \quad (1c) \\
\frac{\partial}{\partial n_\Omega}(u - u^c) &= \phi_0 \text{ on } \Gamma, \quad (1d) \\
u^c(x) &= O(|x|^{-1}) \text{ as } |x| \to \infty. \quad (1e)
\end{align*}
\]
Here, \( H^1(\Omega) \), \( H^1_{\text{loc}}(\Omega^c) \) denote standard Sobolev spaces with trace space \( H^{1/2}(\Gamma) \) and its dual \( H^{-1/2}(\Gamma) \), see Section 2.2 for precise definitions. For \( d = 2 \), we assume in addition that \( \int_\Omega f + \int_\Gamma \phi_0 = 0 \) (which ensures the correct behavior \( (1e) \) at infinity).

2.1 Abstract coupling framework

Our aim is to use a DPG formulation for the interior part of problem (1), and to couple it with boundary integral equation(s) to take the exterior part into account. We will propose four coupled schemes whose settings are formally identical. In this section we present the corresponding abstract framework.

Let \( U \) and \( V \) be, respectively, a reflexive Banach space with norm \( \| \cdot \|_U \) and a Hilbert space with inner product \( \langle \cdot, \cdot \rangle_V \) and norm \( \| \cdot \|_V \). For a given bilinear form \( b(\cdot, \cdot) : U \times V \to \mathbb{R} \) and linear functional \( L_V \in V' \) we consider the variational formulation
\[
\begin{align*}
u \in U : \quad b(u, v) &= L_V(v) \quad \forall v \in V. \quad (2)
\end{align*}
\]
We will also make use of the operator \( B : U \to V' \) induced by the bilinear form \( b \). In our case, problem (2) itself has no unique solution and will be coupled with a variational relation
\[
\begin{align*}
u \in U : \quad c(u, w) &= L_U(w) \quad \forall w \in U. \quad (3)
\end{align*}
\]
Here, \( c(\cdot, \cdot) : U \times U \to \mathbb{R} \) is another bilinear form and \( L_U \in U' \) a linear functional. Essential feature in the discretization of (3) is the use of so-called optimal test functions. They are generated through the weighted trial-to-test operator \( \Theta_\beta : U \to V \) defined by
\[
\langle \Theta_\beta u, v \rangle_V = \beta b(u, v) \quad \forall v \in V \quad (\beta > 0). \quad (4)
\]
Using this operator for a constant \( \beta > 0 \), we combine the relations (2) and (3) to the following variational formulation:
\[
\begin{align*}
u \in U : \quad b(u, \Theta_\beta w) + c(u, w) &= L_V(\Theta_\beta w) + L_U(w) \quad \forall w \in U. \quad (5)
\end{align*}
\]
Note that in this DPG-type formulation, the trial-to-test operator makes use of the bilinear form \( b(\cdot, \cdot) \) exclusively. In our specific schemes introduced below, this allows for maintaining locality.
of the application of $\Theta_\beta$ while the bilinear form $c(\cdot,\cdot)$ comprises non-local (boundary integral) operators.

For a finite-dimensional approximation space $U_{hp} \subset U$, the discrete scheme then is

$$u_{hp} \in U_{hp} : \quad b(u_{hp}, \Theta_\beta w) + c(u_{hp}, w) = L_V(\Theta_\beta w) + L_U(w) \quad \forall w \in U_{hp}. \quad (6)$$

The following lemma states well-posedness of (5) and best-approximation property of its discrete form (6). It amounts to using the Lax-Milgram lemma (in the case of Hilbert spaces) or Babuška-Brezzi theory (in the case of Banach spaces) and Céa’s lemma for elliptic variational formulations. Of course, this is a standard procedure in least-squares analysis, see, e.g., [4].

**Lemma 1.** Suppose that $b : U \times V \to \mathbb{R}$ and $c : U \times U \to \mathbb{R}$ are bounded bilinear forms with bounds $C_b$ and $C_c$, respectively. Furthermore, assume that, for given $\beta > 0$, there is $\alpha > 0$ such that

$$\alpha\|w\|_U^2 \leq b(w, \Theta_\beta w) + c(w, w) \quad \forall w \in U,$$

that is, the bilinear form on the left-hand side of (5) is $U$-elliptic. Then, there is a unique solution $u$ of (5) with

$$\|u\|_U \leq \frac{1}{\alpha}(\beta C_b\|L_V\|_{V'} + \|L_U\|_{U'}).$$

In addition, there is a unique solution $u_{hp}$ of (6), and it satisfies

$$\|u - u_{hp}\|_U \leq \frac{\beta C_b^2 + C_c}{\alpha} \inf_{w \in U_{hp}} \|u - w\|_U.$$

**Proof.** The statements are immediate consequences of the Lax-Milgram lemma (or Babuška-Brezzi theory) and Céa’s lemma. In fact, ellipticity of the bilinear form holds by assumption and boundedness of the bilinear form and linear functionals follows by bounding $\|\Theta_\beta w\|_V \leq \beta C_b\|w\|_U$ for all $w \in U$. To this end, note that $\Theta_\beta = \beta J_{V'}^{-1}B$ with isometric Riesz map $J_V : V \to V'$. To show the best approximation property we also make use of the orthogonality $b(u - u_{hp}, \Theta_\beta w) + c(u - u_{hp}, w) = 0 \forall w \in U_{hp}$. \[\square\]

In Section 2.4 we will specify (2) as an ultra-weak variational formulation of the interior part of (1), and in Sections 2.5.1, 2.5.2, 2.5.3 we will present three possibilities of selecting (3) as boundary integral equations. Before doing so we introduce some Sobolev spaces and norms in Section 2.2 and recall properties of boundary integral operators in Section 2.3.

### 2.2 Sobolev spaces and norms

For a Lipschitz domain $\omega \subset \mathbb{R}^d$ we use the standard Sobolev spaces $L_2(\omega)$, $H^1(\omega)$, $H^1_0(\omega)$ (the index 0 denotes vanishing trace on the boundary of $\omega$), $\textbf{H}(\text{div}, \omega)$, $\textbf{H}_0(\text{div}, \omega)$. Vector-valued
spaces and functions will be denoted by bold symbols. Denoting by $\gamma_\omega$ the trace operator acting on $H^1(\omega)$, we define trace spaces
\[
H^{1/2}(\partial \omega) := \{ \gamma_\omega u; \ u \in H^1(\omega) \} \quad \text{and its dual } \quad H^{-1/2}(\partial \omega) := (H^{1/2}(\partial \omega))^\prime
\]
and use the canonical norms. Here, duality is understood with respect to $L_2(\partial \omega)$ as a pivot space, i.e., using the extended $L_2(\partial \omega)$ inner product $\langle \cdot, \cdot \rangle_{\partial \omega}$. The $L_2(\Omega)$ inner product will be denoted by $\langle \cdot, \cdot \rangle_\Omega$. Let $\mathcal{T}$ denote a disjoint partition of $\Omega$ into open Lipschitz sets $T \in \mathcal{T}$, i.e., $\cup_{T \in \mathcal{T}} T = \Omega$. The set of all boundaries of all elements forms the skeleton $\mathcal{S} = \{ \partial T \mid T \in \mathcal{T} \}$. By $n_M$ we mean the outward normal vector on $\partial M$ for a Lipschitz set $M$. On a partition $\mathcal{T}$ we use product spaces $H^1(\mathcal{T})$ and $H(\text{div}, \mathcal{T})$ and equip them with corresponding product norms. The symbols $\nabla_\mathcal{T}$ and $\text{div}_\mathcal{T}$ denote, respectively, the $\mathcal{T}$-piecewise gradient and divergence operators.

On the skeleton $\mathcal{S}$ of $\mathcal{T}$ we introduce the trace spaces
\[
H^{1/2}(\mathcal{S}) := \left\{ \widehat{u} \in \Pi_{T \in \mathcal{T}} H^{1/2}(\partial T); \ \exists w \in H^1(\Omega) \text{ such that } \widehat{u}|_{\partial T} = w|_{\partial T} \ \forall T \in \mathcal{T} \right\},
\]
\[
H^{-1/2}(\mathcal{S}) := \left\{ \widehat{\sigma} \in \Pi_{T \in \mathcal{T}} H^{-1/2}(\partial T); \ \exists q \in H(\text{div}, \Omega) \text{ such that } \widehat{\sigma}|_{\partial T} = (q \cdot n_T)|_{\partial T} \ \forall T \in \mathcal{T} \right\}.
\]

These spaces are equipped with the norms
\[
\|\widehat{u}\|_{H^{1/2}(\mathcal{S})} := \inf \left\{ \|w\|_{H^1(\Omega)}; \ w \in H^1(\Omega) \text{ such that } \widehat{u}|_{\partial T} = w|_{\partial T} \ \forall T \in \mathcal{T} \right\},
\]
\[
\|\widehat{\sigma}\|_{H^{-1/2}(\mathcal{S})} := \inf \left\{ \|q\|_{H(\text{div}, \Omega)}; \ q \in H(\text{div}, \Omega) \text{ such that } \widehat{\sigma}|_{\partial T} = (q \cdot n_T)|_{\partial T} \ \forall T \in \mathcal{T} \right\}.
\]

For our analysis we will also need the space
\[
H^{1/2}_{00}(\mathcal{S}) := \{ \widehat{u} \in H^{1/2}(\mathcal{S}); \ \widehat{u}\Gamma = 0 \}.
\]

For functions $\widehat{u} \in H^{1/2}(\mathcal{S})$, $\widehat{\sigma} \in H^{-1/2}(\mathcal{S})$ (which are elements of product spaces with components $\widehat{u}|_{\partial T} \in H^{1/2}(\partial T)$ and $\widehat{\sigma}|_{\partial T} \in H^{-1/2}(\partial T)$, respectively, for $T \in \mathcal{T}$), and $\bm{\tau} \in H(\text{div}, \mathcal{T})$, $v \in H^1(\mathcal{T})$ we use the notation
\[
(\widehat{u}, \bm{\tau} \cdot n)_S := \sum_{T \in \mathcal{T}} (\widehat{u}|_{\partial T}, \bm{\tau} \cdot n_T)|_{\partial T}, \quad (\widehat{\sigma}, v)_S := \sum_{T \in \mathcal{T}} (\widehat{\sigma}|_{\partial T}, v)|_{\partial T}.
\]

Furthermore, throughout the paper, suprema are taken over sets excluding the null element, and the notation $A \lesssim B$ is used to say that $A \leq C \cdot B$ with a constant $C > 0$ which does not depend on any quantities of interest. Correspondingly, the notation $A \gtrsim B$ is used, and $A \simeq B$ means that $A \lesssim B$ and $B \lesssim A$.

### 2.3 Boundary integral operators

The exterior part of problem \([1]\) will be dealt with by boundary integral operators. To this end we need some further definitions. The fundamental solution of the Laplacian is
\[
G(z) := \begin{cases} 
-\frac{1}{2\pi} \log |z| & (d = 2), \\
\frac{1}{4\pi} \frac{1}{|z|} & (d = 3),
\end{cases}
\]
and the corresponding single layer and double layer potentials are

\[
\widetilde{V} \phi(x) := \int_\Gamma G(x - y)\phi(y) \, ds_y, \quad \widetilde{K} v(x) := \int_\Gamma \partial_{n\Omega}(y) G(x - y)v(y) \, ds_y, \quad x \in \mathbb{R}^d \setminus \Gamma.
\]

Application of the trace operator \( \gamma_\Omega \) and the normal derivative \( \partial_{n\Omega} \) gives rise to the three boundary integral operators

\[
\mathcal{V} := \gamma_\Omega \widetilde{V}, \quad \mathcal{K} := 1/2 + \gamma_\Omega \widetilde{K}, \quad \mathcal{W} := -\partial_{n\Omega} \widetilde{K}.
\]

They are the \textit{single layer}, \textit{double layer}, and \textit{hypersingular operators}, respectively. The adjoint operator of \( \mathcal{K} \) is denoted by \( \mathcal{K}' \). These operators are linear and bounded as mappings \( \mathcal{V} : H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma), \mathcal{K} : H^{1/2}(\Gamma) \to H^{1/2}(\Gamma), \mathcal{K}' : H^{-1/2}(\Gamma) \to H^{-1/2}(\Gamma), \) and \( \mathcal{W} : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \). We note that here holds \( \ker(\mathcal{W}) = \text{span}\{1\} \). For \( (u, \phi) \in H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma) \) let us define the operators

\[
\mathcal{V}(u, \phi) := \mathcal{V}\phi + (1/2 - \mathcal{K})u, \quad \mathcal{W}(u, \phi) := \mathcal{W}u + (1/2 + \mathcal{K}')\phi.
\]

By the boundedness of \( \mathcal{V}, \mathcal{K}, \mathcal{K}', \) and \( \mathcal{W} \), it follows that

\[
\mathcal{V} : H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma), \quad \mathcal{W} : H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma) \to H^{-1/2}(\Gamma)
\]

are bounded. Furthermore, for the exterior Cauchy data of the harmonic function \( u^c \in H^1_{\text{loc}}(\Omega^c) \) (see (10)) we have the so-called Calderón system

\[
\mathcal{V}(u^c|_\Gamma, \partial_{n\Omega} u^c) = 0, \quad (10a) \\
\mathcal{W}(u^c|_\Gamma, \partial_{n\Omega} u^c) = 0. \quad (10b)
\]

For details and proofs we refer to classical references, e.g. [9, 32, 27].

### 2.4 Ultra-weak finite element part

In this section we recall an ultra-weak variational formulation of the interior part of the transmission problem (1). This is taken from [13] and corresponds to problem (2) of the abstract framework in Section 2.1.

To this end, let \( T \) be a partition of \( \Omega \) with skeleton \( S \). Corresponding to \( T \) we define fractional-order spaces \( H^{1/2}(S) \) and \( H^{-1/2}(S) \) as in Section 2.2 and select

\[
U := L_2(\Omega) \times L_2(\Omega) \times H^{1/2}(S) \times H^{-1/2}(S), \quad V := H^1(T) \times \mathbf{H} (\text{div}, T).
\]

The broken test space \( V \) is provided with the canonical inner product denoted (as previously) by \( \langle \cdot, \cdot \rangle_V \). Furthermore, we define the bilinear and linear forms \( b \) and \( L_V \) by

\[
b(u, v) := \langle u, \text{div} \, \tau \rangle_\Omega + \langle \sigma, \nabla v + \tau \rangle_\Omega - \langle \hat{u}, \tau \cdot n \rangle_S - \langle \hat{s}, v \rangle_S, \quad L_V(v) := \langle f, v \rangle_\Omega \quad (11)
\]
for \( \mathbf{u} = (u, \sigma, \hat{u}, \hat{\sigma}) \in U, \mathbf{v} = (v, \tau) \in V \).

With this setting, (2) is our ultra-weak variational formulation of the interior part (1a) of the transmission problem. For reference, we explicitly specify its strong form

\[
\mathbf{u} := (u, \sigma, \hat{u}, \hat{\sigma}) \in U : \quad B \mathbf{u} = L_V. \tag{12}
\]

The weighted trial-to-test operator \( \Theta_\beta \) is exactly as in (4).

Contrary to [13] (where the model problem considers a homogeneous Dirichlet boundary condition), our transmission problem uses a space \( U \) whose third component \( H^{1/2}(S) \) does not incorporate such a condition on \( \Gamma \). We therefore anticipate that the operator \( B : U \to V' \) has a non-trivial kernel whereas it is known that

\[
B : U_0 := L_2(\Omega) \times L_2(\Omega) \times H^{1/2}_0(S) \times H^{-1/2}(S) \to V'
\]

is invertible:

**Lemma 2.** The bilinear form \( b : U \times V \to \mathbb{R} \) is bounded with a constant independent of \( T \). Furthermore, there holds

\[
\sup_{\mathbf{v} \in V} \frac{b(\mathbf{u}_0, \mathbf{v})}{\|\mathbf{v}\|_V} \gtrsim \|\mathbf{u}_0\|_U \quad \text{for all } \mathbf{u}_0 \in U_0, \quad \text{and}
\]

\[
\sup_{\mathbf{u}_0 \in U_0} \frac{b(\mathbf{u}_0, \mathbf{v})}{\|\mathbf{u}_0\|_U} > 0 \quad \text{for all } \mathbf{v} \in V \setminus \{0\}.
\]

**Proof.** The boundedness of \( b \) is immediate by the definition of the norms. The remaining results follow from [13]. More specifically, by [13] Theorem 4.2 there holds the converse inf-sup condition \( \|B\mathbf{v}\|_{U_0'} \gtrsim \|\mathbf{v}\|_V \forall \mathbf{v} \in V \), and \( b \) is non-degenerate in the \( U_0 \)-component by [13] Lemma 4.1. The statement then follows by the Babuška-Brezzi theory.

\[\Box\]

Obviously, the non-uniqueness of (12) is due to missing boundary conditions. They will be incorporated by Cauchy-data relations that stem from the transmission conditions (1c), (1d) and the exterior problem (1b), (1e). For the handling of these data we need the following restriction operators.

\[
\gamma : U \to H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma), \\
\gamma_0 : U \to H^{1/2}(\Gamma), \\
\gamma_n : U \to H^{-1/2}(\Gamma),
\]

\[
\gamma_0(u, \sigma, \hat{u}, \hat{\sigma}) := (\hat{u}|_\Gamma, \hat{\sigma}|_\Gamma) \quad \text{(Cauchy data)},
\]

\[
\gamma_0(u, \sigma, \hat{u}, \hat{\sigma}) := \hat{u}|_\Gamma \quad \text{(Dirichlet trace)},
\]

\[
\gamma_n(u, \sigma, \hat{u}, \hat{\sigma}) := \hat{\sigma}|_\Gamma \quad \text{(Neumann trace)}.
\]

The boundedness of these operators is immediate.

**Lemma 3.** The operators \( \gamma, \gamma_n \) and \( \gamma_0 \) are bounded.

**Proof.** By definition of \( H^{1/2}(\Gamma) \) and its norm, \( \|\hat{u}\|_{H^{1/2}(\Gamma)} \leq \|u\|_{H^1(\Omega)} \) for any \( u \in H^1(\Omega) \) with \( u = \hat{u} \) on \( \Gamma \). That is, \( \|\hat{u}\|_{H^{1/2}(\Gamma)} \leq \|\hat{u}\|_{H^{1/2}(S)} \) by the definition of the latter norm. Analogously, making use of the boundedness of the normal component trace from \( H(\text{div}, \Omega) \) to \( H^{-1/2}(\Gamma) \), we obtain

\[
\|\hat{\sigma}\|_{H^{-1/2}(\Gamma)} \lesssim \inf\{ \|\sigma\|_{H(\text{div}, \Omega)} : \sigma \cdot \mathbf{n}_\Omega = \hat{\sigma} \text{ on } \Gamma \} \leq \|\hat{\sigma}\|_{H^{-1/2}(S)}.
\]

\[\Box\]
2.5 Four coupling methods

In Section 2.4 we have fixed the interior part of the variational formulation for the transmission problem (1). This corresponds to the abstract form (2). It remains to add an equation (3) to incorporate the exterior part of the problem and transmission conditions. In the next subsection we consider a boundary integral equation of least-squares type for (3), and in Subsections 2.5.2, 2.5.3, 2.5.4 we study three Galerkin variants, with hypersingular operator, single layer operator, and both operators, respectively (all with additional rank-one terms).

2.5.1 Coupling with least-squares boundary elements

We couple equation (12) with the exterior problem by using the boundary integral equation (10a) and jump relations (1c), (1d). With the operator \( V \) this yields the relation

\[
\mathcal{V}(\gamma u) = \mathcal{V}(u_0, \phi_0) \quad \text{in} \quad H^{1/2}(\Gamma).
\]

Denoting the inner product in \( H^{1/2}(\Gamma) \) by \( \langle \cdot, \cdot \rangle_{H^{1/2}(\Gamma)} \), a least-squares formulation of (13) is

\[
\langle \mathcal{V}(\gamma u), \mathcal{V}(\gamma w) \rangle_{H^{1/2}(\Gamma)} = \langle \mathcal{V}(u_0, \phi_0), \mathcal{V}(\gamma w) \rangle_{H^{1/2}(\Gamma)} \quad \forall w \in U.
\]

According to the abstract framework from Section 2.1, we define

\[
c(u, w) := c_{\text{LS}}(u, w) := \langle \mathcal{V}(\gamma u), \mathcal{V}(\gamma w) \rangle_{H^{1/2}(\Gamma)},
\]

\[
L_U(w) := L_{\text{LS}}(w) := \langle \mathcal{V}(u_0, \phi_0), \mathcal{V}(\gamma w) \rangle_{H^{1/2}(\Gamma)}.
\]

Then our DPG formulation coupled with a least-squares boundary integral equation is (5):

\[
u \in U : \quad b(u, \Theta_\beta w) + c_{\text{LS}}(u, w) = L_V(\Theta_\beta w) + L_{\text{LS}}(w) \quad \forall w \in U.
\]

The bilinear form \( b \) and functional \( L_V \) have been defined in Section 2.4. The coupled scheme (14) is equivalent to the least-squares formulation

\[
u = \arg \min_{w \in U} J_\beta(w; f, u_0, \phi_0)
\]

with

\[
J_\beta(u; f, u_0, \phi_0) := \beta \|B u - L_V\|_{V'}^2 + \|\mathcal{V}(\gamma u) - \mathcal{V}(u_0, \phi_0)\|_{H^{1/2}(\Gamma)}^2.
\]

The corresponding discretization is (14) with \( U \) replaced by a finite-dimensional subspace \( U_{hp} \), cf. (6), or equivalently

\[
u_{hp} \in U_{hp} : \quad \nu_{hp} = \arg \min_{w \in U_{hp}} J_\beta(w; f, u_0, \phi_0).
\]

Principal advantage of this scheme over the following ones is that, for scaling parameter \( \beta = 1 \), the resulting bilinear form is known to be elliptic so that the formulation is well posed and its discretization converges quasi-optimally.
Theorem 4. Let $\beta = 1$. Problems (1) and (15) are equivalent and uniquely solvable. More precisely, let $(u, w^c)$ be the solution to (1) and define $u := (u, \sigma, \tilde{u}, \tilde{\sigma})$ with $\sigma := \nabla u$ in $\Omega$, $\tilde{u} := u|_S$ (element-wise), and $\tilde{\sigma} := \sigma \cdot n_T$ on $\partial T$ for any $T \in T$. Then, $u$ satisfies (15). On the other hand, if $u = (u, \sigma, \tilde{u}, \tilde{\sigma})$ solves (15), then $(u, w^c)$ with $w^c := K(u|_\Gamma - u_0) - \tilde{V}(\tilde{\sigma}|_\Gamma - \phi_0)$ solves (1).

Furthermore, for a finite-dimensional subspace $U_{hp} \subset U$, there is a unique solution $u_{hp} \in U_{hp}$ of (16), and there holds the best approximation property
\[
\| u - u_{hp} \|_U \lesssim \inf_{w \in U_{hp}} \| u - w \|_U
\]
with hidden constant independent of $T$ and the polynomial degrees in $U_{hp}$.

A proof of this theorem will be given in Section 3.1.

Remark 5. (i) In contrast to the method proposed in [25], the trial-to-test operator $\Theta := \Theta_1$ used here can be implemented without considering any boundary integral operator. Therefore, having defined the space $V$ as a product space of broken Sobolev spaces of integer orders, the action of $\Theta$ is completely local and can be approximated in a standard way known from DPG methods, cf. [25].

(ii) The only difference of our trial-to-test operator with that of standard DPG schemes is that, in our case, the bilinear form on the right-hand side defining $\Theta$ has a kernel. This does not affect the implementation. Indeed, if there is $w \in U_{hp} \cap \ker B$ then $\Theta w = 0$ and equation (14) reduces to
\[
\langle \nabla(\gamma u_{hp}), \gamma_0 w \rangle_{H^{1/2}(\Gamma)} = \langle \nabla(u_0, \phi_0), \gamma_0 w \rangle_{H^{1/2}(\Gamma)},
\]
cf. Lemmas 11 and 12.

(iii) The boundary element least-squares term $\langle \nabla(\gamma \cdot), \nabla(\gamma \cdot) \rangle_{H^{1/2}(\Gamma)}$ is of a standard type and has to be approximated by using an appropriate preconditioner instead of the $H^{1/2}(\Gamma)$-inner product. We give precise details in Section 4.1 and refer to [24, 51, 50] for similar techniques.

(iv) It is also possible to define a least-squares coupling with equation (10b) instead of (10a). Due the fact that $\mathbb{W}(1,0) = 0$, a (rank-one) stabilization term has to be added to ensure uniqueness. Here, the same term as for the coupling with Galerkin boundary elements can be used (see Subsections 2.5.3 2.5.3 below).

2.5.2 Coupling with Galerkin boundary elements (hypersingular operator)

We proceed as in Subsection 2.5.1 but couple equation (12) with a variational form of (10b) including transmission conditions instead of a least-squares form of (10a), that is,
\[
(\mathbb{W}(\gamma u), \gamma_0 w)_\Gamma = (\mathbb{W}(u_0, \phi_0), \gamma_0 w)_\Gamma \quad \forall w \in U.
\]
Since $\mathbb{W}(1,0) = 0$, a rank-one term has to be added for uniqueness. We therefore incorporate relation (10a) combined with the transmission conditions, and define the bilinear and linear forms
\[
c(u, w) := c_{hp}(u, w) := (\mathbb{W}(\gamma u), \gamma_0 w)_\Gamma + (1, \nabla(\gamma u))_\Gamma (1, \nabla(\gamma w))_\Gamma,
\]
\[
L_U(w) := L_{hp}(w) := (\mathbb{W}(u_0, \phi_0), \gamma_0 w)_\Gamma + (1, \nabla(u_0, \phi_0))_\Gamma (1, \nabla(\gamma w))_\Gamma.
\]
Then, instead of (14) we obtain the following coupling variant of (15):

\[ u \in U : \quad b(u, \Theta_\beta w) + c_{hy}(u, w) = L_V(\Theta_\beta w) + L_{hy}(w) \quad \forall w \in U. \tag{17} \]

Again, the bilinear form \( b \) and functional \( L_V \) are the ones from Section 2.4. Correspondingly, the discrete scheme is

\[ u_{hp} \in U_{hp} : \quad b(u_{hp}, \Theta_\beta w) + c_{hy}(u_{hp}, w) = L_V(\Theta_\beta w) + L_{hy}(w) \quad \forall w \in U_{hp}. \tag{18} \]

It turns out that the bilinear form defined by the left-hand side of (17) is \( U \)-elliptic only for sufficiently large \( \beta \). This is the reason for having introduced this parameter. The following theorem is our second main result.

**Theorem 6.** There exists a constant \( \beta_0 > 0 \) which depends only on \( \Omega \) such that for all \( \beta \geq \beta_0 \) problems (11) and (17) are equivalent and uniquely solvable. More precisely, let \((u, v_c)\) be the solution to (11) and define \( u := (u, \sigma, \hat{u}, \hat{\sigma}) \) with \( \sigma := \nabla u \) in \( \Omega \), \( \hat{u} := u|_S \) (element-wise), and \( \hat{\sigma} := \sigma \cdot n_T \) on \( \partial T \) for any \( T \in T \). Then, \( u \) satisfies (17). On the other hand, if \( u = (u, \sigma, \hat{u}, \hat{\sigma}) \) solves (17), then \((u, v_c)\) with \( v_c := \tilde{K}(\hat{u}|_T - u_0) - \nabla(\hat{\sigma}|_T - \phi_0) \) solves (11).

Furthermore, for a finite-dimensional subspace \( U_{hp} \subset U \), there is a unique solution \( u_{hp} \in U_{hp} \) of (18), and there holds the best approximation property

\[ \| u - u_{hp} \|_U \lesssim \beta \inf_{w \in U_{hp}} \| u - w \|_U \]

with hidden constant independent of \( T \), \( U_{hp} \), and \( \beta \) (under the restriction \( \beta \geq \beta_0 \)).

A proof of this theorem is given in Section 3.2.

**Remark 7.** (i) It can be shown that, for arbitrary \( \beta > 0 \) but with upper bound for the diameter of \( \Omega \), the bilinear form \( b(\cdot, \Theta_\beta \cdot) + c_{hy}(\cdot, \cdot) \) from (17) (with slightly different stabilization term) satisfies both inf-sup conditions at the continuous level. However, a proof of the discrete inf-sup condition is unknown. We therefore stick to an analysis based on ellipticity.

(ii) The corresponding versions of Remarks 5 (i), (ii) apply in this case as well.

### 2.5.3 Coupling with Galerkin boundary elements (single layer operator)

We proceed again in the fashion of Subsection 2.5.1. This time we couple equation (12) with a variational form of (10a) including the transmission conditions, that is,

\[ (\gamma_n w, \nabla(\gamma u)|_T) = (\gamma_n w, \nabla(u_0, \phi_0)|_T) \quad \forall w \in U. \]

We add the same rank-one term as before to ensure uniqueness, and define the bilinear and linear forms

\[ c(u, w) := c_{sl}(u, w) := (\gamma_n w, \nabla(\gamma u)|_T) + (1, \nabla(\gamma u)|_T)(1, \nabla(\gamma w)|_T), \]

\[ L_U(w) := L_{sl}(w) := (\gamma_n w, \nabla(u_0, \phi_0)|_T) + (1, \nabla(u_0, \phi_0)|_T)(1, \nabla(\gamma w)|_T). \]
Then, instead of the Galerkin boundary element coupling with hypersingular integral operator (17) we obtain the following coupling variant of (5):

$$u \in U : \quad b(u, \Theta_\beta w) + c_{sl}(u, w) = L_V(\Theta_\beta w) + L_{sl}(w) \quad \forall w \in U.$$  

(19)

As before, the bilinear form $b$ and functional $L_V$ are the ones from Section 2.4. The discrete scheme is

$$u_{hp} \in U_{hp} : \quad b(u_{hp}, \Theta_\beta w) + c_{sl}(u_{hp}, w) = L_V(\Theta_\beta w) + L_{sl}(w) \quad \forall w \in U_{hp}.$$  

(20)

For this coupling variant we require that the single layer operator $V$ is $H^{-1/2}(\Gamma)$-elliptic. This is always true in three dimensions and, in two dimensions, holds if the diameter of the domain is sufficiently small. Main advantage of this coupling variant is that its analysis extends to operators of the form $-\text{div} A(x) \nabla u$ in (1a) whose minimum eigenvalues are strictly bounded from below by $1/4$, cf. [34, 35]. (To be precise, the analysis given in Section 3.3 can be applied to such an operator. An improvement of the technical estimate (29) there, leads to the bound for the minimum eigenvalue.)

**Theorem 8.** In two dimensions $(d = 2)$ assume that $\text{diam}(\Omega) < 1$. Then, the statement of Theorem 7 holds correspondingly for the coupling (19) and its discrete variant (20).

### 2.5.4 Coupling with Galerkin boundary elements (Calderón system)

We now use both Calderón equations (10) to couple the exterior part of the transmission problem to the interior ultra-weak formulation (this is (12) in strong form). The equations are

$$\langle W(\gamma u), \gamma_0 w \rangle_\Gamma = \langle W(u_0, \phi_0), \gamma_0 w \rangle_\Gamma \quad \forall w \in U,$$

$$\langle \gamma_n w, \nabla(\gamma u) \rangle_\Gamma = \langle \gamma_n w, \nabla(u_0, \phi_0) \rangle_\Gamma \quad \forall w \in U.$$  

We add the same rank-one term as before to ensure uniqueness, and define the bilinear and linear forms

$$c(u, w) := c_{ca}(u, w) := \langle W(\gamma u), \gamma_0 w \rangle_\Gamma + \langle \gamma_n w, \nabla(\gamma u) \rangle_\Gamma + (1, \nabla(\gamma u))_\Gamma (1, \nabla(\gamma w))_\Gamma,$$

$$L_V(w) := L_{ca}(w) := \langle W(u_0, \phi_0), \gamma_0 w \rangle_\Gamma + \langle \gamma_n w, \nabla(u_0, \phi_0) \rangle_\Gamma + (1, \nabla(u_0, \phi_0))_\Gamma (1, \nabla(\gamma w))_\Gamma.$$

Then, we obtain the following coupling variant of (5):

$$u \in U : \quad b(u, \Theta_\beta w) + c_{ca}(u, w) = L_V(\Theta_\beta w) + L_{ca}(w) \quad \forall w \in U,$$  

(21)

and discrete scheme

$$u_{hp} \in U_{hp} : \quad b(u_{hp}, \Theta_\beta w) + c_{ca}(u_{hp}, w) = L_V(\Theta_\beta w) + L_{ca}(w) \quad \forall w \in U_{hp}.$$  

(22)

Again, the bilinear form $b$ and functional $L_V$ are the ones from Section 2.4. For this coupling variant, as for the case with weakly singular operator, we need $H^{-1/2}(\Gamma)$-ellipticity of the single
layer operator $\mathcal{V}$. As previously noted, in three dimensions this is always true whereas in two dimensions the domain has to be appropriately scaled. Main advantage of this coupling variant is that its analysis does not make use of special relations between Cauchy data of the interior and exterior problems (specifically, Lemma 12 from Section 3 below is not needed). Its proof is therefore easier to extend to problems where the differential operator in the interior is different from the one in the exterior. Also, we do not require a condition on the minimum eigenvalue of operators of the type $-\text{div} \, A(x) \nabla u$ for the interior problem (1a), which is needed when extending the variant from Section 2.5.3 to such operators.

**Theorem 9.** In two dimensions ($d = 2$) assume that $\text{diam}(\Omega) < 1$. Then, the statement of Theorem 6 holds correspondingly for the variational formulation (21) and its discrete variant (22).

### 3 Analysis and proofs of the main results

In this section we provide some technical details and prove Theorems 4, 6 and 8.

For given $\varphi \in H^{1/2}(\Gamma)$ let us define its harmonic extension

$$E(\varphi) := \mathcal{E}(\varphi) := (u, \sigma, \hat{u}, \hat{\sigma}) : \begin{cases} u \in H^1(\Omega) : u = \varphi \text{ on } \Gamma, \quad (\nabla u, \nabla w)_{\Omega} = 0 \quad \forall w \in H^1_0(\Omega), \\ \sigma = \nabla u, \quad \hat{u} = u \text{ on } S, \quad \hat{\sigma} = \sigma \cdot n_T \text{ on } \partial T, \forall T \in T. \end{cases}$$

We can state the following properties of $E$.

**Lemma 10.** The operator $E : H^{1/2}(\Gamma) \to U$ is linear, bounded, and a right-inverse of $\gamma_0$.

**Proof.** By construction we have $\gamma_0 E \varphi = \varphi$ for any $\varphi \in H^{1/2}(\Gamma)$, showing that $E$ is a right-inverse. The continuity of $E$ follows from the well-posedness of the Dirichlet problem, i.e., $\|u\|_{H^1(\Omega)} \lesssim \|\varphi\|_{H^{1/2}(\Gamma)}$, the definition of the other components of $E \varphi$ and the involved norms, cf. (7) and Lemma 3.

**Lemma 11.** There holds $\ker B = \mathcal{E} H^{1/2}(\Gamma)$.

**Proof.** We note that $H^{1/2}(\Gamma) \subset \ker B$ follows from integration by parts. Therefore, it remains to show that $\ker B \subset H^{1/2}(\Gamma)$. Let $u \in U$ be arbitrary but fixed and define $u_0 := u - E \gamma_0 u$. Then $\gamma_0 u_0 = 0$ by Lemma 10 i.e., $u_0 \in U_0$, and due to Lemma 2 it holds

$$\|Bu\|_{V'} = \|Bu_0\|_{V'} = \sup_{v \in V} \frac{b(u_0, v)}{\|v\|_{V'}} \gtrsim \|u_0\|_{V'}.$$  \hspace{1cm} (23)

Suppose that $u \in \ker B$. From (23) it follows that $u = E \gamma_0 u \in H^{1/2}(\Gamma)$.

**Lemma 12.** There holds $\mathcal{V}(\gamma u) = \gamma_0 u$ and $\mathcal{W}(\gamma u) = \gamma_n u$ for all $u \in \ker B$.

**Proof.** Let $u = (u, \sigma, \hat{u}, \hat{\sigma}) \in \ker B$ be given. By Lemma 2 and the definition of $E$ we have

$$\Delta u = 0 \text{ in } \Omega, \quad u = \hat{u}|_{\Gamma} \text{ on } \Gamma, \quad \text{and} \quad \frac{\partial u}{\partial n_\Omega} = \hat{\sigma}|_{\Gamma} \text{ on } \Gamma.$$
Therefore, the representation formula (see \cite{22}) yields $u = \tilde{V}\tilde{\sigma} - \tilde{K}\tilde{u}$ in $\Omega$, and application of the trace operator proves that $\tilde{u}/2 = V\tilde{\sigma} - \tilde{K}\tilde{u}$ on $\Gamma$, cf. \cite{8}, that is,

$$V(\gamma u) = V\tilde{\sigma} + (1/2 - \kappa)\tilde{u}|_\Gamma = \tilde{u}|_\Gamma = \gamma_0 u.$$ 

The relation involving $\tilde{W}$ follows by a similar argument. \hfill \Box

The following norm equivalence follows by a standard compactness argument. Similar results for classical coupling methods can be found in \cite{2, 19}.

**Lemma 13.** In the case $d = 2$ assume that $\text{diam}(\Omega) < 1$. There holds

$$\|u\|^2_{H^{1/2}(\Gamma)} + \|\phi\|^2_{H^{-1/2}(\Gamma)} \simeq (Wu, u)_\Gamma + (\phi, V\phi)_\Gamma + |(1, V(u, \phi))_\Gamma|^2$$

for all $(u, \phi) \in H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma)$, and the involved constants only depend on $\Gamma$.

### 3.1 Proof of Theorem 4

It is well known that (1) is uniquely solvable, see, e.g., \cite{[11]}. Let $(u, u')$ solve (1) and let $u = (u, \sigma, \tilde{u}, \tilde{\sigma})$ be defined as in the theorem. Then, by construction, $J_1(u; f, u_0, \phi_0) = 0$, i.e., $u$ solves (15). It remains to show that any solution $u$ to (15) is unique, and that $u_{hp}$ satisfies the quasi-optimal error estimate. Both follow from Lemma 1.

To this end, we note that the right-hand side functionals $L_V(\Theta_1 \cdot)$, $L_{LS} : U \to V'$ are bounded by the boundedness of $\Theta_1$ (see the proof of Lemma 1), $L_V$ (since $f \in L_2(\Omega)$), $V$ (by (11)), and $\gamma$ (by Lemma 5). It remains to show the $U$-ellipticity of the bilinear form $b(\cdot, \Theta_1 \cdot) + \text{CLS}(\cdot, \cdot)$.

Let $u = (u, \sigma, \tilde{u}, \tilde{\sigma}) \in U$ be given. By Lemmas 2, 10 and 11 we know that

$$\|Bu\|_{V'} \gtrsim \|u - E\gamma_0 u\|_U. \tag{24}$$

Furthermore, the continuity of the extension operator (see Lemma 10), Lemmas 11, 12 and the triangle inequality show that

$$\|E\gamma_0 u\|_U \lesssim \|\gamma_0 u\|_{H^{1/2}(\Gamma)} = \|V(\gamma E\gamma_0 u)\|_{H^{1/2}(\Gamma)}\leq \|V(\gamma u)\|_{H^{1/2}(\Gamma)} + \|V(\gamma(u - E\gamma_0 u))\|_{H^{1/2}(\Gamma)}. \tag{25}$$

Now, using again the continuity of $V$ and $\gamma$, estimate 24 yields

$$\|V(\gamma(u - E\gamma_0 u))\|_{H^{1/2}(\Gamma)} \lesssim \|u - E\gamma_0 u\|_U \lesssim \|Bu\|_{V'}. \tag{26}$$

Finally, combining (24) - (26) and the triangle inequality proves that

$$\|u\|_U \lesssim \|V(\gamma u)\|_{H^{1/2}(\Gamma)} + \|Bu\|_{V'} \quad \forall u \in U. \tag{27}$$

Recalling the definition of $\text{CLS}(\cdot, \cdot)$ and the relation $\|Bu\|_{V'}^2 = b(u, \Theta_1 u)$, this proves the $U$-ellipticity of the bilinear form. \hfill \Box
3.2 Proof of Theorem 6

We only have to slightly vary the proof of Theorem 4 from Section 3.1. Integration by parts and the Calderón system (10) show that the solution $u$ of (1) also solves problem (17). It remains to prove that (17) is uniquely solvable and that discrete approximations fulfill the best approximation property. Again we use Lemma 3.

In the current case, boundedness of $c(\cdot, \cdot) = c_{\beta}(\cdot, \cdot)$ follows from the mapping properties of the integral operators $V$ and $W$ (see Section 2.3), and the boundedness of $\gamma$ and $\gamma_0$ by Lemma 3. It remains to prove $U$-ellipticity of the bilinear form $b(\cdot, \Theta \cdot) + c(\cdot, \cdot)$.

We use the relations from Lemma 12 and the norm equivalence $\|v\|_{W^1(\Omega)}^2 \simeq \|\nabla v\|_{L^2(\Omega)}^2 + |(1, v)_\Gamma|^2$ for $v \in H^1(\Omega)$. Furthermore, let $\tilde{u}$ denote the first component of $E_{\gamma_0} u$. Integration by parts and the harmonicity of $\tilde{u}$ in $\Omega$ show that $(\nabla \tilde{u}, \nabla \tilde{u})_\Omega = (\gamma_n \tilde{u}, \gamma_0 u)_\Gamma$. We obtain

$$c(E_{\gamma_0} u, E_{\gamma_0} u) = (W \tilde{u} + (\frac{1}{2} + k') \gamma_n E_{\gamma_0} u, \tilde{u})_\Gamma + |(1, V(\gamma E_{\gamma_0} u))_\Gamma|^2$$

$$= (\gamma_n E_{\gamma_0} u, \tilde{u})_\Gamma + |(1, \tilde{u})_\Gamma|^2 = \|\nabla \tilde{u}\|_{L^2(\Omega)}^2 + |(1, \tilde{u})_\Gamma|^2$$

$$\simeq \|E_{\gamma_0} u\|_{H^1(\Omega)}^2 \geq \|\gamma_0 u\|_{H^{1/2}(\Gamma)}^2 \gtrsim \|E_{\gamma_0} u\|^2_U. \quad (28)$$

By Lemmas 2, 10 and 11 we bound

$$\|u\|^2_U \lesssim \|u - E_{\gamma_0} u\|^2_U + \|E_{\gamma_0} u\|^2_U \lesssim \|Bu\|^2_U + \|E_{\gamma_0} u\|^2_U.$$

Combining the last two estimates, and using the boundedness of $c(\cdot, \cdot)$ and Young’s inequality, we conclude that, for $\delta > 0$,

$$\|u\|^2_U \lesssim \|Bu\|^2_U + \|E_{\gamma_0} u\|^2_U \lesssim \|Bu\|^2_U + \|E_{\gamma_0} u, E_{\gamma_0} u\|$$

$$= \|Bu\|^2_U + \|E_{\gamma_0} u, E_{\gamma_0} u - u\| + c(E_{\gamma_0} u - u, u) + c(u, u)$$

$$\lesssim \|Bu\|^2_U + \|E_{\gamma_0} u - u\|_U \|u\|_U + c(u, u)$$

$$\lesssim (1 + \delta^{-1})\|Bu\|^2_U + \delta \|u\|^2_U + c(u, u).$$

Subtracting the last term for a sufficiently small $\delta > 0$ this proves the existence of $\beta > 0$ such that, for all $\beta \geq \beta_0$, there holds $\|u\|_U^2 \lesssim \|Bu\|_U^2 + c(u, u) = b(u, \Theta \beta u) + c(u, u)$. This finishes the proof of Theorem 6.

3.3 Proof of Theorem 8

The proof follows the same lines as the proof of Theorem 6 in Section 3.2. The only difference is that we have to prove ellipticity of $c(\cdot, \cdot) = c_{\beta}(\cdot, \cdot)$ on the kernel of $B$, cf. (28). To see this, we could again make use of the identity $\nabla \gamma_n E_{\gamma_0} u = (\frac{1}{2} + k') \gamma_0 u$ from Lemma 12. However, applying techniques from [34, 35], our proof extends to more general operators in (1a).
Let us abbreviate \( \phi := \gamma_n \mathcal{E}_{\gamma_0} u \) and let \( \tilde{u} \in H^1(\Omega) \) be the first component of \( \mathcal{E}_{\gamma_0} u \). Then \( (\phi, \tilde{u})_\Gamma = \|\nabla \tilde{u}\|_{L^2(\Omega)}^2 \) and we calculate
\[
c(\mathcal{E}_{\gamma_0} u, \mathcal{E}_{\gamma_0} u) = (\gamma_n \mathcal{E}_{\gamma_0} u, \mathcal{V}_n \mathcal{E}_{\gamma_0} u + (\frac{1}{2} - \mathcal{K})\tilde{u})_\Gamma + |(1, \mathcal{V}(\mathcal{E}_{\gamma_0} u))_\Gamma|^2 \\
= (\phi, \mathcal{V}\phi)_\Gamma - ((\frac{1}{2} + \mathcal{K}')\phi, \tilde{u})_\Gamma + (\phi, \tilde{u})_\Gamma + |(1, \mathcal{V}(\mathcal{E}_{\gamma_0} u))_\Gamma|^2.
\]

By using that \( \partial_n \tilde{\mathcal{V}}\phi = (\frac{1}{2} + \mathcal{K}')\phi \) for \( \psi \in H^{-1/2}(\Gamma) \), it can be shown that
\[
-(\frac{1}{2} + \mathcal{K}')\phi, \tilde{u})_\Gamma \geq -\frac{1}{2}(\phi, \mathcal{V}\phi)_\Gamma - \frac{1}{2}\|\nabla \tilde{u}\|_{L^2(\Omega)}^2.
\]

For simplicity we refer to [2, Proof of Theorem 9] for a proof. By the same reference, [2, Lemma 10], there holds the norm equivalence
\[
(\phi, \mathcal{V}\phi)_\Gamma + \|\nabla \tilde{u}\|_{L^2(\Omega)}^2 + |(1, \mathcal{V}(\mathcal{E}_{\gamma_0} u))_\Gamma|^2 \simeq \|\tilde{u}\|_{H^1(\Omega)}^2 + \|\phi\|_{H^{1/2}(\Gamma)}^2,
\]
so that
\[
c(\mathcal{E}_{\gamma_0} u, \mathcal{E}_{\gamma_0} u) \geq \frac{1}{2}(\phi, \mathcal{V}\phi)_\Gamma + \frac{1}{2}\|\nabla \tilde{u}\|_{L^2(\Omega)}^2 + |(1, \mathcal{V}(\mathcal{E}_{\gamma_0} u))_\Gamma|^2 \gtrsim \|\tilde{u}\|_{H^1(\Omega)}^2.
\]

It follows that \( c(\mathcal{E}_{\gamma_0} u, \mathcal{E}_{\gamma_0} u) \gtrsim \|\mathcal{E}_{\gamma_0} u\|_{U}^2 \), which finishes the proof. \( \square \)

### 3.4 Proof of Theorem 9

As for the proof of Theorems 6 and 8 in Sections 3.2 and 3.3 respectively, we only have to show the \( U \)-ellipticity of the bilinear form \( b(\cdot, \Theta_{\beta'}) + c_{ca}(\cdot, \cdot) \). We now make use of Lemma 10 instead of Lemma 12. As in Section 3.2 we have
\[
\|u\|_{U}^2 \leq \|u - \mathcal{E}_{\gamma_0} u\|_{U}^2 + \|\mathcal{E}_{\gamma_0} u\|_{U}^2 \lesssim \|B u\|_{V'}^2 + \|\mathcal{E}_{\gamma_0} u\|_{U}^2.
\]

Applying Lemma 10 we deduce that
\[
\|\mathcal{E}_{\gamma_0} u\|_{H^{1/2}(\Gamma)}^2 \leq \|\mathcal{E}_{\gamma_0} u\|_{H^{1/2}(\Gamma)}^2 + \|\gamma_n u\|_{H^{-1/2}(\Gamma)}^2 \\
\simeq (\mathcal{W}_{\gamma_0} u, \gamma_0 u)_\Gamma + (\gamma_n u, \gamma_n u)_\Gamma + |(1, \mathcal{V} u)_\Gamma|^2 \\
= (\mathcal{W}_{\gamma_0} u + (\frac{1}{2} + \mathcal{K}')\gamma_n u, \gamma_0 u)_\Gamma + (\gamma_n u, (\frac{1}{2} - \mathcal{K})\gamma_0 u + \mathcal{V}_n u)_\Gamma + |(1, \mathcal{V} u)_\Gamma|^2 - (\gamma_n u, \gamma_0 u)_\Gamma \\
= c_{ca}(u, u) - (\gamma_n (u - \mathcal{E}_{\gamma_0} u), \gamma_0 u)_\Gamma - (\gamma_n \mathcal{E}_{\gamma_0} u, \gamma_0 u)_\Gamma.
\]

Since \( \mathcal{E}_{\gamma_0} u \) is a harmonic function there holds \( (\gamma_n \mathcal{E}_{\gamma_0} u, \gamma_0 u)_\Gamma = (\nabla u, \nabla u)_\Omega \geq 0 \) with \( \tilde{u} \) being the first component of \( \mathcal{E}_{\gamma_0} u \in U \). We end up with
\[
\|\mathcal{E}_{\gamma_0} u\|_{H^{1/2}(\Gamma)}^2 \lesssim c_{ca}(u, u) - (\gamma_n (u - \mathcal{E}_{\gamma_0} u), \gamma_0 u)_\Gamma \lesssim c_{ca}(u, u) + \|u - \mathcal{E}_{\gamma_0} u\|_{U} \|u\|_{U'}.
\]

To finish the proof, we argue as in the proof of Theorem 6 i.e., applying Young’s inequality and the continuity \( \|u - \mathcal{E}_{\gamma_0} u\|_{U} \lesssim \|B u\|_{V'} \). \( \square \)
4 Numerical experiments

In this section we present numerical experiments in two dimensions for the three coupling schemes from Sections 2.5.1 (with least-squares BEM), 2.5.2 (with hypersingular operator), and 2.5.3 (with weakly singular operator). We also discuss their implementation. Numerical results for the coupling with both Calderón equations from Section 2.5.4 are very similar to the ones of the other variants and are not reported.

Throughout, we consider regular and quasi-uniform triangulations with compact triangles. For uniform refinements we have a sequence of uniform meshes \( T_0, \ldots, T_L =: T \) of \( \Omega \). Here, \( T_\ell \) is the uniform refinement of \( T_{\ell-1} \). Moreover, \( S_\ell \) denotes the skeleton induced by \( T_\ell \) and, as before, \( S \) is the skeleton of \( T \). The mesh-sizes \( h_0 \geq \cdots \geq h_L =: h \) denote the largest diameters of the elements in \( T_\ell \) (\( \ell = 0, \ldots, L \)). Note that there holds \( h_\ell = 2^{-\ell} h_0 \).

Let \( P^0(T_\ell) \) be the space of \( T_\ell \)-elementwise polynomials of degree \( \leq p \), and \( S^1(S_\ell) \) the space of edge-wise affine and globally continuous functions on \( S_\ell \). Furthermore, \( P^0(S_\ell) \) denotes the space of edge-wise constant functions on \( S_\ell \). Then we choose the lowest-order discrete trial spaces \( U_\ell := P^0(T_\ell) \times [P^0(T_\ell)]^d \times S^1(S_\ell) \times P^0(S_\ell) \) and our ansatz space for all variants is \( U_{hp} := U_L \).

The implementation of the trial-to-test operator \( \Theta_\beta : U \to V \) requires an approximation. A standard way is to consider an enriched subspace \( \tilde{V} \subset V \) that uses the same mesh \( T \) as \( U_{hp} \) but is enriched by increasing polynomial degrees. We select \( \tilde{V} := P^2(T) \times [P^2(T)]^2 \) and consider, instead of \( \Theta_\beta \), the approximated trial-to-test operator

\[
\tilde{\Theta} : U_{hp} \to \tilde{V} : \quad \langle \tilde{\Theta} w, v \rangle_V = b(w, v) \quad \forall v \in \tilde{V}.
\]

Note that we have selected the weight \( \beta = 1 \) and, in fact, all our numerical results are based on this choice. For an analysis of the approximation of the trial-to-test operator we refer to [23]. There, it is shown that the increase of polynomial degrees by two in two dimensions (to generate the enriched space \( \tilde{V} \)) maintains validity of the inf-sup condition.

The boundary integral operators appearing in the Galerkin bilinear forms of our coupling schemes are implemented in a standard way. However, implementation of the least-squares bilinear forms involving boundary integral operators is more complicated. This is discussed in the next section. Throughout, our examples are conducted in MATLAB and for the discretization of boundary integral operators we use the library HILBERT [1].

4.1 Implementation of the coupling with least-squares BEM

An implementation of our least-squares coupling scheme faces two problems: both the operator \( \mathbb{V}(\gamma(\cdot)) \in H^{1/2}(\Gamma) \) and the \( H^{1/2}(\Gamma) \)-inner product must be approximated.

First we discuss an approximation of \( \mathbb{V}(\gamma(\cdot)) \). Let \( \Pi_\ell : L_2(\Gamma) \to S^1(S_\ell|\Gamma) \) denote the \( L_2 \)-orthogonal projection. Here, \( S^1(S_\ell|\Gamma) \) is the restriction of \( S^1(S_\ell) \) to \( \Gamma \). We set \( \Pi_\ell := \Pi_L \) and
replace the bilinear form
\[ b(u, \Theta_1 \omega) + c_{LS}(u, \omega) = \langle B u, B \omega \rangle_{V'} + \langle \nabla(\gamma(u)), \nabla(\gamma(\omega)) \rangle_{H^{1/2}(\Gamma)} \]
(cf. (11), (13)) by the discretized bilinear form
\[ a_h(u, \omega) := \langle B u, B \omega \rangle_{V'} + \langle \Pi_h \nabla(\gamma(u)), \Pi_h \nabla(\gamma(\omega)) \rangle_{H^{1/2}(\Gamma)} \quad \forall u, \omega \in U_{hp}. \]

In the same manner, we replace the right-hand side functional
\[ L_V(\Theta_1 u) + L_{LS}(\omega) = \langle L_V, B \omega \rangle_{V'} + \langle \nabla(u_0, \phi_0), \nabla(\gamma(\omega)) \rangle_{H^{1/2}(\Gamma)} \]
by
\[ L_h(\omega) := \langle L_V, B \omega \rangle_{V'} + \langle \Pi_h \nabla(u_0, \phi_0), \Pi_h \nabla(\gamma(\omega)) \rangle_{H^{1/2}(\Gamma)} \quad \forall \omega \in U_{hp}. \]
Then, our discrete DPG scheme coupled with least-squares boundary elements is
\[ u_{hp} \in U_{hp} : \quad a_h(u_{hp}, \omega) = L_h(\omega) \quad \forall \omega \in U_{hp}. \tag{30} \]
As previously mentioned, we also approximate the trial-to-test operator but this is not analyzed here. Quasi-optimality of the discrete scheme is maintained, as the following theorem shows.

**Theorem 14.** Let \( P_h : H^{1/2}(\Gamma) \to S_1(\Sigma|_\Gamma) \) denote any bounded projection, i.e., there is a \( \mathcal{T} \)-independent constant \( C > 0 \) such that
\[ \| P_h u \|_{H^{1/2}(\Gamma)} \leq C \| u \|_{H^{1/2}(\Gamma)} \quad \forall u \in H^{1/2}(\Gamma) \quad \text{and} \quad P_h u_h = u_h \quad \forall u_h \in S_1(\Sigma|_\Gamma). \]
Then, \( |a_h(u, w)| \lesssim \| u \|_U \| w \|_U \) for all \( u, w \in U \) and
\[ \| u \|_U \simeq \| B u \|_{V'} + \| P_h \nabla(\gamma(u)) \|_{H^{1/2}(\Gamma)} \quad \forall u \in U_{hp}. \tag{31} \]

The involved constants do not depend on \( \mathcal{T} \).

In particular, one can choose the \( L_2 \)-orthogonal projection \( P_h = \Pi_h \).

**Proof.** First we note that the boundedness of \( P_h \) implies boundedness of \( |a_h(\cdot, \cdot)| \). Furthermore, the boundedness of \( P_h \) and stability of the continuous problem imply
\[ \| B u \|_{V'} + \| P_h \nabla(\gamma(u)) \|_{H^{1/2}(\Gamma)} \lesssim \| B u \|_{V'} + \| \nabla(\gamma(u)) \|_{H^{1/2}(\Gamma)} \simeq \| u \|_U \quad \forall u \in U_{hp}. \]
The remainder of the proof is a slight modification of the proof of Theorem 3. By the projection property of \( P_h \) we have
\[ \| u \|_U \lesssim \| B u \|_{V'} + \| \gamma_0 u \|_{H^{1/2}(\Gamma)} = \| B u \|_{V'} + \| P_h \gamma_0 u \|_{H^{1/2}(\Gamma)} \quad \forall u \in U_{hp}. \]
Relation \( \gamma_0 u_{hp} = \nabla(\mathcal{E} \gamma_0 u_{hp}) \) by Lemma 12 leads to
\[ \| P_h \gamma_0 u \|_{H^{1/2}(\Gamma)} = \| P_h \nabla(\mathcal{E} \gamma_0 u) \|_{H^{1/2}(\Gamma)} \leq \| P_h \nabla(\gamma(u)) \|_{H^{1/2}(\Gamma)} + \| P_h \nabla(\mathcal{E} \gamma_0 u - \gamma(u)) \|_{H^{1/2}(\Gamma)} \]
\[ \leq \| P_h \nabla(\gamma(u)) \|_{H^{1/2}(\Gamma)} + \| u - \mathcal{E} \gamma_0 u \|_U \quad \forall u \in U_{hp}. \]
Hence the bound \( \| u - \mathcal{E} \gamma_0 u \|_U \lesssim \| B u \|_{V'} \) finishes the proof of (31).

Finally, boundedness of the \( L_2 \)-projection in \( H^{1/2}(\Gamma) \) is discussed, for instance, in [29] and the references given there. \( \square \)
Let \( x \) denote a symmetric and positive definite matrix such that
\[
\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_w := \langle P_x \phi, \phi \rangle_{L^2(\Gamma)} + \langle P_x \phi, \phi \rangle_{H^{1/2}(\Gamma)}.
\]

By Theorem 14 we can apply the Lax-Milgram lemma. It proves that (30) has a unique solution. The second Strang lemma (see, e.g., [17, Lemma 2.25]) shows that
\[
\| u - u_h \|_U \lesssim \inf_{w \in U_h} \| u - w \|_U + \sup_{w \in U_h} \left| a_h(u, w) - L_h(w) \right|.
\]

The definitions of \( a_h(\cdot, \cdot) \) and \( L_h \) infer that
\[
a_h(u, w) - L_h(w) = \langle B u - L, B w \rangle_U + \langle P_h \nabla(u - (u_0, \phi_0)), P_h \nabla(w) \rangle_{H^{1/2}(\Gamma)}.
\]

Since \( u \) is the exact (unique) solution, we know by Theorem 4 that it satisfies equations (12) and (13), that is, \( B u = L \) and \( \nabla(u) = \nabla(u_0, \phi_0) \).

Another possibility is to use multilevel norms. By [33, Theorem 1] and references given there, we have the equivalence
\[
\| u \|^2_{H^{1/2}(\Gamma)} \simeq \sum_{\ell=0}^\infty 2^\ell \| (\Pi_\ell - \Pi_{\ell-1}) u \|^2_{L^2(\Gamma)} \quad \forall u \in H^{1/2}(\Gamma).
\]
Here, $\Pi_{-1} := 0$ and $\Pi_\ell$ is the $L_2$-orthogonal projection onto $S^1(S|\Gamma)$ for $\ell \geq 0$ and, as previously defined, $\mathcal{T}_0, \mathcal{T}_1, \ldots$ is a sequence of uniformly refined triangulations. Obviously, if $u$ is discrete, the above sum is finite. In particular, we have
\[
\|u_h\|_{H^{1/2}(\Gamma)}^2 \approx \sum_{\ell=0}^{L} 2^\ell \|(\Pi_\ell - \Pi_{\ell-1})u_h\|_{L^2(\Gamma)}^2 \quad \forall u_h \in S^1(S|\Gamma)
\]
with corresponding multilevel inner product
\[
\langle u_h, v_h \rangle_{\text{ML}} := \sum_{\ell=0}^{L} 2^\ell \langle(\Pi_\ell - \Pi_{\ell-1})u_h, v_h\rangle_{\Gamma} \quad \forall u_h, v_h \in S^1(S|\Gamma).
\]
Then, $\langle u_h, u_h \rangle_{\text{ML}} \approx \|u_h\|_{H^{1/2}(\Gamma)}^2$ for all $u_h \in S^1(S|\Gamma)$.

**Remark 16.** (i) Theorem 14 and Corollary 15 remain valid if we replace the $H^{1/2}(\Gamma)$-inner product in the definition of $a_h(\cdot, \cdot)$ and $L_h(\cdot)$ by $\langle \cdot, \cdot \rangle_W$ or $\langle \cdot, \cdot \rangle_{\text{ML}}$.

(ii) The Galerkin matrix of $a_h(\cdot, \cdot)$ is symmetric and positive definite. Thus, standard iterative schemes such as the CG algorithm can be used.

(iii) Since the bilinear forms $c_{hy}, c_{sl}, c_{ca}$ are not symmetric, it follows that the Galerkin matrices of $b(\cdot, \Theta_\beta(\cdot)) + c(\cdot, \cdot)$ with $c \in \{c_{hy}, c_{sl}, c_{ca}\}$ are non-symmetric. However, their symmetric parts are positive definite and the GMRES method can be used as solver.

### 4.2 A simple error estimation

In our implementation, we approximate the data $u_0, \phi_0$ by their $L_2$-projections $u_{0h}, \phi_{0h} \in S^1(S|\Gamma), \phi_{0h} \in P^0(S|\Gamma)$. Then we can use the discretized boundary integral operators for the evaluation of the right-hand sides. Clearly, this induces additional consistency errors (usually called oscillations). They are of standard type and are therefore neglected in the following considerations.

The next result provides us with a reliable bound for the distance of any discrete function to the exact solution.

**Theorem 17.** Let the assumptions of Theorem 14 be satisfied, let $u_{0h}, \phi_{0h} \in S^1(S|\Gamma), \phi_{0h} \in P^0(S|\Gamma)$ be approximations of the given data $u_0, \phi_0$, and let $u$ be the exact solution of problem 11 as defined in Theorem 4 with data $u_0, \phi_0$ being replaced by $u_{0h}, \phi_{0h}$. Then,
\[
\|u - w_{hp}\|_U \leq \|Bw_{hp} - L\|_{V'} + \|P_h \nabla((u_{0h}, \phi_{0h}) - \gamma w_{hp})\|_{H^{1/2}(\Gamma)} + \|h^{1/2} \nabla (w_{hp} - \gamma w_{hp})\|_{L^2(\Gamma)} \quad \forall w_{hp} \in U_{hp}
\]
with $T$-independent constants.

**Proof.** The boundedness and $U$-ellipticity of $b(\cdot, \Theta_1 \cdot) + c_{LS}(\cdot, \cdot)$ (cf. 27) show
\[
\|u - w_{hp}\|_U \simeq \|B(w_{hp} - u)\|_{V'} + \|\nabla(u - \gamma w_{hp})\|_{H^{1/2}(\Gamma)} \leq \|B(w_{hp} - u)\|_{V'} + \|P_h \nabla(u - \gamma w_{hp})\|_{H^{1/2}(\Gamma)} + \|(1 - P_h) \nabla(u - \gamma w_{hp})\|_{H^{1/2}(\Gamma)}.
\]
Using the fact that $u$ is the exact solution, we have $Bu = L$ and $\nabla (\gamma u) = \nabla (u_{0h}, \phi_{0h})$. Then, applying [18, Lemma 24], that is,

$$
\| (1 - P_h) \nabla ((u_{0h}, \phi_{0h}) - \gamma \mathbf{w}_{hp}) \|_{H^{1/2}(\Gamma)} \lesssim \| h^{1/2} \nabla \nabla ((u_{0h}, \phi_{0h}) - \gamma \mathbf{w}_{hp}) \|_{L^2(\Gamma)},
$$

we finish the proof.

From the last theorem we infer that, up to data oscillation terms, we have a computable error bound

$$
est(\mathbf{u}_{hp}) := \| B \mathbf{u}_{hp} - L \|_{V'} + \| \Pi_h \nabla ((u_{0h}, \phi_{0h}) - \gamma \mathbf{u}_{hp}) \|_{H^{1/2}(\Gamma)} + \| h^{1/2} \nabla \nabla ((u_{0h}, \phi_{0h}) - \gamma \mathbf{u}_{hp}) \|_{L^2(\Gamma)}.
$$

In particular, the first term is the usual energy error in the DPG method and the second term can be evaluated as described in Section 4.1 above. The last term has the same form as a weighted residual error estimator in BEM, see [18] for an overview. Note that $\text{est}(\cdot)$ can be used to estimate both the error of the least-squares coupling and of the coupling methods with Galerkin BEM.

**Remark 18.** For the coupling with Galerkin boundary elements (at least for the case with hypersingular operator from Subsection 2.5.2), reliable and localizable residual error estimators can be developed, following the lines of [2] and references given there. However, for brevity and better comparability of the least-squares and Galerkin boundary element couplings, we use $\text{est}(\cdot)$ from (32) to plot an upper bound for the global error (comprising all solution components) for all our coupling methods.

### 4.3 Example with smooth solution

For the first example we take the L-shaped domain $\Omega$ sketched in Figure 1 and consider the transmission problem (1) with prescribed smooth solution $u(x, y) = \frac{x^2 + y^2}{2}$, $u^c(x, y) = 0$. The definition of the trace norms $\| \cdot \|_{H^{1/2}(\Sigma)}$, $\| \cdot \|_{H^{-1/2}(\Sigma)}$, the quasi-optimality of the methods and standard approximation theory, cf. [5, 13], yield the a priori estimate

$$
\| u - u_{hp} \|_U \lesssim \inf_{w_{hp} \in U} \| u - w_{hp} \|_U \lesssim h^s(\| u \|_{H^{2s}(\Omega)} + \| f \|_{H^s(\Omega)}), \quad s \leq 1.
$$

Hence, we expect a convergence order $O(h)$. This order is confirmed by Figure 1 for the least-squares method (right plot), and for both one-equation coupling methods with Galerkin boundary elements (Figure 2). Here, for the least-squares BEM part, we have used the multilevel inner product $\langle \cdot, \cdot \rangle_{\text{ML}}$. 
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Figure 1: Domain with initial triangulation $T_0$ (left); $L_2$ errors of $u$ and $\sigma$, and error estimator $\text{est}(\cdot)$ for the least-squares coupling (right), with smooth solution $u$.

Figure 2: $L_2$ errors of $u$ and $\sigma$, and estimator $\text{est}(\cdot)$ for coupling with Galerkin BEM and smooth solution $u$: $c(\cdot, \cdot) = c_{hy}(\cdot, \cdot)$ (left) and $c(\cdot, \cdot) = c_{sl}(\cdot, \cdot)$ (right).
Figure 3: $L_2$ errors of $u$ and $\sigma$, and estimator $\text{est}(\cdot)$ for least-squares coupling and singular solution: uniform meshes (left) and adaptively refined meshes (right).

Figure 4: $L_2$ errors of $u$ and $\sigma$, and estimator $\text{est}(\cdot)$ for coupling with Galerkin boundary elements and $c(\cdot,\cdot) = c_{by}(\cdot,\cdot)$ with singular solution: uniform meshes (left) and adaptively refined meshes (right).
Figure 5: $L_2$ errors of $u$ and $\sigma$, and estimator $\text{est}(\cdot)$ for coupling with Galerkin boundary elements and $c(\cdot, \cdot) = c_0(\cdot, \cdot)$ with singular solution: uniform meshes (left) and adaptively refined meshes (right).

### 4.4 Example with singular solution

We consider the L-shaped domain from Figure 3 and prescribe the exact solution

$$u(x, y) = r^{2/3} \cos(2/3 \theta), \quad u^c(x, y) = \frac{1}{10} \cdot \frac{x + y - \frac{1}{8}}{(x - \frac{1}{8})^2 + y^2}.$$  

Here, $(r, \theta)$ are polar coordinates centered at the incoming corner. There holds $u \in H^s(\Omega)$ for all $s < 5/3$ and, therefore, we expect an overall convergence rate of $O(h^{2/3}) = O(N^{-1/3})$. This is confirmed for all coupling methods by the left plots of Figures 3, 4, 5. We observe that the $L_2$ errors of $u$ converge with a better rate between $O(N^{-5/12})$ and $O(N^{-1/3})$.

For this example we used $\langle \cdot, \cdot \rangle_W$ as inner product in $H^{1/2}(\Gamma)$. This is the simplest selection that also works for non-uniform meshes, needed when considering an adaptive refinement strategy. For such a strategy we use the quantities

$$\|L - Bu\|_V^2 + \|h^{1/2} \nabla_\Gamma V((u_{0h}, \phi_{0h}) - \gamma u_{hp})\|_{L_2(\Gamma)}^2$$

as indicators, and refine with bulk-strategy (also called Doerfler-marking) and 30 percent marking (of the squared quantities). This error estimator is purely heuristical and is used for its locality. From Figures 3, 4, and 5 (right plots) we observe that the rate $O(N^{-1/2})$ is recovered for all coupling methods.
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