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Abstract

Inland waters actively exchange gases with the atmosphere, and the gas exchange rate informs system biogeochemistry, ecology, and global carbon budgets. Gas exchange in medium- to large-sized lakes is largely regulated by wind; yet less is known about processes regulating gas transfer in small ponds where wind speeds are low. In this study, we determined the gas transfer velocity, $k_{600}$, in four small ($< 250$ m$^2$) ponds using a propane (C$_3$H$_8$) gas injection. When estimated across 12-hour periods, the average $k_{600}$ ranged from 0.19 to 0.72 m d$^{-1}$ across the ponds. We also estimated $k_{600}$ at two- to three-hour intervals during the day and evaluated the relationship with environmental conditions. The average daytime $k_{600}$ ranged from 0.33 to 1.83 m d$^{-1}$ across the ponds and was best predicted by wind speed and air or air-water temperature, however the explanatory power was weak ($R^2 < 0.27$) with high variability within and among ponds. To compare our results to larger water bodies, we compiled direct measurements of $k_{600}$ from 67 ponds and lakes worldwide. Our $k_{600}$ estimates were within the range of estimates for other small ponds, and variability in $k_{600}$ increased with lake size. However, the majority of studies were conducted on medium-sized lakes (0.01 to 1 km$^2$), leaving small ponds and large lakes understudied. Overall, this study adds four small ponds to the existing body of research on gas transfer velocities from inland waters and highlights uncertainty in $k_{600}$, with implications for calculating metabolism and carbon emissions in inland waters.
1. Introduction

Inland waters actively exchange gases with the atmosphere, with important consequences for ecosystem dynamics such as carbon emissions [Schilder et al., 2013; Seekell et al., 2014], oxygen availability [Melack and Fisher, 1983; Holgerson et al., 2016], and food web structure [Schindler et al., 1997; Devlin et al., 2015]. For instance, air-water gas exchange rates influence the extent to which greenhouse gases, such as carbon dioxide (CO$_2$), methane (CH$_4$), and nitrous oxide (N$_2$O), are released by inland waters. The gas transfer velocity, $k$, partly controls the exchange rate and is largely driven by turbulence at the air-water interface [MacIntyre et al., 1995]. In large water bodies, wind speed often drives turbulence because it creates surface waves and shear stress that increase $k$ [MacIntyre et al., 1995]. As such, wind speed is often used to model $k$ in lakes [Cole and Caraco, 1998] and the ocean [Wanninkhof, 1992]. However, the relationship between wind speed and $k$ typically breaks down under low wind conditions, characteristic of smaller and more sheltered waters [Clark et al., 1995; Cole and Caraco, 1998].

Considering that over 90% of lakes and ponds worldwide are less than one ha in size [Downing et al., 2006; Verpoorter et al., 2014] and that small ponds play a disproportionately large role in greenhouse gas emissions [Holgerson and Raymond, 2016], it is critical to determine their $k$. Furthermore, because directly measuring $k$ is time intensive, it is important to evaluate if any environmental parameters can be used to predict $k$. Other than wind, environmental factors that influence turbulence and can be readily measured or estimated include surfactants, rainfall, and convection. Surfactants are formed by hydrophobic organic compounds, and they reduce wind stress at the surface, can obstruct molecular diffusion, and ultimately decrease gas transfer [MacIntyre et al., 1995]. Raindrops physically increase turbulence at the air-water interface and increase gas exchange [Ho et al., 1997]. Convection can influence $k$ through seasonal and diurnal changes in air-water temperature, particularly in
small water bodies [Matthews et al., 2003; Poindexter and Variano, 2013]. For instance, convection from cooling surface waters can increase gas transfer velocities by increasing turbulence in the surface mixing layer [MacIntyre et al., 2010; Holgerson et al., 2016]. The importance of convective cooling may be greater in small systems because they exhibit more extreme diurnal temperature changes than larger lakes, which increases sensible heat flux and convective turbulence [Woolway et al., 2016]. The relative importance of convection versus wind on $k$ may be mediated by lake surface area, with wind dominating in larger systems and convection being more important in smaller, more sheltered lakes and ponds [Read et al., 2012].

There are multiple approaches for estimating $k$, including whole-lake gas tracers, floating chambers, directly measuring turbulence, meteorological techniques (e.g., eddy flux), and modeling techniques, all of which have limitations [Matthews et al., 2003; Zappa et al., 2007; Cole et al., 2010]. Whole-lake tracers use gases such as sulfur hexafluoride (SF$_6$), helium (3He), or propane (C$_3$H$_8$), which are added to a water body and the gas loss over time is used to estimate $k$ [e.g., Wanninkhof et al., 1985; Clark et al., 1995; Frost and Upstill-Goddard, 2002; Cole et al., 2010; Jin et al., 2012]. However, this approach can be time-intensive and costly, particularly for large water bodies. Floating chambers are easy to deploy but they create microenvironments within the chamber that exclude effects of wind and rainfall, generate artificial turbulence, change the atmospheric pressure, and alter the air-water concentration gradient [Matthews et al., 2003; Vachon et al., 2010]. Additionally, there is often high spatial and temporal variability that may not be captured by chambers that are only deployed for a short time [Schilder et al., 2013; Vachon and Prairie, 2013]. Flux chambers can also grossly overestimate $k$ in low-turbulence environments [Vachon et al., 2010], characteristic of smaller water bodies. Directly measuring turbulence and eddy flux
techniques work well, but require expensive equipment, and are usually employed only in larger water bodies with adequate fetch [e.g., Jonsson et al., 2008].

Models offer the benefit that $k$ can be estimated for water bodies that were never sampled, thus saving time, money, and allowing for gas exchange estimates to be extrapolated to the regional or global scale. Predictive models were originally based entirely on wind speed [Wanninkhof, 1992; Clark et al., 1995; Cole and Caraco, 1998] and more recently, models have included components for other variables such as lake area [Vachon and Prairie, 2013], wave breaking [Soloviev et al., 2007; Winslow et al., 2016], and buoyancy flux to capture convection [MacIntyre et al., 2010; Read et al., 2012]. For instance, the surface renewal model takes into account turbulence generated from both wind and heat loss, which creates instability at the air-water interface, particularly when the water becomes warmer than the air [MacIntyre et al., 1995]. Numerous models are now available for estimating $k$, with varying data requirements [Winslow et al., 2016]. While these models are useful, they first require field sampling and validation across diverse water bodies.

Field studies have shown that the wind speed-gas exchange relationship breaks down under low wind speeds ($< 3 \text{ m s}^{-1}$) [Clark et al., 1995; Cole and Caraco, 1998] and models predict convection will dominate in these low-wind and oftentimes smaller water bodies [Read et al., 2012]. While some field studies have estimated $k$ in small lakes, we are not aware of any study conducted in ponds smaller than 3,000 m$^2$ [Cole et al., 2010; Schilder et al., 2013]. Considering that there could be as many as 3 billion ponds between 100 and 1,000 m$^2$ globally [Downing, 2010] and that small ponds are hotspots for carbon emissions [Holgerson and Raymond, 2016], it is critical to determine their $k$. 
Our study aims to fill this research gap by using whole-pond gas tracer studies to measure $k$ in four small (< 250 m$^2$), low-wind ponds. We then compared $k$ to environmental parameters including wind speed, rain, light, and air and pond temperatures. We expected that pond cooling, indicative of convection, would be more important than wind in predicting $k$. Lastly, we compiled data from 67 ponds and lakes worldwide where $k$ was directly measured in order to compare values and variability across a spectrum of lake sizes. We expected that $k$ would increase with lake size, and were curious about variability across lake size classes.

2. Methods

2.1. Study Sites

We evaluated the gas transfer velocity, $k$, in four small, temporary ponds in Yale-Myers forest in northeastern Connecticut during May and June 2013. The ponds ranged in surface area from 181 to 225 m$^2$ and in mean depth from 31 to 56 cm (Table 1). The four ponds, Brookside, CH, RH, and Westford, were chosen for their closed basins with minimal emergent vegetation. The closed basin prevents the gas tracer from being diluted by inflow or escaping with outflow. The lack of emergent vegetation ensured that plant matter was not an important factor in regulating $k$ [Poindexter and Variano, 2013]. During its sampling period, RH had ferns in about 20% of the basin along the edge and about 10 trees in the sides of the basin because it was sampled after a period of rain and therefore had higher water levels. All four ponds are heavily sheltered by the surrounding forest and thus have negligible fetch. Westford and CH are located within the forest directly beside roads, and Brookside and RH are both surrounded entirely by forest approximately 0.5 km from a road.
2.2. Environmental Conditions

To monitor environmental conditions at each pond, we used a datalogger (Campbell Scientific CR300) to log measurements of wind speed (m s\(^{-1}\)) and wind direction (degrees), air and water temperature (°C), PAR (photosynthetically active radiation) (μmol s\(^{-1}\) m\(^{-2}\)), and rainfall (mm) at 15-minute intervals in each pond. We positioned the anemometer (height above water level: Westford 75 cm, Brookside 77 cm, CH 50 cm, RH 35 cm), temperature probes, and photometer (LI-190 Quantum Sensor, LI-COR) on a stake at the deepest point of each pond. A tipping-bucket rain gauge located on a separate stake in the least canopy-covered region of each basin measured precipitation. We assessed pond bathymetry by measuring depth every meter along five transects per pond. We assumed ponds had elliptical basins to estimate surface area and used depth measurements to estimate pond volume.

2.3. Gas Sampling

We injected the ponds with propane because it is an inert gas with negligible background concentrations in the air and water. On the first day of sampling, we used an airstone to bubble propane into eight 18.9-L carboys filled with pond water for 10 minutes each at 13 psi. We added 3 ml of rhodamine to each carboy as a tracer to determine when the pond had completely mixed. The carboys were well mixed and we sampled each carboy to determine initial propane concentrations. We then poured the carboy mixtures throughout the entire pond basin, and walked through the pond to help with mixing. We used a handheld datalogger (Turner Designs DataBank\textsuperscript{TM}) to measure rhodamine concentrations twice a day for the first two days to verify that the propane concentration mixed throughout the pond.

We took our first measurements six hours after the propane addition, which is when rhodamine concentrations indicated that the propane had mixed evenly throughout the pond basin. We measured propane concentrations from surface waters (~13 cm below the surface) at the deepest point of each pond using a peristaltic pump (Cole-Parmer Masterflex E/S\textsuperscript{TM}
portable sampler 115 VAC). We took occasional samples manually without the pump as a result of instrument malfunction. We sampled every 2 hours for the first 24 hours, then every 3 hours for the remaining 72 hours, excluding the interval between 20:00 h and 08:00 h due to daylight constraints. We measured propane concentration using a headspace equilibration technique [Raymond et al., 1997]. Briefly, we filled a beaker with water from the peristaltic pump and allowed it to flush for several volumes. We took three replicate 40-ml water samples from the beaker using an airtight 60-ml syringe, then immediately drew in 20 ml of ambient air. We shook the syringe vigorously for 2 minutes in order to equilibrate the air and water phases. Samples of the headspace were then stored and transported to the laboratory in airtight, evacuated glass vials (Labco Limited, United Kingdom).

We measured propane concentrations using a gas chromatograph (GC) (SRI 310C) with a 3.5-mm column. The GC temperature settings were as follows: detector temperature to 150°C and oven temperature to 100°C, resulting in a propane retention time of ~4.08 minutes. We injected all propane samples in 1-ml quantities with a 1-ml syringe. We also ran propane samples taken from the eight carboys for each pond on the GC with equivalent initial temperature settings but injected 0.5-ml volumes. PeakSimple 4.09 software measured the propane peak area in each sample, which we converted to concentration (ppm,) using propane calibration curves. In order to obtain pond propane concentrations, we multiplied measured propane concentrations by 3/2 to correct for the dilution with ambient air during headspace equilibration.
2.4. Estimating Gas Transfer Velocity

Gas transfer between aquatic surfaces and the atmosphere is described by the equation:

\[ F = k(C_{\text{sur}} - C_{\text{eq}}) \]  

(Eq. 1)

where \( F \) is the gas flux (mmol m\(^{-2}\) d\(^{-1}\)), \( k \) is the gas transfer velocity (m d\(^{-1}\)), \( C_{\text{sur}} \) is the gas concentration in the surface water, and \( C_{\text{eq}} \) is the gas concentration when in equilibrium with the atmosphere. For the propane additions, we directly measured \( F, C_{\text{sur}}, \) and \( C_{\text{eq}} \), allowing for the derivation of \( k \).

To derive \( k \), we first used a Grubbs outlier test to discount any erroneous propane concentrations that resulted from sampling error. We then converted the average propane concentrations (ppm\(_v\)) of the triplicates at each time point to units of mol L\(^{-1}\) using Henry’s law constants [Mohebbi et al., 2012; Sander, 2015]. We calculated \( k \) across two different time scales: (1) for each 12-hour sampling interval and (2) for each 2- or 3-hour sampling period during the day. Longer time scales may more accurately reflect the overall ecosystem gas transfer velocity [Wanninkhof et al., 1987], while shorter time periods better allow for comparisons to be made to environmental conditions.

To calculate \( k \) (m d\(^{-1}\)), we used the following equation [Wanninkhof et al., 1987]:

\[ k = \frac{h}{\Delta t} \ln \frac{c_f - c_o}{c_i - c_o} \]  

(Eq. 2)

where \( h \) is the average depth of the pond, \( \Delta t \) is the time interval, \( C_i \) and \( C_f \) are the initial and final propane concentrations in the pond, respectively, and \( C_o \) is the background concentration of propane in the water. We computed average pond depth, \( h \), by taking the mean of the measured depths for each square meter measured in each pond. Since \( C_o \) of propane is negligible in this experiment, (Eq. 2) becomes:

\[ k = \frac{h}{\Delta t} \ln \frac{c_i}{c_f} \]  

(Eq. 3)
Because we measured propane concentrations multiple times during the day, to estimate \( k \) for 12-hour daytime periods, we performed a linear regression to determine the slope of concentration change over time for each 12-hour daytime interval of sampling, and this slope replaced \( \frac{1}{dt} \ln \frac{C_i}{C_f} \) in (Eq. 3). We did not take any gas samples between 20:00 h and 08:00 h during the experiment, so we calculated the \( k \) values for each night of sampling using \( C_f \) from the previous day as the initial propane concentration and \( C_i \) from the following day as the final propane concentration. We normalized \( k \) values to a \( k_{600} \) for propane using the following equation [Jähne et al., 1987]:

\[
\frac{k_{600}}{k_{gas2}} = \left( \frac{600}{Sc_{gas2}} \right)^n
\]  

(Eq. 4)

where \( k_{600} \) is the \( k \) for propane at 20°C and corresponds to a Schmidt number of 600, which can be related to the \( k \) for any other gas [Raymond et al., 2012]. \( Sc \) denotes the Schmidt number for the particular gas of interest, and \( n \) is the Schmidt exponent, which varies from -0.5 to -0.67 depending on the boundary conditions. In low-wind environments (< 3 m s\(^{-1}\)), \( n \) can be assumed to equal -0.67 [Jähne et al., 1987]. Occasionally, our measurements indicated that propane concentrations increased between sampling times, which likely resulted from spatial heterogeneity in the pond. We only report estimates of \( k \) for periods of time where propane concentrations decreased and indicate net propane evasion from the pond.

2.5. Comparison Across Lake Sizes

We conducted a meta-analysis to compare our results to other water bodies where \( k_{600} \) was directly measured. We identified 18 studies, including ours, representing 67 ponds and lakes ranging in size from 181 m\(^2\) to 520 km\(^2\) (Dataset S2). With this dataset, we examined the mean and variability of \( k_{600} \) across lake sizes and also explored the relationship between surface area and gas exchange rate.
2.6. Data Analysis

To evaluate if $k_{600}$ was influenced by environmental variables, we used linear mixed-effects models with pond as a random effect. Models were created in R (R Version 3.2.4, R Core Team) using the “lme4” package [Bates et al., 2014]. Models were constructed using daytime 2- or 3-hour estimates of $k_{600}$, only including estimates where propane concentrations decreased, along with corresponding environmental variables, including time-averaged values of wind speed, light flux, air temperature, water temperature, and the difference between air-water temperature. Air temperature and water temperature were highly correlated and violated assumptions of colinearity; therefore, model selection was done once with air temperature excluded and once with water temperature excluded. Each of the environmental variables were centered and scaled to correct for differences in units by subtracting the mean and dividing by the standard deviation. Models to predict $k_{600}$ were first fit with all environmental variables and then variables were selectively removed one at a time using AICc model selection [Burnham and Anderson, 2002]. Once top predictors were identified, we added back in one variable at a time to ensure we evaluated all possible best models. Top models are reported within two AICc of the best model (lowest AICc). We evaluated mixed model fit by calculating the marginal (variance associated with fixed effects) and conditional $R^2$ (variance associated with fixed and random effects) values [Nakagawa and Schielzeth, 2013] using the “MuMIn” package in R [Barton, 2014]. To assess the relationship between $k_{600}$ and lake size, we used linear models where both lake surface area and $k_{600}$ were natural-log transformed.
3. Results

3.1. Environmental Variables

The four study ponds were low-wind environments with average wind speeds ranging between 0.28 and 0.36 m s\(^{-1}\) and maximum wind speeds between 3.29 and 4.30 m s\(^{-1}\) (Table 1). Total rainfall varied by pond because the injections were done on different days for each pond. Over the duration of the study (82 or 83 hours), Brookside experienced the most rainfall (61.0 mm) and RH the least (9.9 mm) (Table 1). Water temperature also varied among the ponds, with RH being the warmest (22°C on average) and Brookside being the coolest (11.1°C on average) (Table 1).

3.2. Estimating Gas Transfer Velocity

Surface water propane concentrations decreased exponentially over the sampling period in all four ponds (Fig. 1), indicating continuous propane evasion from the ponds to the atmosphere. Initial concentrations of propane measured in the ponds ranged from 89 nmol L\(^{-1}\) in CH to 283 nmol L\(^{-1}\) in Westford, and decreased between 51% and 93% during the sampling periods (Table 2).

For 12-hour periods, \(k_{600}\) averaged between 0.22 and 0.72 m day\(^{-1}\), with considerable variability within and among ponds (Table 2). For instance, estimates of \(k_{600}\) in CH differed by as much as 1.21 m day\(^{-1}\) among days. The maximum variability among ponds was 1.23 m day\(^{-1}\), with a minimum of 0.07 m day\(^{-1}\) in Westford and maximum of 1.30 m day\(^{-1}\) in CH. There were no significant differences in average \(k_{600}\) during the day versus night (t-test, \(t = 0.84, \text{df} = 15.76, p = 0.42\)); however average daytime values (ranging: 0.37 to 1.30 m day\(^{-1}\)) were slightly higher than average nighttime values (ranging: 0.07 to 1.03 m day\(^{-1}\)) in CH, RH, and Westford, but not Brookside (Table 2).
When measured across each 2- to 3-hour period for daytime measurements only, the average $k_{600}$ ranged between 0.33 to 1.83 m day$^{-1}$, and was also variable within and among ponds (Table 2). For instance, during the three-day study, daytime 2- to 3-hour estimates of $k_{600}$ differed by as much as 3.52 m day$^{-1}$ in Brookside. Among ponds, there was a maximum variability of 3.94 m day$^{-1}$, with a minimum of 0.01 m day$^{-1}$ in RH and a maximum of 3.95 m day$^{-1}$ in Brookside.

3.3. Predictors of Gas Transfer Velocity

Estimates of $k_{600}$ were negatively correlated with both water and air temperatures, but not significantly correlated with any other environmental variable we measured (Table 3). We identified six mixed-effects models predicting $k_{600}$ (Table 4). Wind and temperature (either water, air, or the difference) were the best predictors (Fig. 2), whereas rain and light were not included in any top model. However, the fixed-effects terms of the model only explained between 11% and 27% of total variation, and the null model was two AICc points from the best model. Inter-pond differences explained an additional 12% to 52% of the variation, highlighting the importance of differences in $k_{600}$ among ponds.

3.4. Comparison Across Lake Sizes

Across the 67 ponds and lakes where $k_{600}$ was directly measured (Dataset S2), we found that $k_{600}$ increased with surface area ($R^2 = 0.29$, $p < 0.001$), but was highly variable among lake sizes. The measurement method (e.g., gas tracer or floating chamber) did not improve the models of $k_{600}$, but there was a bias towards gas tracer studies in small ponds and chamber studies in large lakes (Dataset S2).

When lakes were grouped into size classes, it appears that $k_{600}$ is fairly constant in lakes smaller than 0.1 km$^2$, and is larger and more variable in larger lakes (Fig. 3). The relative standard deviation in $k_{600}$ increased with lake size class ($R^2 = 0.69$, $p = 0.02$, $F_{1,5} = 11.17$), and ranged between 28 and 86% of the mean. It is also worth noting that the majority
of the studies (66%) were conducted on lakes between 0.01 and 1 km², meaning that small ponds and large lakes were underrepresented.

4. Discussion

We found that the gas transfer velocity, $k_{600}$, in four small, forested ponds was low, variable within and among ponds, and difficult to predict from environmental variables. When we compared gas exchange rates in our study ponds to larger lakes, we found that $k_{600}$ increased and became more variable with increasing lake size.

4.1. Estimates of Gas Transfer Velocity

The average $k_{600}$ when smoothed across 12-hour periods ranged between 0.22 and 0.72 m day⁻¹ across the four small ponds (Table 2). These estimates are within the range of average $k_{600}$ values estimated from direct measurements in 30 small (< 0.1 km²) water bodies (Fig. 3, Dataset S2). However, we observed high variability both within and among ponds (up to 1.23 m day⁻¹ among ponds and 1.21 m day⁻¹ within ponds for 12-hour averages). This sort of variability is large, especially considering that it encompasses nearly the entire range of $k_{600}$ values used across all lake sizes in regional and global carbon models. In these models, the average $k_{600}$ increases with lake size class. Two recent carbon budgets used $k_{600}$ estimates that ranged from 0.36 – 0.54 in the smallest water bodies up to 1.16 – 1.90 m day⁻¹ in the largest lakes [Raymond et al., 2013; Holgerson and Raymond, 2016]. Our study combined with our review of other water bodies (Fig. 3) indicates that $k_{600}$ may be much more variable than previously thought.

We expected that our 12-hour estimates of $k_{600}$ would be greater at night than during the day due to greater convective cooling. As air cools more quickly than water overnight, this stimulates convective mixing that produces turbulence [MacIntyre et al., 2010; Poindexter and Variano, 2013; Holgerson et al., 2016]. Yet, we only observed a larger nighttime $k_{600}$ in one of the four ponds (Brookside, Table 2). This may be due to our small
sample size (up to three days and three nights per pond) or because we only sampled during the day (08:00 h to 20:00 h), and therefore did not pick up on short-term fluctuations in gas exchange overnight. As $k_{600}$ may increase significantly for short periods of time at night [Holgerson et al., 2016], future work should investigate overnight gas exchange with a higher temporal resolution.

4.2. Predictors of Gas Transfer Velocity

The best predictive models of daytime $k_{600}$ indicate that increased gas exchange occurred with higher wind speeds, lower air temperatures, and when the water was warmer than the air (Table 4, Fig. 2). These predictors were not surprising given that air-water turbulence (which drives $k$) is largely influenced by wind speed, solar radiation, and heat flux [Read et al., 2012]. Wind generates turbulence through shear stress and is the primary driver of $k$ in large lakes; however, when wind speeds are low, such as in sheltered and smaller water bodies, convection can be more important for generating turbulence [MacIntyre et al., 2010; Read et al., 2012; Holgerson et al., 2016]. To evaluate convective forces affecting turbulence, the heat budget must be considered, including turbulent fluxes (latent and sensible heat) and radiative fluxes (short- and long-wave radiation). Because we did not calculate the entire heat budget, we cannot determine the exact mechanisms in which temperature influences $k$. However, we can make several inferences based on our observation that $k$ was higher when air temperatures were lower and as the water became warmer than the air.

Turbulent fluxes can influence gas exchange via both latent (i.e., evaporation) and sensible (e.g., convection) heat fluxes. While wind will increase both latent and sensible heat fluxes in small ponds, temperature influences the sensible heat flux [Woolway et al., 2015]. Indeed, the air-water temperature difference we measured is a good proxy for sensible heat flux [Jonsson et al., 2008; Weyhenmeyer et al., 2017] because when the water is warmer than the air, the boundary layer over the water becomes unstable, which generates turbulence and
increases gas exchange [MacIntyre et al., 2002]. Small ponds may be more sensitive to the sensible heat flux because they can have higher and more extreme diel changes in water temperature relative to larger lakes [Woolway et al., 2016]. Additionally, long- and short-wave radiation influence heat flux, and outgoing long-wave radiation often contributes the most to surface cooling in small, sheltered ponds [MacIntyre and Melack, 2009]. Therefore, it is likely that warmer water and cooler air temperatures increased daytime $k_{600}$ by altering the heat budget. Future work should measure the full suite of meteorological data necessary to calculate the heat budget and determine how temperature changes promote increases in $k$.

We also found no effect of rain on daytime $k_{600}$, which was surprising as previous studies found that raindrops produce significant turbulence [Ho et al., 1997]. It is likely that we did not experience heavy enough rainfall to greatly alter $k_{600}$. Rainfall < 25 mm h$^{-1}$ is considered light [Ho et al., 1997], and the maximum rainfall event in our study was 1.27 mm within 15 minutes, likely too low to drive gas exchange in our study ponds.

Even though wind and temperature patterns were the best predictors of daytime $k_{600}$, the fixed effects of the models only explained a small amount (10 – 27%) of overall variation (Table 4). Including pond as a random effect in the model explained an additional 12% to 52% of the variation, indicating differences among study sites (Table 4). But considering that most variance came from the random effect of each study site, or was unexplained, it appears that gas exchange cannot be well predicted from these environmental variables, at least not at our coarse resolution or short temporal scale. Our study was limited to three days and three nights per pond based on the rate of propane loss from the ponds. It would be useful to repeat this study multiple times throughout the growing season and sample at a finer resolution, which might better match the scale at which environmental variables are acting.
4.3. Comparison Across Lake Sizes

The variability we observed in $k_{600}$ is similar to or smaller than variability seen in other ponds and lakes around the world (Dataset S2, Fig. 3). Across lake size classes, small ponds and lakes have fairly constant gas exchange rates, with $k_{600}$ increasing and becoming more variable in lakes larger than 0.1 km$^2$ (Fig. 3). Perhaps there is a threshold around 0.1 km$^2$, where larger lakes have enough fetch for wind to significantly increase $k_{600}$. The variability we observed across all lake size classes may help explain why existing predictive models of gas exchange yield significantly different results depending on the model used [Dugan et al., 2016]. Because estimates of $k$ are necessary to calculate ecosystem metabolism and gas emissions across local, regional, and global scales, improving our knowledge of $k$ across space, time, and lake size is a top research priority.

To improve predictive capacity of $k_{600}$, we advise that future gas exchange studies sample during both the day and night and at a finer temporal and spatial scale. One particularly useful tool may be using eddy flux measurements, which directly measures turbulent scalar flows of gas over a given source area and therefore can capture an entire lake’s dynamics [Jonsson et al., 2008; Heiskanen et al., 2014]. Eddy covariance also provides insight into temporal and diel heterogeneity in $k_{600}$ as it can automatically sample over long time-scales [Podgrajsek et al., 2015]. Additionally, it would be interesting to consider how heat flux scales with lake size as small ponds experience greater changes in diurnal temperature and gas exchange appears to be more influenced by convection [Podgrajsek et al., 2015; Woolway et al., 2016]. Future studies also need to increase the representation of different lake sizes, particularly for small ponds and large lakes. Within the small pond size class, ponds can be extremely diverse across the landscape and factors such as depth, mixing, and presence of emergent vegetation may greatly influence $k$ [Poindexter and Variano, 2013; Andersen et al., 2016], which needs further research. With increased
efforts to improve spatial and temporal resolution across lake sizes, our knowledge and predictive capacity of $k_{600}$ will improve.

5. Conclusions

This study adds small, low-wind ponds to the existing body of research on gas transfer velocities from inland waters. We found that small ponds had lower values of $k_{600}$ relative to larger lakes, but we highlight that $k_{600}$ is variable across space and time for all water bodies, especially large lakes. Because $k_{600}$ was not easily predicted from environmental parameters, and because current predictive models of $k_{600}$ yield significantly different results [Dugan et al., 2016], there is substantial uncertainty when upscaling $k$ to regional or global analyses. Therefore, understanding the drivers and predictors of $k$ is an important research priority, with implications for estimating ecosystem metabolism and global carbon emissions from inland waters.
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Figure 1. Propane concentrations ± SE across time since the propane addition in the four study ponds (Brookside: circles with solid line; CH: triangles with dashed line; RH: cross with dotted line; Westford: x with dashed-dotted line). For each pond, a generalized linear model (GLM) was fit with the log-link function, and quasi-$R^2$ values were calculated (Brookside $R^2=0.90$; CH $R^2=0.45$; RH $R^2=0.94$; Westford $R^2=0.82$).
Figure 2. Relationship between $k_{600}$ and (A) average wind speed, (B) air temperature, and (C) difference in water-air temperature across two- or three-hour periods during daytime hours. Sampling periods where propane concentrations increased were excluded from analysis. Data is scaled by subtracting the mean and dividing by the standard deviation of the raw data (see text). Brookside: circles with solid line; CH: triangles with dashed line; RH: cross with dotted line; Westford: x with dashed-dotted line.
Figure 3. Estimates of $k_{600}$ for 67 ponds and lakes across a size gradient where $k_{600}$ was directly measured via floating chambers or gas tracers. The box represents the interquartile range and median, whereas the whiskers extend 1.5 times the interquartile range.
Table 1. Environmental characteristics of the four study ponds. Temperature and wind speed are averaged across the entire study period (82 or 83 hours), while rain is cumulative.

<table>
<thead>
<tr>
<th></th>
<th>Brookside</th>
<th>CH</th>
<th>RH</th>
<th>Westford</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of propane addition</td>
<td>11 June</td>
<td>18 June</td>
<td>26 June</td>
<td>28 May</td>
</tr>
<tr>
<td>Surface area (m$^2$)</td>
<td>225</td>
<td>181</td>
<td>197</td>
<td>213</td>
</tr>
<tr>
<td>Average depth (cm)</td>
<td>46</td>
<td>48</td>
<td>56</td>
<td>31</td>
</tr>
<tr>
<td>Maximum depth (cm)</td>
<td>72</td>
<td>96</td>
<td>99</td>
<td>74</td>
</tr>
<tr>
<td>Average water temperature (°C)</td>
<td>11.1</td>
<td>13.8</td>
<td>22.0</td>
<td>15.7</td>
</tr>
<tr>
<td>Average wind speed (m s$^{-1}$)</td>
<td>0.33</td>
<td>0.35</td>
<td>0.28</td>
<td>0.35</td>
</tr>
<tr>
<td>Maximum wind speed (m s$^{-1}$)</td>
<td>4.30</td>
<td>3.32</td>
<td>3.53</td>
<td>3.29</td>
</tr>
<tr>
<td>Total rain (mm)</td>
<td>61.0</td>
<td>14.7</td>
<td>9.9</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td>Brookside</td>
<td>CH</td>
<td>RH</td>
<td>Westford</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------</td>
<td>------</td>
<td>------</td>
<td>----------</td>
</tr>
<tr>
<td><strong>Initial concentration (nmol L$^{-1}$)</strong>$^A$</td>
<td>139.3</td>
<td>89.0</td>
<td>99.6</td>
<td>283.1</td>
</tr>
<tr>
<td><strong>Final concentration (nmol L$^{-1}$)</strong>$^B$</td>
<td>10.3</td>
<td>43.8</td>
<td>20.7</td>
<td>87.2</td>
</tr>
<tr>
<td>$k_{600}$, averaged across day and night 12-hour periods (m d$^{-1}$)**$^C$</td>
<td>0.72</td>
<td>0.69</td>
<td>0.40</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.61)</td>
<td>(0.10)</td>
<td>(0.07)</td>
</tr>
<tr>
<td><strong>Daytime $k_{600}$, across 12-hour periods (m d$^{-1}$)</strong>$^D$</td>
<td>0.51</td>
<td>1.30</td>
<td>0.46</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>Nighttime $k_{600}$, across 12-hour periods (m d$^{-1}$)</strong>$^E$</td>
<td>1.03</td>
<td>0.08</td>
<td>0.34</td>
<td>0.13</td>
</tr>
<tr>
<td><strong>Daytime $k_{600}$ day, across 2- or 3-hour periods (m d$^{-1}$)</strong>$^F$ ($\pm$SE)</td>
<td>1.59</td>
<td>1.83</td>
<td>0.46</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>(0.39)</td>
<td>(0.22)</td>
<td>(0.08)</td>
<td>(0.10)</td>
</tr>
</tbody>
</table>

$^A$ Initial concentration was taken 9 to 11 hours after propane addition to permit for mixing.

$^B$ Final concentration was taken at 19:00 or 20:00 just prior to sunset, which was 82 to 83 hours after propane addition.

$^C$ $k_{600}$ average was calculated across all 12-hour periods when propane concentrations decreased (Brookside n=5, CH n=2, RH n=6, Westford n=5).

$^D$ Daytime $k_{600}$ was calculated from the slope of daytime propane loss and averaged across sampling days where propane measurements declined (Brookside n=3, $R^2$ range=0.03-0.74; CH n=1, $R^2$=0.78; RH n=3, $R^2$ range=0.90-0.97; Westford n=2, $R^2$ range=0.93-0.94).

$^E$ Nighttime $k_{600}$ was calculated from difference in propane between the last measurement of the day and the next morning (08:00), and then averaged across sampling nights when propane measurements declined (Brookside n=2, CH n=1, RH n=3, Westford n=3).

$^F$ Daytime $k_{600}$ averaged from 2- or 3-hour sampling periods, and only estimated when propane concentrations declined (Brookside n=8, CH n=9, RH n=13, Westford n=11).
Table 3. Pearson correlation coefficients between daytime $k_{600}$ and environmental variables (n=41 for all variables).

<table>
<thead>
<tr>
<th></th>
<th>Water temp.</th>
<th>Air temp.</th>
<th>Rain</th>
<th>Light</th>
<th>Wind</th>
<th>Air-water temp. diff.</th>
<th>$k_{600}$ (ln)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water temp.</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air temp.</td>
<td>0.54**</td>
<td>-0.29</td>
<td>0.26</td>
<td>-0.14</td>
<td>0.51**</td>
<td>-0.44**</td>
<td></td>
</tr>
<tr>
<td>Rain</td>
<td>-0.45**</td>
<td></td>
<td>0.62**</td>
<td>0.29</td>
<td>-0.43**</td>
<td>-0.47**</td>
<td></td>
</tr>
<tr>
<td>Light</td>
<td>1</td>
<td></td>
<td>-0.19</td>
<td>0.48**</td>
<td>-0.33*</td>
<td>-0.21</td>
<td></td>
</tr>
<tr>
<td>Wind</td>
<td>0.48**</td>
<td>-0.17</td>
<td></td>
<td></td>
<td>0.12</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Air-water temp. diff.</td>
<td>1</td>
<td>0.04</td>
<td></td>
<td></td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{600}$ (ln)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Significance of the coefficient denoted by asterisks: * $p \leq 0.05$, ** $p \leq 0.01$
Table 4. Linear-mixed effects models for predicting daytime $k_{600}$. Daytime $k_{600}$ was estimated for each period between propane sampling (2-3 hours apart) and only include periods when propane concentrations declined. Each model includes pond as a random effect. Models within 2 AICc units of the best model are included. Estimates include SE.

<table>
<thead>
<tr>
<th>Model</th>
<th>k</th>
<th>$\text{AIC}_c$</th>
<th>$\Delta\text{AIC}_c$</th>
<th>$R^2$ marg.</th>
<th>$R^2$ cond.</th>
<th>Intercept Estimate</th>
<th>Wind Estimate</th>
<th>Water-air Estimate</th>
<th>Additional Covariate Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind + air temp.</td>
<td>2</td>
<td>119.2</td>
<td>0</td>
<td>0.24</td>
<td>0.38</td>
<td>-0.44 (0.24)</td>
<td>0.32 (0.15)</td>
<td>0.38 (0.19)</td>
<td>-0.52 (0.18)</td>
</tr>
<tr>
<td>Water-air temp. difference</td>
<td>1</td>
<td>120.1</td>
<td>0.8</td>
<td>0.10</td>
<td>0.54</td>
<td>-0.34 (0.43)</td>
<td>0.38 (0.19)</td>
<td>0.38 (0.19)</td>
<td></td>
</tr>
<tr>
<td>Wind + water-air temp. difference</td>
<td>2</td>
<td>120.3</td>
<td>1.1</td>
<td>0.11</td>
<td>0.55</td>
<td>-0.35 (0.42)</td>
<td>0.22 (0.14)</td>
<td>0.46 (0.19)</td>
<td></td>
</tr>
<tr>
<td>Air temp.</td>
<td>1</td>
<td>120.5</td>
<td>1.2</td>
<td>0.11</td>
<td>0.34</td>
<td>-0.41 (0.29)</td>
<td>-0.35 (0.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water-air temp. difference + light</td>
<td>1</td>
<td>120.7</td>
<td>1.4</td>
<td>0.11</td>
<td>0.63</td>
<td>-0.32 (0.49)</td>
<td>0.46 (0.19)</td>
<td>0.25 (0.17)</td>
<td></td>
</tr>
<tr>
<td>Wind + water-air temp. difference + water temperature</td>
<td>3</td>
<td>120.8</td>
<td>1.6</td>
<td>0.27</td>
<td>0.39</td>
<td>-0.44 (0.23)</td>
<td>0.34 (0.15)</td>
<td>0.55 (0.20)</td>
<td>-0.57 (0.22)</td>
</tr>
<tr>
<td>Null</td>
<td>0</td>
<td>121.2</td>
<td>2</td>
<td>0</td>
<td>0.39</td>
<td>-0.37 (0.38)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R^2$ marginal accounts for fixed effects
$R^2$ conditional accounts for fixed and random effects.