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ABSTRACT. We propose a high-order integral equation based method for evaluating interior and boundary derivatives of harmonic functions in planar domains that are specified by their Dirichlet data.

1. Introduction

Let $\Omega \subset \mathbb{R}^2$ be a bounded, open and simply connected domain, whose boundary $\partial \Omega$ is either smooth or consists of a finite number of smooth closed arcs that intersect only at corners having interior angles strictly between 0 and $2\pi$ (no slits or cusps). Given data $f \in C(\partial \Omega)$ that is also smooth or piecewise smooth, we consider the Dirichlet problem

$$\Delta u = 0 \text{ in } \Omega \quad , \quad u = f \text{ on } \partial \Omega .$$

This paper concerns the efficient and accurate approximation of derivatives of $u$ at points in $\Omega$, as well as the normal derivative $\partial u/\partial n$ at points on $\partial \Omega$ (the Dirichlet-to-Neumann map $f \mapsto \partial u/\partial n$), by doing computations only on $\partial \Omega$. Throughout, $n$ and $t$ (where they are defined) are, respectively, the outward unit normal vector and the unit tangent vector in the counter-clockwise direction on $\partial \Omega$.

A motivation for developing an efficient and high-order solver for (1) having these features comes from Boundary Element-Based Finite Element Methods (BEM-FEM) (cf. [2, 5, 6, 13, 14, 17–19]), an approach to solving boundary value problems on fairly general polygonal or polyhedral partitions (meshes) of the given domain. BEM-FEM employs local spaces of functions that are defined implicitly on each mesh cell in terms of boundary value problems—typically Poisson problems having polynomial righthand side and Dirichlet data, which can be reduced to computing harmonic functions with prescribed (polynomial) Dirichlet data. Functions in these local spaces, together with their interior derivatives (at least gradients) and their boundary normal derivatives, are evaluated in the formation of the associated finite element linear systems. We propose an integral equation based approach that efficiently provides high-quality approximations of each of these quantities of interest, also allowing for more general cell shapes and boundary conditions in a natural way.

Two key ingredients of the proposed approach are Cauchy’s integral formulas and the notion of harmonic conjugates. Recall that functions $u, v$ are called harmonic conjugates in $\Omega$ when $\Delta u = \Delta v = 0$ in $\Omega$, and they satisfy the Cauchy-Riemann equations

$$\nabla u = R \nabla v \text{ in } \Omega , \quad \text{where } R = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} .$$

In other words, the gradients of $u$ and $v$ are orthogonal in $\Omega$, with $\nabla u$ being a clockwise rotation of $\nabla v$ by $\pi/2$. Given $u$ that is harmonic in $\Omega$, it is guaranteed a family of harmonic conjugates that only differ by additive constants. We identify $\Omega$ with a subset of $\mathbb{C}$ in the natural way via $z = x_1 + ix_2$ for $x = (x_1, x_2) \in \Omega$. Given a harmonic conjugate $v$ of $u$, the function $w(z) = u(x) + iv(x)$ is analytic in $\Omega$, and we have the Cauchy integral formulas

$$w^{(k)}(z_0) = \frac{k!}{2\pi i} \int_{\partial \Omega} \frac{w(z)}{(z - z_0)^{k+1}} \, dz .$$
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From (3) we can extract values and derivatives of \( u \) (and \( v \)) at \( x_0 = (x_{0,1}, x_{0,2}) \) by looking at the real and imaginary parts of this integral. For example,

\[
\begin{align*}
    w'(z_0) &= u_{x_1}(x_0) - iu_{x_2}(x_0) = v_{x_1}(x_0) + i v_{x_2}(x_0) , \\
    w''(z_0) &= u_{x_1 x_1}(x_0) - iu_{x_1 x_2}(x_0) = v_{x_1 x_1}(x_0) + i v_{x_1 x_2}(x_0) .
\end{align*}
\]

The remaining second partials of \( u \) and \( v \) are clear from the fact that they are harmonic.

The orthogonality of the gradients of \( u \) and \( v \) imply that

\[
\frac{\partial u}{\partial n} = \frac{\partial v}{\partial t} , \\
\frac{\partial v}{\partial n} = - \frac{\partial u}{\partial t} = - \frac{\partial f}{\partial t} \text{ on } \partial \Omega .
\]

Using the latter of these, a specific harmonic conjugate of \( u \) is given as the solution of a complementary Neumann problem for (1),

\[
\Delta v = 0 \text{ in } \Omega , \quad \frac{\partial v}{\partial n} = - \frac{\partial f}{\partial t} \text{ on } \partial \Omega , \quad \int_{\partial \Omega} v \, ds = 0 .
\]

The final condition is a convenient way of selecting a specific harmonic conjugate. The proposed strategy for computing \( \partial u/\partial n \) on \( \partial \Omega \) and derivatives of \( u \) in \( \Omega \), may be summarized as follows:

(a) Compute the solution of (7) on \( \partial \Omega \) (a Neumann-to-Dirichlet map \( g \mapsto v \)). This is done in the present work by solving a second-kind integral equation via a Nyström method.

(b) Use \( \partial v/\partial t \) to compute \( \partial u/\partial n \) on \( \partial \Omega \).

(c) Use (3) to compute derivatives of \( u \) in \( \Omega \).

Some of the key computational tools are quadratures based on the trapezoid rule, and the Fast Fourier Transform.

In Section 2 we describe the approach outlined above in the case of smooth boundaries and data, and numerically demonstrate the high-order nature of the algorithm. In Section 3, we do the same in the case of piecewise smooth boundaries and data, highlighting the challenges when corners are present, and how we deal with them.

## 2. Smooth Boundary and Data

We assume here that \( \partial \Omega \) and \( f \) are smooth (at least \( C^2 \)). A direct application of Green’s Theorem shows that the solution of (7) satisfies

\[
v(x) = \int_{\partial \Omega} \Phi(x, y) g(y) \, dS(y) - \int_{\Omega} \frac{\partial \Phi(x, y)}{\partial n(y)} v(y) \, dS(y) \text{ for } x \in \Omega ,
\]

where \( \Phi(x, y) = - (2\pi)^{-1} \ln |x - y| \) is the fundamental solution of the Laplacian. From (8), we obtain the following second-kind integral equation for the Dirichlet trace of \( v \),

\[
\frac{v(x)}{2} + \int_{\partial \Omega} \frac{\partial \Phi(x, y)}{\partial n(y)} v(y) \, dS(y) = \int_{\partial \Omega} \Phi(x, y) g(y) \, dS(y) \text{ for } x \in \partial \Omega .
\]

The operator on the left of (9) has a one-dimensional kernel, consisting of the constant functions, so we use the fact that \( \int_{\partial \Omega} v \, dS = 0 \) to obtain a well-posed problem,

\[
\frac{v(x)}{2} + \int_{\partial \Omega} \left( \frac{\partial \Phi(x, y)}{\partial n(y)} + 1 \right) v(y) \, dS(y) = \int_{\partial \Omega} \Phi(x, y) g(y) \, dS(y) \text{ for } x \in \partial \Omega .
\]

As proposed, we solve (10) to obtain \( v \) on \( \partial \Omega \). Note that

\[
\Phi(x, y) = -(4\pi)^{-1} \ln |x - y|^2 , \quad \frac{\partial \Phi(x, y)}{\partial n(y)} = \frac{(x - y) \cdot n(y)}{2\pi |x - y|^2} = \frac{(x - y) \cdot (R(t) y)}{2\pi |x - y|^2} .
\]

We parametrize (10) as follows. Let \( x = x(t) : [0, 2\pi] \to \partial \Omega \) be a smooth (at least \( C^2 \)) and \( 2\pi \)-periodic parametrization of \( \partial \Omega \) that traverses the boundary counter-clockwise, such that \( |x'(t)| \geq \sigma \) for some \( \sigma > 0 \). Take \( V(t) = v(x(t)) \). \( G(t) = g(x(t)) x'(t) \). Since \( g = - \partial f/\partial t \), it holds that \( G(t) = - F'(t) \), where \( F(t) = f(x(t)) \). The parametrized form of (10) is

\[
\frac{V(t)}{2} + \int_0^{2\pi} K(t, s) V(s) \, ds = \int_0^{2\pi} L_1(t, s) G(s) \, ds + \int_0^{2\pi} L_2(t, s) G(s) \, ds \text{ for } t \in [0, 2\pi) ,
\]
where the integral kernels are given by

\begin{equation}
K(t, s) = \frac{(x(t) - x(s)) \cdot (Rx'(s))}{2\pi|x(t) - x(s)|^2} + |x'(s)|,
\end{equation}

\begin{equation}
L_1(t, s) = -\frac{1}{4\pi} \ln \left( \frac{|x(t) - x(s)|^2}{4 \sin^2((t - s)/2)} \right),
\end{equation}

\begin{equation}
L_2(t, s) = -\frac{1}{4\pi} \ln \left( 4 \sin^2((t - s)/2) \right).
\end{equation}

Simple Taylor series arguments show that the diagonal entries of $K$ and $L_1$ are

\begin{equation}
K(t, t) = \frac{x''(t) \cdot (Rx''(t))}{4\pi|x'(t)|^2} + |x'(t)|, \quad L_1(t, t) = -\frac{1}{4\pi} \ln |x'(t)|^2,
\end{equation}

so it is not difficult to see that, for any fixed $t$, both $K(t, s)$ and $L_1(t, s)$ are smooth (at least $C^2$) and $2\pi$-periodic. It is clear that $L_2(t, s)$ is singular, but its singularity is integrable and of a very particular type that is independent of the parametrization.

Nyström discretizations (cf. [8, 11, 12]) of (12) involve replacing the integrals with suitable quadratures, and then sampling the corresponding equations at the quadrature points to obtain a square system. The integrals involving $K$ and $L_1$ will be treated using the uniform trapezoid rule, which is of high order for (very) smooth periodic functions. Fixing $n$, and taking $t_j = \pi j/n$ for $0 \leq j \leq 2n$,

\begin{equation}
\int_0^{2\pi} K(t, s)V(s)\,ds \approx \frac{\pi}{n} \sum_{j=0}^{2n-1} K(t, t_j)V(t_j), \quad \int_0^{2\pi} L_1(t, s)G(s)\,ds \approx \frac{\pi}{n} \sum_{j=0}^{2n-1} L_1(t, t_j)G(t_j).
\end{equation}

Following Martensen [10] and Kussmaul [9] (see also [8]), we use a quadrature for the integral involving $L_2$ that exploits the specific nature of the singularity,

\begin{equation}
\int_0^{2\pi} L_2(t, s)G(s)\,ds \approx \sum_{j=0}^{2n-1} \omega_j(t)G(t_j), \quad \omega_j(t) = \frac{1}{2\pi n} \sum_{m=1}^{n} \frac{\cos(mt - t_j)}{m}.
\end{equation}

This quadrature can be derived, for example, by integrating the Fourier series of $G(s)$ term-by-term against $-(4\pi)^{-1} \ln(4 \sin^2((t - s)/2))$, truncating the resulting series at term $n$, and using the trapezoid rule on $2n$ subintervals to approximate each of the Fourier coefficients in the finite sum. Key to this derivation is the fact that (cf. [4]),

\[-\frac{1}{2\pi} \int_0^{2\pi} \ln \left( 4 \sin^2((t - s)/2) \right) e^{imt} \, ds = \begin{cases} 0 & m = 0, \\ e^{imt}/|m|, & m \neq 0. \end{cases}\]

We also note that

\begin{equation}
\omega_j(t_i) = \tilde{\omega}_{i-j}, \quad \tilde{\omega}_k = \frac{1}{2n} \sum_{m=1}^{n} \frac{\cos(mt_k)}{m},
\end{equation}

which reduces computational costs in computing the weights when integrals involving $L_2$ are to be approximated at each $t_i$.

The Nyström method corresponding to these quadratures defines the approximations $V_i \approx V(t_i)$ as the solution of the linear system

\begin{equation}
\frac{V_i}{2} + \frac{\pi}{n} \sum_{j=0}^{2n-1} K(t_i, t_j)V_j = \sum_{j=0}^{2n-1} \left( \frac{\pi}{n} L_1(t_i, t_j) + \tilde{\omega}_{i-j} \right) G(t_j), \quad 0 \leq i \leq 2n - 1.
\end{equation}

Because the $\{(t_i, V_i)\}$ data approximates a smooth periodic function at equispaced points, it is natural to interpolate it with a trigonometric polynomial,

\begin{equation}
\tilde{V}(t) = \sum_{j=-n}^{n} d_j e^{ijt},
\end{equation}
for which we use a Fast Fourier Transform (FFT) to efficiently obtain the coefficients \( \{d_j\} \). The values \( \tilde{V}'(t_j) \) are the obtained by an inverse FFT (IFFT), using the coefficients \( \{i_j d_j\} \). From this, we obtain our approximation of the normal derivative of \( u \) at \( x_i = x(t_i) \) as

\[
\frac{\partial u}{\partial n}(x_i) = \frac{\partial v}{\partial t}(x_i) = \frac{V'(t_i)}{|x'(t_i)|} \approx \frac{\tilde{V}'(t_i)}{|x'(t_i)|}.
\]

For \( x_0 \in \Omega \) and its complex counterpart \( z_0 = x_0 \cdot (1, i) \), the parametrized form of the Cauchy integral formulas (3), and their Nyström-based approximations, are

\[
w^{(k)}(z_0) = \frac{k!}{2\pi i} \int_0^{2\pi} \frac{F(t) + i\tilde{V}(t)|x'(t) \cdot (1, i)}{|(x(t) - x_0) \cdot (1, i)|^{k+1}} \, dt.
\]

The integral involving \( \tilde{V}(t) \) in (22) is also approximated by the trapezoid rule. We already have the data \( \{V_j\} \) on hand for the trapezoid rule on \( 2n \) subintervals, but we can cheaply double or quadruple (etc.) the number of subintervals via the FFT/IFFT approach to “fill in” data at the new nodes. In several of the experiments in this section and the next, we report how these richer versions of the trapezoid rule compare with the baseline trapezoid rule.

For both examples in this section we use the harmonic conjugate pair

\[
u(x) = \ln|x|, \quad v(x) = \arctan(x_2/x_1) - v_{ave}, \]

where \( v_{ave} \) is the constant such that \( \int_{\partial \Omega} v \, dS = 0. \) Both domains, which are pictured in Figure 1, are in right half-plane. These experiments were done in MATLAB, using its built-in “backslash” direct solver for the linear system (19) and FFT/IFFT for computing the trigonometric interpolant \( \tilde{V} \) and its derivative.

**Example 2.1 (Bean Shape).** We consider the domain \( \Omega \) bounded by the curve

\[
x(t) = (\cos t + 0.65 \cos(2t), 1.5 \sin t) + P , \quad P = (3, 1) .
\]

In this case, \( v_{ave} \approx 0.28612463903164437066124552 \), correct in all digits shown, up to rounding in the last digit. In Table 1 we report various errors with respect the problem-size parameter \( n \) from (19). These errors are:

(a) The maximum absolute error in the approximation of \( \partial u/\partial n \) at the nodes \( x_i = x(t_i) \).

(b) The absolute error in the approximation of \( u \), its first partial derivatives and its second partial derivatives at two points in \( \Omega \).

For the errors in (b), we experiment with three different levels of resolution for the trapezoid rule in the approximation (22). The lowest level of resolution, indicated by the label \( \zeta = 1 \), uses exactly the data \( \{(t_i, V_j)\} \) computed in (19). The next level of resolution, indicated by \( \zeta = 2 \), corresponds to augmenting the
Table 1. Beau: Errors in approximating the normal derivative of $u$ on $\partial \Omega$, and its values and first and second partial derivatives at two points, $P_1 = (4, 1/2)$ and $P_2 = (3, 9/4)$, in $\Omega$. Below this are the exact values of $u$ and its first and second partial derivatives at these points.

<table>
<thead>
<tr>
<th></th>
<th>$n = 16$</th>
<th>$n = 32$</th>
<th>$n = 64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial u_n$</td>
<td>1.4989e-04</td>
<td>1.0888e-08</td>
<td>9.3328e-13</td>
</tr>
<tr>
<td>$u(P_1)$</td>
<td>1.8243e-03</td>
<td>3.9705e-05</td>
<td>5.1622e-10</td>
</tr>
<tr>
<td>$u(P_2)$</td>
<td>7.8176e-05</td>
<td>1.1441e-07</td>
<td>9.3259e-15</td>
</tr>
<tr>
<td>$u_{x_1}(P_1)$</td>
<td>4.3305e-01</td>
<td>1.3028e-05</td>
<td>6.8491e-08</td>
</tr>
<tr>
<td>$u_{x_2}(P_1)$</td>
<td>4.4526e-02</td>
<td>1.6231e-03</td>
<td>8.3801e-08</td>
</tr>
<tr>
<td>$u_{x_1}(P_2)$</td>
<td>4.4379e-03</td>
<td>1.0111e-06</td>
<td>1.2859e-13</td>
</tr>
<tr>
<td>$u_{x_2}(P_2)$</td>
<td>3.4742e-03</td>
<td>3.7146e-06</td>
<td>6.9197e-13</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_1)$</td>
<td>1.8676e+00</td>
<td>4.7321e-02</td>
<td>7.3981e-06</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_1)$</td>
<td>1.4898e+00</td>
<td>2.9545e-02</td>
<td>9.5720e-07</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_2)$</td>
<td>8.6408e-02</td>
<td>8.5098e-05</td>
<td>4.1156e-11</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_2)$</td>
<td>7.1994e-02</td>
<td>7.2353e-05</td>
<td>1.2868e-11</td>
</tr>
<tr>
<td>$u(P_1)$</td>
<td>3.9653e-03</td>
<td>5.0881e-10</td>
<td>4.4409e-16</td>
</tr>
<tr>
<td>$u(P_2)$</td>
<td>1.8213e-06</td>
<td>1.6698e-11</td>
<td>8.8818e-16</td>
</tr>
<tr>
<td>$u_{x_1}(P_1)$</td>
<td>1.4315e-05</td>
<td>6.8485e-08</td>
<td>1.0825e-15</td>
</tr>
<tr>
<td>$u_{x_2}(P_1)$</td>
<td>1.6223e-03</td>
<td>8.3802e-08</td>
<td>1.7486e-15</td>
</tr>
<tr>
<td>$u_{x_1}(P_2)$</td>
<td>3.2456e-06</td>
<td>1.5828e-11</td>
<td>1.6653e-16</td>
</tr>
<tr>
<td>$u_{x_2}(P_2)$</td>
<td>6.8505e-07</td>
<td>4.1912e-12</td>
<td>0</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_1)$</td>
<td>4.7319e-02</td>
<td>7.3981e-06</td>
<td>3.2960e-15</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_1)$</td>
<td>2.9546e-02</td>
<td>9.5720e-07</td>
<td>1.3543e-14</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_2)$</td>
<td>7.9112e-05</td>
<td>4.9585e-11</td>
<td>5.3429e-16</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_2)$</td>
<td>7.2458e-05</td>
<td>4.5001e-11</td>
<td>1.3878e-17</td>
</tr>
<tr>
<td>$u(P_1)$</td>
<td>5.2294e-08</td>
<td>7.4061e-12</td>
<td>1.7764e-15</td>
</tr>
<tr>
<td>$u(P_2)$</td>
<td>1.7069e-06</td>
<td>1.6707e-11</td>
<td>8.8818e-16</td>
</tr>
<tr>
<td>$u_{x_1}(P_1)$</td>
<td>1.2210e-06</td>
<td>5.8367e-12</td>
<td>1.9429e-16</td>
</tr>
<tr>
<td>$u_{x_2}(P_1)$</td>
<td>9.0129e-07</td>
<td>1.3441e-12</td>
<td>1.4155e-15</td>
</tr>
<tr>
<td>$u_{x_1}(P_2)$</td>
<td>4.2567e-06</td>
<td>1.5956e-11</td>
<td>2.4980e-16</td>
</tr>
<tr>
<td>$u_{x_2}(P_2)$</td>
<td>3.0296e-06</td>
<td>4.8828e-12</td>
<td>1.3878e-16</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_1)$</td>
<td>9.0848e-06</td>
<td>3.9098e-12</td>
<td>1.4433e-15</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_1)$</td>
<td>1.7443e-06</td>
<td>4.1441e-13</td>
<td>3.3567e-15</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_2)$</td>
<td>5.9859e-06</td>
<td>8.4289e-12</td>
<td>1.0408e-16</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_2)$</td>
<td>1.0520e-07</td>
<td>3.2132e-11</td>
<td>4.0246e-16</td>
</tr>
</tbody>
</table>

Table 1. Beau: Errors in approximating the normal derivative of $u$ on $\partial \Omega$, and its values and first and second partial derivatives at two points, $P_1 = (4, 1/2)$ and $P_2 = (3, 9/4)$, in $\Omega$. Below this are the exact values of $u$ and its first and second partial derivatives at these points.

<table>
<thead>
<tr>
<th>$P_j$</th>
<th>$u_j(P_2)$</th>
<th>$u_{x_1}(P_j)$</th>
<th>$u_{x_2}(P_j)$</th>
<th>$u_{x_1x_1}(P_j)$</th>
<th>$u_{x_1x_2}(P_j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>3.9400e+00</td>
<td>2.4615e-01</td>
<td>3.0769e-02</td>
<td>-5.9645e-02</td>
<td>-1.5148e-02</td>
</tr>
<tr>
<td>$P_2$</td>
<td>1.2524e+00</td>
<td>2.4510e-01</td>
<td>1.4706e-01</td>
<td>-3.8447e-02</td>
<td>-7.2088e-02</td>
</tr>
</tbody>
</table>

original data with interpolated data at the midpoints, $t_{i+1/2} = (t_i + t_{i+1})/2$. The finest level of resolution we will consider, indicated by $\zeta = 4$, corresponds to further augmenting the level-two data with interpolated data at the quarter-points, $t_{i+1/4} = (3t_i + t_{i+1})/4$ and $t_{i+3/4} = (t_i + 3t_{i+1})/4$. The computed spectral condition numbers of the matrices associated with (19) remain fixed at 5.9686e+00 for $n = 16, 32, 64$.

The high-order nature of the algorithm is apparent, with significant decreases in each measure of error as the number of points is doubled, reaching machine precision in many cases for $n = 64$. We also note that, for this problem, significant reductions in error are achieved for interior values by interpolating the computed data for the trapezoid approximation of (22).
Figure 2. Five-Petal: The errors, $V(t_i) - \tilde{V}(t_i)$, in approximating the Dirichlet trace of $v$ for $n = 32$ (left) and $n = 64$.

Table 2. Five-Petal: Errors in approximating the normal derivative of $u$ on $\partial \Omega$, and its values and first and second partial derivatives at two points, $P_1 = (2, 1/2)$ and $P_2 = (7/2, 1)$, in $\Omega$. Below this are the exact values of $u$ and its first and second partial derivatives at these points.

<table>
<thead>
<tr>
<th>$\zeta = 2$</th>
<th>$n = 16$</th>
<th>$n = 32$</th>
<th>$n = 64$</th>
<th>$n = 128$</th>
<th>$n = 256$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial u/\partial n$</td>
<td>5.5315e-01</td>
<td>1.2496e-01</td>
<td>3.5390e-03</td>
<td>3.4062e-06</td>
<td>2.9735e-12</td>
</tr>
<tr>
<td>$u(P_1)$</td>
<td>2.1926e-02</td>
<td>8.1485e-04</td>
<td>6.8438e-07</td>
<td>1.0090e-11</td>
<td>5.5511e-16</td>
</tr>
<tr>
<td>$u(P_2)$</td>
<td>2.1976e-02</td>
<td>8.1485e-04</td>
<td>6.8438e-07</td>
<td>1.0090e-11</td>
<td>5.5511e-16</td>
</tr>
<tr>
<td>$u_{x_1}(P_1)$</td>
<td>4.6939e-02</td>
<td>2.4008e-03</td>
<td>2.1684e-06</td>
<td>5.0886e-11</td>
<td>2.7756e-16</td>
</tr>
<tr>
<td>$u_{x_2}(P_1)$</td>
<td>3.3170e-02</td>
<td>2.2415e-03</td>
<td>2.1590e-07</td>
<td>5.0079e-11</td>
<td>2.0817e-16</td>
</tr>
<tr>
<td>$u_{x_1}(P_2)$</td>
<td>9.0903e-03</td>
<td>2.9921e-06</td>
<td>1.9011e-06</td>
<td>5.9653e-11</td>
<td>2.7756e-16</td>
</tr>
<tr>
<td>$u_{x_2}(P_2)$</td>
<td>1.6139e-02</td>
<td>6.4784e-04</td>
<td>1.0570e-08</td>
<td>2.8182e-11</td>
<td>3.8858e-16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$u(P_1)$</th>
<th>$u_{x_1}(P_1)$</th>
<th>$u_{x_2}(P_1)$</th>
<th>$u_{x_1x_1}(P_1)$</th>
<th>$u_{x_2x_2}(P_1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>7.2346e-01</td>
<td>1.1765e-01</td>
<td>-2.0761e-01</td>
<td>-1.1073e-01</td>
</tr>
<tr>
<td>$P_2$</td>
<td>1.2920e+00</td>
<td>7.5472e-02</td>
<td>-6.4808e-02</td>
<td>-3.9872e-02</td>
</tr>
</tbody>
</table>

Example 2.2 (Five-Petal Shape). We consider the domain $\Omega$ bounded by the curve

$$x(t) = (2 + \cos(mt))(\cos t, \sin t) + P, \quad m = 5, \quad P = (3, 1).$$

We use the same harmonic conjugates as were used in the Bean example, Example 2.1. In this case, $v_{ave} \approx 0.289910246091888587979329869$, correct in all digits shown. Plots of the errors, $V(t_i) - \tilde{V}(t_i)$, in the approximations of the Dirichlet trace of $v$, computed from the Nyström linear system (19) when $n = 32$ and $n = 64$, are given in Figure 2. For $n = 128$, the magnitude of maximal error is approximately $1.083 \times 10^{-8}$, while the mean magnitude of the errors is approximately $3.222 \times 10^{-9}$. We report the same kinds of errors as in the Bean example, for the choice $\zeta = 2$, in Table 2. There was modest improvement in errors by increasing from $\zeta = 1$ to $\zeta = 2$, but no further improvement for $\zeta = 4$. Because of the greater curvature of the domain, more points are needed to reach machine precision, but the same high-order convergence is clear. The computed spectral condition numbers of the associated matrices monotonically decrease from $9.7013e+00$ when $n = 16$ to $9.0344e+00$ when $n = 256$. 


3. Piecewise Smooth Boundary and Data

We briefly describe the key difficulties that arise when Ω has corners. The first is that neither of the integrands in (10) is a smooth periodic function for fixed x. More specifically, if z ∈ ∂Ω is a corner point where the interior angle is π/α, and x, y ∈ ∂Ω are on opposite sides of the corner, then

$$\lim_{y \to z} \frac{\partial \Phi(x, y)}{\partial n(y)} = \frac{\sin(\pi/\alpha)}{2\pi |x - z|}.$$  

This is clearly unbounded as x → z. Additionally, u and v are typically only Hölder continuous near z, with unbounded partial derivatives (cf. [3,20,21]). Again, more specifically,

$$|u(x) - u(z)| \sim a|x - z|^\alpha \text{ for } x \in \overline{\Omega}, \quad |\partial u/\partial n(x)| \sim b|x - z|^{\alpha - 1} \text{ for } x \in \partial \Omega,$$

for some constants a, b that are typically non-zero. The same holds for v. If the corner angle at z is obtuse, 0 < α < 1, then we expect the normal derivatives of u and v to be unbounded near z. Because of the assumption that u has piecewise smooth Dirichlet data, its tangential derivative will be bounded near z, but the tangential derivative of v, which is the normal derivative of u, will typically be unbounded in the case of obtuse angles. This singular behavior of u, v is illustrated in the Teardrop and Boomerang examples below (cf. [1,7]), both of which have a single corner, at the origin, with angle π/α, see Figure 3. For these examples we take the harmonic conjugate pair

$$u = r^\alpha \cos(\alpha \theta), \quad v = r^\alpha \sin(\alpha \theta),$$

where r = |x| and θ are the standard polar coordinates.

The second second difficulty is that the integral equation (10) is no longer valid, when viewed pointwise, at corners. It is well-known that

$$\int_{\partial \Omega} \frac{\partial \Phi(x, y)}{\partial n(y)} \, ds(y) = \begin{cases} -1/2, & x \in \partial \Omega \text{ not at corner} \\ -1/(2\alpha), & x \in \partial \Omega \text{ at } \pi/\alpha \text{ corner} \end{cases},$$

and a consequence of this is that, for z ∈ ∂Ω a corner with interior angle π/α,

$$\frac{v(z)}{2\alpha} + \int_{\partial \Omega} \left( \frac{\partial \Phi(z, y)}{\partial n(y)} + 1 \right) v(y) \, dS(y) = \int_{\partial \Omega} \Phi(z, y) g(y) \, dS(y).$$

A simple modification removes the α-dependency in the integral operator (cf. [7]),

$$|\partial \Omega| v(z) + \frac{v(x) - v(z)}{2} + \int_{\partial \Omega} \left( \frac{\partial \Phi(x, y)}{\partial n(y)} + 1 \right) (v(y) - v(z)) \, dS(y) = \int_{\partial \Omega} \Phi(x, y) g(y) \, dS(y),$$

for x = z and any x ∈ ∂Ω that is not at a corner. If z is the only corner, we may take (26) for all x ∈ ∂Ω. We will focus on that case for much of the discussion of how the approach from Section 2 must be modified. After developing an approach to treat domains with a single corner, we will briefly describe how it can be adjusted to accommodate multiple corners.

3.1. Domains with a Single Corner. Taking a smooth parametrization x = x(t) : [0, 2π] → ∂Ω of ∂Ω as before, with x(0) = x(2π) = z, and using the same notation as in Section 2, the parametrized version of (26) is

$$|\partial \Omega| V(0) + \frac{V(t) - V(0)}{2} + \int_0^{2\pi} K(t, s)(V(s) - V(0)) \, ds = \int_0^{2\pi} (L_1(t, s) + L_2(t, s)) G(s) \, ds$$

Both integrands in (27) are more challenging than in the smooth case, but both will be addressed by essentially the same quadratures as before (trapezoid and Martensen), after a suitable change-of-variable.

The relevant quadrature for the first integral in (27) is analyzed in [7], and we briefly describe it for a generic interval [a, b]. Given an integer p ≥ 2, let λ : [a, b] → [a, b] be given by

$$\lambda(t) = (b - a) \frac{[c(t)]^p}{[c(t)]^p + [1 - c(t)]^p} + a, \quad c(t) = \left(\frac{1}{2} - \frac{1}{p}\right) \left(\frac{2t - a - b}{b - a}\right)^3 + \frac{1}{p} \left(\frac{2t - a - b}{b - a}\right) + \frac{1}{2}. $$

The function $\lambda$ is strictly increasing, and $\lambda(t) - a$ and $b - \lambda(t)$ have roots of multiplicity $p$ at $a$ and $b$, respectively. Letting $h = (b - a)/m$ and $\tau_k = a + kh$, an $(m+1)$-point quadrature associated with this is based on the change of variable $t = \lambda(\tau)$,

$$\int_a^b F(t) \, dt = \int_a^b F(\tau) \lambda'(\tau) \, d\tau \approx \sum_{k=0}^m w_k F(t_k) \quad , \quad t_k = \lambda(\tau_k) \quad , \quad w_k = h\lambda'(\tau_k) .$$

Here $F \in C(a,b)$ is integrable, and typically very smooth in $(a,b)$. Since $\lambda'(a) = \lambda'(b) = 0$, we can omit the points/weights $(t_0,w_0)$ and/or $(t_m,w_m)$, and this is necessary when $F$ is unbounded at $a$ or $b$. In very
Table 3. Errors in the quadrature (29) for $\int_{-1}^{1} F(t)\,dt$ for some singular and “nearly singular” $F$. For the final, “nearly singular”, integrand, Gauss-Legendre quadrature errors are given for comparison.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$F(t) = (1 - t^2)^{1/3}$</th>
<th>$F(t) = (1 - t^2)^{-1/3}$</th>
<th>$F(t) = (1 + 10^{-4} - t^2)^{-1/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p = 5$</td>
<td>$p = 7$</td>
<td>$p = 5$</td>
</tr>
<tr>
<td>2</td>
<td>3.174e-01</td>
<td>3.174e-01</td>
<td>5.871e-01</td>
</tr>
<tr>
<td>4</td>
<td>1.020e-01</td>
<td>2.579e-01</td>
<td>4.682e-02</td>
</tr>
<tr>
<td>8</td>
<td>4.213e-04</td>
<td>2.057e-03</td>
<td>1.557e-03</td>
</tr>
<tr>
<td>16</td>
<td>5.184e-08</td>
<td>1.863e-07</td>
<td>1.341e-04</td>
</tr>
<tr>
<td>32</td>
<td>7.938e-10</td>
<td>7.244e-12</td>
<td>1.246e-05</td>
</tr>
<tr>
<td>64</td>
<td>9.114e-12</td>
<td>9.104e-15</td>
<td>1.197e-06</td>
</tr>
<tr>
<td>128</td>
<td>9.570e-14</td>
<td>4.441e-16</td>
<td>1.168e-07</td>
</tr>
<tr>
<td>256</td>
<td>0</td>
<td>8.882e-16</td>
<td>1.150e-08</td>
</tr>
<tr>
<td>512</td>
<td>2.220e-16</td>
<td>4.441e-16</td>
<td>1.135e-09</td>
</tr>
<tr>
<td>1024</td>
<td>1.332e-15</td>
<td>0</td>
<td>1.143e-10</td>
</tr>
</tbody>
</table>

general terms, increasing $p$ increases the order of the quadrature, but for a fixed $m$ a smaller $p$ may give a better result. Because this quadrature may be unfamiliar, we illustrate its performance in Table 3 on a few integrals, $\int_{-1}^{1} F(t)\,dt$, that are challenging for many quadratures. The first integrand, $F(t) = (1 - t^2)^{1/3}$, has stronger singular behavior than what would arise in the integration of $u, v$ along $\partial\Omega$. The second integrand, $F(t) = (1 - t^2)^{-1/3}$, has stronger singular behavior than what would arise in the integration of the tangential or normal derivatives of $u, v$ along $\partial\Omega$. Though one could, in principle, derive Gaussian quadratures integrals involving these kinds of singularities, the approach (29) does not require a priori knowledge of the particular kind of singularity, and is effective on a wide range of integrands by adjusting $m$ and/or $p$, so it is more of a multi-purpose quadrature scheme. The third integrand, $F(t) = (1 + 10^{-4} - t^2)^{-1/2}$, has singularities just outside the interval of integration, and we refer to it as being “nearly singular”, because its extremely large derivatives near $\pm 1$ make it essentially singular for numerical purposes. The integrand $F(s) = K(t, s)(V(s) - V(0))$ in (27), exhibits similar nearly singular behavior for $s$ near $2\pi$ when $t$ is close to 0, and for $s$ near 0 when $t$ is close to $2\pi$. For the final integrand, we compare the performance of (29) with Gauss-Legendre quadrature.

For integrands of the form $F(t) = (1 - t^2)^q Q(t)$, where $q > -1$ and $Q \in C^\infty(-1,1) \cap C[-1,1]$, one can see that the integrand after the change-of-variable $t = \lambda(\tau)$ has the form,

$$F(\lambda(\tau))\lambda' (\tau) = (1 - \tau^2)^{p(q+1)-1} R(\tau),$$

for some $R \in C^\infty(-1,1) \cap C[-1,1]$. It is well-known (cf. [16]) that error in the $(m + 1)$-point trapezoid rule decays like the $m^{th}$ Fourier coefficient of the integrand. In our case, that error is $O(m^{-p(q+1)})$, which is consistent with the convergence behavior seen for the first two integrands in Table 3, until the effects of double-precision arithmetic begin to dominate. This kind of analysis yields a slightly stronger convergence result than that given in [7].

The quadrature (29) will be used to approximate the integral on the left-hand side of (27), so we must approximate the integral on the right-hand side at these quadrature points, $t_k = \lambda(\tau_k)$. After the change-of-variable $t = \lambda(\tau)$, $s = \lambda(\sigma)$, the integral on the right-hand side of (27) becomes

$$J(\tau) = \frac{-1}{4\pi} \int_{0}^{2\pi} \ln(|x(\lambda(\tau)) - x(\lambda(\sigma))|)(\lambda(\sigma))(\lambda'^{'}(\sigma))\,d\sigma$$

$$= \frac{-1}{4\pi} \int_{0}^{2\pi} \ln\left(\frac{|x(\lambda(\tau)) - x(\lambda(\sigma))|^2}{4\sin^2((\tau - \sigma)/2)}\right) G(\lambda(\sigma))(\lambda'^{'}(\sigma))\,d\sigma$$

$$- \frac{1}{4\pi} \int_{0}^{2\pi} \ln(4\sin^2((\tau - \sigma)/2)) G(\lambda(\sigma))(\lambda'^{'}(\sigma))\,d\sigma,$$
and we write $J(\tau) = J_1(\tau) + J_2(\tau)$ to correspond to this decomposition of the integral. The first of these, $J_1(t)$, is handled via the trapezoid rule in $s$, which corresponds to (29) in $s$. We note that

$$\lim_{\sigma \to \tau} \tilde{L}_1(\tau, \sigma) = 2 \ln(|x'(\lambda(\tau))| \lambda'(\tau)) \quad \text{where} \quad \tilde{L}_1(\tau, \sigma) = \ln \left( \frac{|x(\lambda(\tau)) - x(\lambda(\sigma))|^2}{4\sin^2((\tau - \sigma)/2)} \right).$$

The integral $J_2(\tau)$ is handled by Martensen quadrature, as before. These quadrature choices yield a natural analogue of the Nyström linear system (19), given by

$$|\partial\Omega|V_0 + \frac{V_i - V_0}{2} + \sum_{j=0}^{2n-1} K(t_i, t_j)w_j(V_j - V_0) = \sum_{j=0}^{2n-1} \left( \tilde{L}_1(\tau_i, \tau_j)w_j + \tilde{\omega}_{i-j} \lambda'(\tau_j) \right) G(t_j),$$

for $0 \leq i \leq 2n - 1$, where $w_j, t_j, \tau_j$ are described between (28) and (29), with $(a, b) = (0, 2\pi)$ and $m = 2n - 1$. Since $w_j = (\pi/n)\lambda'(\tau_j)$ in this case, we may re-express the terms in the second sum as

$$\left( \tilde{L}_1(\tau_i, \tau_j)w_j + \tilde{\omega}_{i-j} \lambda'(\tau_j) \right) G(t_j) = \left( \tilde{L}_1(\tau_i, \tau_j) + (n/\pi)\tilde{\omega}_{i-j} \right) w_j G(t_j).$$

The structure of the linear system (31) suggests that an iterative linear solver such as GMRES [15] is a natural choice, and that is what we use in our experiments below.

Let $W(\tau) = V(\lambda(\tau)) = V(t)$. The values $V_i = V(t_i) = W(\tau_i)$ are associated with an even spacing in $\tau$, not $t$, so it makes sense to use the data $\{(\tau_i, V_i)\}$ to construct a trigonometric polynomial $W(\tau) \approx W(\tau)$ and evaluate it and its derivative using the same FFT/IFFT approach as in the smooth boundary case. We have the obvious relationship, for $x = x(t)$,

$$\frac{\partial u}{\partial n}(x) = \frac{\partial v}{\partial t}(x) = \frac{V'(t)}{|x'(t)|} = \frac{W'(\tau)}{|\lambda'(\tau)|}. \quad (32)$$

Working with $W$, instead of $V$, is very natural for a few reasons. The first is that $W$ has greater Hölder regularity than $V$. More specifically, $V'$ is typically unbounded near 0 and $2\pi$ when the interior angle at the corner is obtuse, whereas $W'$ is not. This is illustrated in Figure 4 for the Boomerang domain (see Figure 3 and Example 3.2), with $\alpha = 2/3, p = 7$ and $v = r^\alpha \sin(\alpha \theta)$. Moreover, for sufficiently smooth $\psi$ we have

$$\int_\Omega \nabla u(x) \cdot \nabla \psi(x) \, dx = \int_{\partial\Omega} \frac{\partial u}{\partial n}(x) \psi(x) \, dS(x) = \int_0^{2\pi} V'(t) \tilde{\psi}(t) \, dt = \int_0^{2\pi} W'(\tau) \tilde{\psi}(\lambda(\tau)) \, d\tau,$$

where $\tilde{\psi}(t) = \psi(x(t))$. For example, taking $\psi = u$, we may obtain an accurate approximation of the $H^1(\Omega)$ seminorm of $u$ by computing the boundary integral.
Example 3.1 (Teardrop Domain). The boundary of the Teardrop domain is parametrized by
\[ x(t) = (2 \sin(t/2), -\beta \sin t) \quad , \quad \beta = \tan(\pi/(2\alpha)) \]
for some fixed \( \alpha > 1 \), and \( t \in [0, 2\pi) \). Choosing \( \alpha = 3/2 \) results in \( |\partial \Omega| \approx 8.48833106732042534480158779233 \), correct to all digits shown. Since \( \partial u / \partial n \) is unbounded, in Table 4 we instead report the maximal error in the approximation of \( W' \) at the nodes \( x_j = x(\lambda(\tau_j)) \), along with the errors in the approximations of \( u \) and those of its derivatives at two test points, for \( n = 32, 64, 128 \). Because increasing the interpolation parameter \( \zeta \) yields some improvements in the approximation of \( u \) and its derivatives in the interior, we report the results for \( \zeta = 1, 2, 4 \). In each case we fix the Kress quadrature parameter \( p = 7 \).

<table>
<thead>
<tr>
<th>( \zeta )</th>
<th>( n = 32 )</th>
<th>( n = 64 )</th>
<th>( n = 128 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W'(\tau) )</td>
<td>2.4757e-08</td>
<td>1.1834e-10</td>
<td>2.2128e-11</td>
</tr>
<tr>
<td>( u(P_1) )</td>
<td>7.9294e-04</td>
<td>3.6510e-05</td>
<td>7.5064e-09</td>
</tr>
<tr>
<td>( u(P_2) )</td>
<td>9.5304e-05</td>
<td>2.8453e-09</td>
<td>8.5709e-14</td>
</tr>
<tr>
<td>( u_x(P_1) )</td>
<td>1.2030e-01</td>
<td>4.1148e-03</td>
<td>2.5001e-07</td>
</tr>
<tr>
<td>( u_x(P_2) )</td>
<td>2.0874e-03</td>
<td>1.2807e-07</td>
<td>2.3204e-13</td>
</tr>
<tr>
<td>( u_{xx}(P_1) )</td>
<td>6.733e-02</td>
<td>5.1754e-04</td>
<td>1.7720e-06</td>
</tr>
<tr>
<td>( u_{xx}(P_2) )</td>
<td>2.523e-03</td>
<td>4.8239e-07</td>
<td>9.4480e-14</td>
</tr>
<tr>
<td>( u_{xx}(P_1) )</td>
<td>6.0023e+00</td>
<td>2.4731e-01</td>
<td>1.8116e-04</td>
</tr>
<tr>
<td>( u_{x1}(P_2) )</td>
<td>4.5915e-02</td>
<td>5.7993e-06</td>
<td>1.9174e-13</td>
</tr>
<tr>
<td>( u_{x2}(P_1) )</td>
<td>1.4401e+00</td>
<td>2.8889e-01</td>
<td>2.7358e-04</td>
</tr>
<tr>
<td>( u_{x2}(P_2) )</td>
<td>5.1692e-02</td>
<td>1.9819e-05</td>
<td>1.3299e-13</td>
</tr>
</tbody>
</table>

Table 4. Teardrop: Errors in approximating \( W'(\tau) \) on \( \partial \Omega \), and the values of \( u \) and its first and second partial derivatives at two points, \( P_1 = (1/4, -1/4) \) and \( P_2 = (3/2, 1/2) \), in \( \Omega \). Below this are the exact values of \( u \) and its first and second partial derivatives at these points.
Example 3.2 (Boomerang Domain). The boundary of the Boomerang domain is parametrized by
\[ x(t) = (-\frac{2}{3}\sin(3t/2), \beta \sin t) \quad \beta = \tan(\pi/(2\alpha)), \]
for some fixed \(1/2 < \alpha < 1\), and \(t \in [0, 2\pi)\). In this case choosing \(\alpha = 2/3\) gives a boundary length of \(|\partial\Omega| \approx 6.038382737179698567469163685137\), correct to all digits shown. For \(n = 32, 64, 128\) and fixed Kress quadrature parameter \(p = 7\), we report the maximal errors in \(W'\), as well as pointwise errors in the approximation of \(u\) and its derivatives at two test points in \(\Omega\), in Table 5. Increasing the interpolation parameter to \(\zeta = 4\) only yielded significant improvement of the approximation of the second derivatives at one of the points, \(P_2\), when \(n = 32\). The errors in this case were 2.6027e-07 and 1.1944e-07 for \(u_{x_1 x_1}(P_2)\) and \(u_{x_2 x_2}(P_2)\), respectively.

3.2. Domains with Multiple Corners. We now consider domains with \(m\) corners. Proceeding counterclockwise along \(\partial\Omega\), label the successive corner points \(z_0, z_1, \ldots, z_{m-1} \partial\Omega\), taking \(z_m = z_0\) for convenience. Let \(\partial\Omega_k\) be the arc (edge) of \(\partial\Omega\) having endpoints \(z_k\) and \(z_{k+1}\). For the \(k\)th edge, we introduce the parameterization \(x_k : [0, 2\pi] \to \partial\Omega_k\). The overall parameterization \(x : [0, 2m\pi] \to \partial\Omega\), taken counterclockwise, may then be described by
\[ x(t) = x_k(t - 2k\pi) \quad \text{when} \ t \in [2k\pi, 2(k+1)\pi], \quad \text{for} \ k = 0, \ldots, m - 1. \]

The remaining modification to make in (26) is to choose \(z = z(x)\) to be to the nearest corner point for each \(x \in \partial\Omega\). More specifically, if \(x\) is a corner point, then \(z(x) = x\); otherwise, if \(x \in \partial\Omega_k\), \(z(x)\) is the nearer of \(\partial\Omega_k\).

Table 5. Boomerang: Errors in approximating \(W'(\tau)\) on \(\partial\Omega\), and the values of \(u\) and its first and second partial derivatives at two points, \(P_1 = (0, 1/5)\) and \(P_2 = (1/5, -2/5)\), in \(\Omega\). Below this are the exact values of \(u\) and its first and second partial derivatives at these points.

<table>
<thead>
<tr>
<th>(n)</th>
<th>(W'(\tau))</th>
<th>(u(P_1))</th>
<th>(u_x(P_1))</th>
<th>(u_{xx}(P_1))</th>
<th>(u_{x_1 x_1}(P_1))</th>
<th>(u_{x_2 x_2}(P_1))</th>
<th>(u(P_2))</th>
<th>(u_x(P_2))</th>
<th>(u_{xx}(P_2))</th>
<th>(u_{x_1 x_1}(P_2))</th>
<th>(u_{x_2 x_2}(P_2))</th>
</tr>
</thead>
</table>

\[ P_1 = (0.1001, 0.098726e-01, 0.098999e-01, -1.6454e+00) \]
\[ P_2 = (0.43261e-01, 0.81308e-01, -3.1447e-01, -6.1376e-02, 6.4688e-01) \]
Figure 5. Polygon: The hexagonal domain $\Omega$ used in Example 3.3. 

the two endpoints $z_k$ and $z_{k+1}$. In light of these modifications, the parameterized version of (26) is

$$\left| \partial \Omega \right| c(t) + \frac{V(t) - c(t)}{2} + \int_0^{2\pi} K(t,s) (V(s) - c(t)) \, ds = \int_0^{2\pi} (L_1(t,s) + L_2(t,s)) G(s) \, ds$$

where $c(t) = v(z(x(t)))$. We again approximate these integrals by employing a combination of Kress and Martensen quadratures, as in the single corner case, on each edge. Interpolation of the computed data is done over the whole boundary, not over the individual edges.

**Example 3.3 (Polygon Domain).** Let $\Omega$ be the non-convex hexagon having vertices

$$\{(0,0), (1,0), (1,1), (-1,1), (-1,-1), (0,-1)\},$$

listed in counter-clockwise order—see Figure 5. The (initial) parameterization of the boundary is given by (33), with

$$x_k(t) = \frac{2\pi - t}{2\pi} z_k + \frac{t}{2\pi} z_{k+1}.$$ 

We consider the harmonic conjugate pair

$$u = r^\alpha \sin(\alpha \theta), \quad v = -r^\alpha \cos(\alpha \theta),$$

where $\alpha = 2/3$. Note that the average value of $v$ on $\partial \Omega$ is 0. The singular behavior of $u$ (and $v$) near the re-entrant corner is typical for the interior angle $\pi/\alpha = 3\pi/2$. As with the previous examples, we use the Kress quadrature parameter $p = 7$, and vary both the level of discretization $n$ and the level of interpolation $\zeta$. The high-order convergence with respect to $n$ is again observed in Table 6.

**Example 3.4 (Polygon Domain Revisited).** Let $\Omega$ be as in the previous example. For $0 \leq k \leq 5$, let $f_k \in C(\partial \Omega)$ be the piecewise linear function defined by the relations $f_k(z_j) = \delta_{jk}$. Taking $f_k$ to be the Dirichlet data for $u$, the corresponding Neumann data for $v$ is piecewise constant. This example is motivated by BEM-FEM discretizations, as discussed in the Introduction. The analytical solutions are unknown, but we numerically estimate $u$, $|\nabla u|$, and $\partial u/\partial n$ and report the results in Figure 6, for the cases $k = 0, 1, 2, 3$. The cases $k = 4, 5$ can be obtained by using the symmetry of the domain. We use $n = 32$, $p = 7$, and $\zeta = 8$, and evaluate $u$ and $|\nabla u|$ on a uniform grid with spacing $1/64$ to obtain contour plots. Using $n = 128$ and $p = 7$ ($\zeta$ is irrelevant in this case), the normal derivative is approximated as suggested in (32), and plotted versus the parameter $t$ over $[0, 12\pi]$. We see that $\partial u/\partial n$ is unbounded at the non-convex corner ($t = 0, 12\pi$) in each case, as is typically expected, and has jump discontinuities at some of the remaining corners. Increasing the parameters made no difference in these plots.
Table 6. Polygon: Errors in approximating $W'(\tau)$ on $\partial \Omega$, and the values of $u$ and its first and second partial derivatives at two points, $P_1 = (1/4, 9/10)$ and $P_2 = (-1/20, -1/20)$, in $\Omega$. Below this are the exact values of $u$ and its first and second partial derivatives at these points.

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$n = 16$</th>
<th>$n = 32$</th>
<th>$n = 64$</th>
<th>$n = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W'(\tau)$</td>
<td>7.7254e-03</td>
<td>1.1453e-04</td>
<td>2.2814e-06</td>
<td>1.8316e-07</td>
</tr>
<tr>
<td>$u(P_1)$</td>
<td>6.6297e-03</td>
<td>5.7811e-05</td>
<td>4.1972e-09</td>
<td>3.307e-16</td>
</tr>
<tr>
<td>$u(P_2)$</td>
<td>1.5058e-05</td>
<td>4.8988e-09</td>
<td>7.3890e-12</td>
<td>4.2050e-15</td>
</tr>
<tr>
<td>$u_{x_1}(P_1)$</td>
<td>1.9742e-01</td>
<td>2.4367e-03</td>
<td>1.1353e-07</td>
<td>1.8387e-15</td>
</tr>
<tr>
<td>$u_{x_1}(P_2)$</td>
<td>4.8618e-03</td>
<td>3.4046e-06</td>
<td>3.1533e-11</td>
<td>1.6143e-13</td>
</tr>
<tr>
<td>$u_{x_2}(P_1)$</td>
<td>3.2064e-01</td>
<td>5.6750e-03</td>
<td>8.1358e-07</td>
<td>1.4211e-14</td>
</tr>
<tr>
<td>$u_{x_2}(P_2)$</td>
<td>4.2469e-03</td>
<td>1.8955e-07</td>
<td>1.3488e-10</td>
<td>7.5218e-14</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_1)$</td>
<td>1.6738e+01</td>
<td>5.5570e-01</td>
<td>1.5752e-04</td>
<td>2.5635e-12</td>
</tr>
<tr>
<td>$u_{x_1x_1}(P_2)$</td>
<td>9.2550e-02</td>
<td>8.4052e-04</td>
<td>2.9843e-09</td>
<td>6.6480e-12</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_1)$</td>
<td>9.3136e+00</td>
<td>2.2078e-01</td>
<td>1.7471e-05</td>
<td>1.1505e-12</td>
</tr>
<tr>
<td>$u_{x_1x_2}(P_2)$</td>
<td>2.0567e+01</td>
<td>5.4375e-04</td>
<td>1.4660e-09</td>
<td>7.9936e-15</td>
</tr>
<tr>
<td>$u_{x_2x_2}(P_1)$</td>
<td>6.2931e-04</td>
<td>1.9405e-06</td>
<td>2.8162e-09</td>
<td>6.6311e-12</td>
</tr>
<tr>
<td>$u_{x_2x_2}(P_2)$</td>
<td>5.7766e-05</td>
<td>4.0115e-09</td>
<td>1.6342e-13</td>
<td>1.3323e-15</td>
</tr>
</tbody>
</table>
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Figure 6. Polygon: Contour plots of $u$ (left column) and $|∇u|$ (center column) for piecewise linear data considered in Example 3.4. The normal derivative $∂u/∂n$ is plotted in the right column. Rows correspond to $k = 0, 1, 2, 3$, respectively.
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