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Abstract

Leveraging the knowledge of an organization is an ongoing challenge that hassgve

to the field of knowledge management.  Yet, despite spending enormous sums of
organizational resources on Information Technology (IT) systems, exeawoggsize

there is much more knowledge to harvest. Prediction markets are emerging as one tool
to help extract this tacit knowledge and make it operational. Yet, prediction sparket

like other markets, are subject to pathologies (e.g., bubbles and crashes) which

compromise their accuracy and may discourage organizational use.

The techniques of experimental economics were used to study the chdresteris
prediction markets. Empirical data was gathered from an on-line asynchronous
prediction market. Participants allocated tickets based on private infmmnaat,

depending on the market type, public information indicative of how prior participants had
allocated their tickets. The experimental design featured three leVetdbhck (no-
feedback, percentages of total allocated tickets and frequency of totatedldickets)

presented to the participants.

The research supported the hypothesis that information assimilation in feedibketsma

is composed of two mechanisms - information collection and aggregation. These are
defined as:

e Collection - The compilation of dispersed information - individuals using their own

private information make judgments and act accordingly in the market.



e Aggregation - The market's judgment on the implications of this gatherethatfon
- an inductive process. This effect comes from participants integrating publi

information with their private information in their decision process.

Information collection was studied in isolation in no feedback markets and the hgipothe
that markets outperform the average of their participants was supported. polieekis

that with the addition of feedback, the process of aggregation would be present was also
supported. Aggregation was shown to create agreement in markets (as measured by
entropy) and drive market results closer to correct values (the known praés)bilit
However, the research also supported the hypothesis that aggregation can lead to

information mirages, creating a market bubble.

The research showed that the presence and type of feedback can be used to modulate
market performance. Adding feedback, or more informative feedback, incrbased t
market's precision at the expense of accuracy. The research supported theskgpot
that these changes were due to the inductive aggregation process whichagresieent
(increasing precision), but also occasionally generates informatiagesi{which

reduces accuracy).

The way individual participants use information to make allocations was chaedte
In feedback markets the fit of participants' responses to various decisiorsmodel
demonstrated great variety. The decision models ranged from little use ofatitor

(e.g., MaxiMin), use of only private information (e.g., allocation in proportion to



probabilities), use of only public information (e.g., allocating in proportion to public
distributions) and integration of public and private information. Analysis of all
feedback market responses using multivariate regression also supported thediypot
that public and private information were being integrated by some panti€ipd he

subtle information integration results are in contrast to the distinct diflesesgen in
markets with varying levels of feedback. This illustrates that the elifters in market
performance with feedback are an emergent phenomenon (i.e., one that could not be

predicted by analyzing the behavior of individuals in different market ngti

The results of this study have increased our collective knowledge of market@mparati
have revealed methods that organizations can use in the construction and analysis of
prediction markets. In some situations markets without feedback may be eegrefer
option. The research supports the hypothesis that information aggregation in feedback
markets can be simultaneously responsible for beneficial information piuges well

as harmful information mirage induced bubbles. In fact, a market subjeattgemi

prone data resembles a Prisoner's Dilemma where individual ratioeslitysrin

collective irrationality.
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1 Motivations and Research Questions
The motivations and research questions for the present study are explained otitns se

1.1 Motivations
“If only HP knew what HP knows, we would be three times more productive

Lew Platt, while CEO of Hewlett-Packard

Leveraging the knowledge of an organization is an ongoing challenge that hasggve
to the field of knowledge management.  Yet, despite spending enormous sums of
organizational resources on Information Technology (IT) systems, exeagoogmize
there is much more knowledge to harvest — as expressed by Lew Platt’'s coniihent.
role and issues associated prediction markets as a tool to reveal latent knavitleitige

the organization are discussed below.

1.1.1 Organization Knowledge Management
Knowledge Management (KM) is a field within the area of Informationrtgei® which

deals with the organizational use of information and knowledge. The field is of great
practical value to organizational Information Technology (IT) groups —ghtite group

that develops and deploys computer and technology systems for the organization’s
employees. KM is discussed in numerous books and academic journals - cf. (tagbowi

1999), (Tiwana, 2002), (Davenport & Prusak, 1998), (Choo, 1998) and (Nissen, 2006).



1.1.2 Issues with Sharing Information
Studies have shown that knowledge management (KM) projects can encounter a variety

of problems and challenges (c.f. Gupta, lyer, & Aronson, 2000; Lin & Kwok, 2006;

Sharp, 2003). Invariably, these problems are the result of unforeseen side effects

manifested by theystenbeing manipulated — namely the organization. Fundamentally,

a KM system requires that members of the organization share their knowlddgenay

simply mean making explicit knowledge accessible to others or transfotaaiihg

knowledge into explicit knowledge for sharing. There are a number of reasons an

individual may not be willing to share their knowledge (Ciborra & Patriotta, 1998)

(Gilmour, 2003; Schutte & Snyman, 2006):

e Individuals may feel theiproprietary knowledge is a competitive advantage versus
their fellow employees — resulting in a prisoner’s dilemma (Jolly &&and, 2008)

e They may fear loss of power or control

e They may fear ridicule or criticism

e They may not feel sharing fair, as described by experimental economics research
(Sigmund, Fehr, & Nowak, 2002).

¢ Organizational culture may not be conducive to knowledge sharing &drahey,
2000).

1.1.3 Wisdom of Crowds
The termWisdom of Crowdw/as popularized by the best-selling book of the same title

by James Surowiecki (2005), a business columnist faléve Yorkemagazine.
Surowiecki’s book is important for at least two reasons: 1) he does a crebibie |
collecting the most important ideas and research; and, 2) he presents tied mater

very readable fashion, bringing the topic to a large group of business managers.



The thesis of the wisdom of crowds is that the diverse knowledge and expertise of a
group can potentially be harnessed and applied to a range of problems. Further, the
argument offers that, by virtue of the aggregated diversity, these groups aatrapipte
outperform groups of experts. Several other books have been written on the general
topic of crowd wisdom with similar discussions (Sunstein, 2006), (Benkler, 2006),

(Tapscott & Williams, 2006), (Rheingold, 2002).

Surowiecki’'s main thesis is that there are four conditions that charactese crowds:

Diversity of opinion

Independence

Decentralization (people are able to specialize and draw on local knowledge)
An aggregation mechanism

These concepts are discussed below.

1.1.3.1 The Value of Diversity

Scott Page is professor and researcher at the University of Michigan. HiShmok
Difference(Page, 2007) develops ideas around diversity in groups. One of the main
propositions he develops is what he calls “the crowds beats the average law.” This
asserts “Given a collection of diverse predictive models, the collectivecpoedss more
accurate than the average individual predictions.” That isdlective prediction error

is less than thaverage individual erro(Hong & Page, 2004). Hong and Page develop
this assertion via modeling and a mathematical derivation. Their derivatiothe st

of assumptions listed below:

e Agents are intelligent (that is, they can find a marginally better solution)
e The problem is difficult (that is, no agent can always find the optimal solution)



e Diversity of agents (if the predictions differ then prediction diversitytrhas
positive)

e The best agent is unique
Given these conditions, Hong and Page assert that groups of diverse problem anlvers c
outperform groups of high-ability problem solvers. So, the theorem asserts that both
ability and diversity contribute to the wisdom of crowds.
1.1.3.2 The Power of Greater Numbers — and Independ ence
Nicolas de Condorcet, was a French philosopher and mathematician who developed what
is today known a€ondorcet's Jury theoref@ondorcet, 1785). The theorem states that
for a group making a binary decision by majority rule then if each member’s ditybabi
of making a correct choice is greater than ¥z the probability that the groupsdesill

be correct increases as the number of members of the group increasesmehapgrl as

the group grows infinitely large.

In Condorcet’s proof of the theorem, he assumed independence of the voters in order to
eliminate dependent probabilities from the calculation. Ladha (1992) has studied
Condorcet’s theorem under the conditions of correlated votes. Ladha summarizes his
findings as:
“for large groups, Condorcet’s results would hold under fairly general conditions.
For small groups, the conditions are severe. Finally, under reasonable
assumptions, B the probability that a majority selects the better alternative,
would be inversely related to p, the average of the coefficients of correlation.”
In summary, given the assumption that each member’s probability of being cerrect i

greater than %2, then:

e Greater numbers improves the result
e Greater independence improves the result
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1.1.3.3 Aggregation Mechanisms
To extract the wisdom of the crowd a mechanism is needed to aggregate inputs. Chief

among these mechanisms are polls and markets. Surowiecki opens his book by
recounting the story of British scientist Francis Galton’s description @ighivjudging

contest at the 1906 West of England Fat Stock and Poultry exhibition. For a small fee,
fair participants could make a guess of the weight of an ox which was on display. The
best guesses received prizes. Some 800 people entered the contest, a diverse mix of
people attending the fair. After the contest Galton collected the tekétsnalyzed

them. He used the sample mean as a representation of the group’s collective guess.
The sample mean turned out to be 1,197 pounds. The correct weight of the ox was 1,198

pounds. This is an example of an incentivized poll.

Another prime example of an aggregation mechanism is a double auction market.
Surowiecki illustrates the wisdom of crowds at work in a market with the stodemar
reaction immediately following the Challenger Space shuttle explosion. nvdifiew

hours of the explosion, the stock price of Morton Thiokol, manufacturer of the solid

rocket boosters which were the cause of the explosion, had dropped much lower than the
stock of all the other space shuttle contractors (Maloney & Mulherin, 2003). However,
there was no comment from NASA or any other authority on the cause of the accident for
several days. The next day the NY Times noted “There are no clues &useeot the

accident.” However, the stock market had already made a corress@ment.



1.1.4 Prediction Markets and Organizational Use
Prediction markets (also called predictive markets, informatiarkets, decision markets,

idea futures, event derivatives and virtual markets) are a type of markét vam be

used to harness the wisdom of crowds. A prediction market is a type of futures market
designed to extract information about some type of future event. Typically, an
instrument (e.g., a futures contract) is created whose final value is tieditbutteeevent.

The current market prices can be interpreted as predictions of the probalihigyesient

or the expected value of the parameter. Example use of prediction markets by
organizations include aids in demand forecasting (Hopman, 2007). Prediction markets
are the topic of several current books — (e.g. Abramowicz, 2007; Hahn & Tetlock, 2006).
Also, of note, analyst firms such as Forrester Research which do researgsis amal
consultation for IT organizations have begun writing about and recommending prediction

markets as an business tool (Young, 2008).

Prediction markets offer a financial incentive for organizational membgarticipate.
This directly addresses some of the barriers to sharing mentioned abovealsBage
argues that incentives are important as they drive out less accurateigmediotd more
heavily weight accurate ones (as long as the predictors understand howeatb@yra

might be).

Anonymity is another critical characteristic of prediction marketbis addresses some
of the mentioned barriers to sharing as well as some of the group deliberases &

described by Sunstein (2006).



Organizational prediction markets have been used for financial forecasthaddles
predictions. However, this tool has organization hurdles to overcome (H. Berg)
including:
e Concern about self-fulfilling late forecasts (e.g., an employee naakes
prediction and proceeds to reduce his effort)
e Potential for negative consequences (e.g., if a prediction market predrcieet
will miss a schedule, employees may reduce their work effort)
e Fit to the project process flow (e.g., data must be available when it canrhave a
impact)

e Negative impressions around prediction markets (e.g., insider trading, gambling
bad, not appropriate for work, betting on failure, etc.)

1.1.5 Accuracy of Prediction markets
Berg et al. (2008) review the accuracy of lowa Electronic Marketisi¢dal Market

forecasts. They analyzed the results of 49 markets covering 41 elections in 12sountri
They not only compared the markets to the actual results, but also to leading opinion
polls. Their results showed prediction markets exhibit excellent accuracy and no

observed bias.

1.1.6 Limitations of Prediction Markets
However, prediction markets, like all markets, are subject to anomalies which can

compromise their accuracy - market bubbles and crashes as prime example
Surowiecki chose the title of his book as a word-play off the title of another vaoufa
book about crowd behavidéxtraordinary Popular Delusions & the Madness of Crowds
by Charles Mackay (1932). Mackay’s book, originally published in 1841, has several

chapters on economic bubbles in history including the Dutch tulip mania of the early



seventeenth century and the South Sea Company bubble of the early eighteenth century.
Prediction markets may have difficulty gaining broad organizational ulseyifare
understood to work only ‘some of the time’ (consider the thought experiment of an

engineering software package which works correctly ‘most’ of the time).

1.1.7 The Role of Feedback in Markets
Markets integrate varying levels of positive and negative feedback. Ifke@tnpaices an

asset below its intrinsic value then some market participants will buyteéhatausing
the price to increase. Buying will continue until the price has risen close tottinsic
value. This self correcting, negative feedback, loop is fundamental to the correct
functioning of a market. However, the buying process, creating the risoeg pmay
trigger other participants to also buy; this additional buying creates evenpmoe
increases and can cause further buying. This represents positive feedbeltlcamhi

continue for extended periods.

1.1.8 Motivations of the Research
The motivation of the present study is to better understand the underlying rsethani

and some of the design parameters of prediction markets in order to help organizations
design more effective information tools. In particular, the research seekteto bet

understand the role of feedback in these markets.



1.2 Research Questions
The research questions focus on key aspects of prediction market use in organizational

settings and are summarized below.

1.2.1 What are the Mechanisms Involved in the Infor mation
Assimilation Process?

What are the mechanisms by which markets assimilate information? isAthatrole of
feedback in these processes? What types of failure mechanisms die pogshow

should a prediction market organizer deal with them?

1.2.2 How does the Presence and Type of Feedback im  pact Market
Performance?

As mentioned there are multiple aggregation methods. The incentivized poll worked
extremely well in the Ox weight contest. A traditional market structor&ed in the
Challenger example. How do the factors of feedback structure and incentives impac

performance? How should an organization choose?

1.2.3 How do Individuals use Information in the All  ocation Process?
How are participants using private and public information in their decision proeesses

how does that impact the market performance? Can these strategies leeiPodel

Table 1 summarizes the research questions and their relevance to the ooyehizati

prediction market designer.



Research Question

Relevance

What are the mechanisms involved in the
information assimilation process?

How does a market achieve its results and how
can it be managed?

What are the error mechanisms in markets?
And how can they be managed?

How does the presence and type of feedback
impact market performance?

What is the relationship between prediction
market designs and performance? Which
structure should an organizational decision
maker choose for their particular task?

How do individuals use information?
What are the models for individual behavior?

Can the performance of the market be
improved by changing participants' behavior?
Who should be invited to participate?

Table 1. Summary of research questions.
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2 Literature Review, Synthesis and Experimental
Hypotheses

In this section the relevant literature is reviewed and synthesized to britigealdtail

relevant to this work.

2.1 Market Background
This section reviews the important concepts from the study of markets.

2.1.1 Market Types
Many market types are available (cf. Harris, 2003 for more details). &leé ex

dynamics will depend on the type of market as well as a host of other chatiaste
associated with that market - e.qg., liquidity, presence of market maésts, etc. The
discussion here will focus on three common methods: double auction; parimutuel; and
fixed winnings.

2.1.1.1 Double Auction

Double auction markets are the most common form of markets in the financial world.
They are also quite common in prediction markets — with the lowa Electronictmarke
being one example. Potential buyers and sellers submit bid and ask prices. When an
overlap occurs (that is, bids greater than asking prices) a transaction can dbeur
efficiency of a double auction market is dependent on the number of participants and the
liquidity (frequency of buying and selling). For large capitalization comegan a

major stock market (e.g., NASDAQ), double auction markets work extremély viéne

spreads between, bid and ask prices are small, and many shares are titzateitieso
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prices are stable. However, for smaller markets, which typify manyiaegeonal

prediction markets, double auction markets may be problematic. Double auction market
processes have been studied extensively by traditional game theoristblfohs;1992)

as well as complexity scientists (cf. Friedman & Rust, 1993).

2.1.1.2 Parimutuel Markets

Parimutuel betting systems have been developed as an alternative nmacketestor
prediction markets. The parimutuel system as a prediction market waldyieikplored

by Plott et al. (Plott, Wit, & Yang, 2003). Parimutuel systems are commuoiamy
gambling environments such as horse racing. In this system all betscackipta a

pool. The organizer removes a share (often called the take or vig) and the remsainder i
split amongst all winning tickets. The organizer often shows a running sumnthey of
collected bets; for example, in the case of a horse race, the odds ardezhkoda

displayed as the bets are received.

2.1.1.3 Fixed Winnings

Another market type, called here fixed winnings, would constitute a lotteghwhi
provides a fixed payout for each correct answer (Shelley, 1989). This type et mark

will be used in the present research.

2.1.2 Information Assimilation Capability of Market s
The concept of a market’s ability to aggregate information goes back toosdnee

fundamental concepts of classical economics. Smith’s (1776) invisible hand and
Hayek’s (1945) giant processing machine for decentralized information &bluke

information processing capability of markets. However, the ideas werefutigre
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developed with th&heory of Rational Expectatioasd theEfficient Market Hypothesis
Before reviewing these theories let's examine what economists meaggt®gation.

There are two tasks for the market:

e Bring together diverse sets of information and methods of interpreting irtforma

e Make a judgment about what that information means

Some economists use the combined terntisseminate and aggregaie convey the
multiple tasks. However, in other cases, only aggregation is used. One couldhargue t
the word aggregate may not precisely convey both functions so this work uses the term

assimilate.

The theory of rational expectations states that agents, acting with coaquiess to the
relevant information, forecast events in the future without bias.  Any errorsvthed

be due to random events. The theory is generally attributed to the American istonom
John Muth (1961). Grossman (Grossman, 1981; Grossman & Stiglitz, 1980) performed
the theoretical analysis to show that under conditions of asymmetric inforyidue

theory of rational expectations leads to effective aggregation of infamniayia market.

The theory grew from a response to the theory of adaptive expectations héldrg of
Adaptive Expectationasrgues that future values are based on past values. However, the
value cannot reach equilibrium under this assumption. So, rational expectations theory
was developed to be consistent with equilibrium conditions. It is worth noting that the
rational expectations hypothesis does not assume every decision of each individual i
rational. Rather it assumes that the sum of all decisions by all markeippais has no

systematic bias and uses all relevant information in the formation of thetatipec
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The theory of rational expectations can then be used to build the Efficient Market
Hypothesis (Fama, 1965) . The efficient market hypothesis asserts thatsvzae

efficient in terms of the prices, that is, the price reflects all knowmaetenformation.

If the theory is strictly correct, then it would not be possible to outperform tHeema
Since all known information is integrated into prices, only unknowable new information
can affect prices and thus prices should be described by a random walk {eebigot

made by Bachelier (1900) in his dissertation sixty years prior).

Plott and Sunder (1988) empirically showed that properly designed markets can indeed
aggregate information. In their experiments, they defined three possibéecstasture
(X, Y and Z). If the correct state of nature (drawn randomly) was Z, thiethéa
traders were told ‘X is not correct’ and the other half were told ‘Y is not ddrrddus,
the collective information of the group was sufficient to precisely defingubestate.
They created double auction experimental markets for this researchcanedsthat
some of these markets disseminated and aggregated the information byycorrec
forecasting the correct state.

2.1.2.1 Theoretical Challenges to Classical Models

Several theoretical challenges to the classical models of mafiketrefy have been
proposed. These are outlined below.

2.1.2.1.1 Keynesian Beauty Contest

Keynes (1936) questioned whether market participants were pricing based on

fundamental values or beliefs about other market participants. He used tlyy ahalo
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beauty contest to illustrate the point. In his fictional example he supposed a newspaper
contest asked participants to predict the faces that would be judged the most keautiful
win a prize. A simple strategy is to choose faces that the entrant considerédlbeaut
However, a more sophisticated strategy would be to consider public perception and to
attempt to predict the public’s choice. An even more sophisticated stratedyy lve to
assume other participants were also using this strategy and theref@sktlsetd predict
what other participants think the public’s perception will be. This line of thinking can be

carried out indefinitely.

The Keynesian beauty contest represents another branch of game theonyscbwabr
common knowledge (Binmore, 1991). A simple game sometimes called the number
guessing game (or k game) was developed to test the ideas of the beauty déatés
participant is asked to choose a number between 0 and 100. A prize is awarded to the
participant whose number is closest to 2/3 of the average. The first order reasoning
might be an expectation that the average between 0 and 100 will be about 50 and 2/3 of
50is 33. However, if everyone were to pick 33, then the correct choice is 22. However,
if everyone were to choose 22, the correct choice would be 15. The Nash equilibrium
for this game is 0, and that's whatagional player should choose under the assumptions

of common knowledge.  Camerer, Ho and Chong (2004) reviewed 24 published
experiments on the k-game. The lowest winning number in all the experiments was 15.
There was some variation across class of participant, incentives andaebetitmost

participants only think a few levels deep.
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2.1.2.1.2 The Efficient Market Paradox
The efficient market paradox, or information paradox, was originally proposed by

Grossman and Stiglitz (1980). The paradox argues that if the markets réflect al
information then there are no opportunities and no one will trade. However, markets
require trading to be efficient since trading is the process which agegdbat
information. So, if everyone believes the efficient market paradox, then riovitiold,

as there will be no trading.

Sornette (2003) makes an interesting observation about this paradox:

“the more active and efficient the market, the more intelligent and hard working
the investors; as a consequence the more random is the sequence of price changes
generated by such a market. The most efficient of all is one in which price
changes are completely random and unpredictable. ... Information leads to
randomness, while lack of information leads to regularities.”

One argument is that the paradox can be solved from a dynamic perspgictivier &

Butler, 2007) as a small time advantage can be sufficient incentive to aaodire

disseminate new information (trade).

2.1.2.2 Practical Challenges to Classical Models: B ubbles/Mirages

Bubbles represent a significant challenge to classical models of mdiienely. The

market work on bubbles and mirages will be reviewed.

2.1.2.2.1 Classical Work on Bubbles, Crashes and Mirages

Brunnermeir (2001) defines a bubble as a persistent deviation of an assebprids fr

fundamental value. This definition creates a conundrum with identifying a bubble in

process since for so many assets there is no way to strictly identifitrinsic value.

Given that, many bubbles are only identified after a sudden drop in price (callethla cra
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The logic behind this being that there was no sudden change in the asset or information
associated with that asset which could have accounted for the sudden chaefygethe

the prior value was in fact a bubble.

Some argue that the existence of bubbles and crashes disprove the efficient market
hypothesis. However, the efficient market hypothesis only asserts thaaitdible
information held by traders is aggregated in prices. There is no assertioitieynteff

market hypothesis that the information is fundamentally correct.

Charles Mackay (1932) spent three chapters discussing economic bubbles irtbkiding
South Sea Company and Mississippi Company bubbles of the early eighteduti ce

and the Dutch tulip mania of the early seventeenth century. Burton MakiB&dom
Walk Down Wall Streg003) makes spirited references to Mackay’s descriptions. As a
more recent example, the dot-com stock rise and fall of the late 1990'’s is dissrine
bubble (Shiller, 2000).

2.1.2.2.2 Bubbles in Experimental Economics

Bubbles have been repeatedly created in the markets of experimental esdjchmic

Porter & Smith, 1995; V. L. Smith, Suchanek, & Williams, 1988). In these experiments
the conundrum over fundamental values can be explicitly addressed. For example, s
of the securities used in the trading experiments had precise values through thei
experimental lifetime. Miller (2002) provides a synthesis of these expaisrand

observes that momentum and excess capital as two common contributing factors to

bubbles. For example, the movement of price towards its fundamental value provides
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the momentum which can create an overshoot bubble. He also observes that increased
availability of trading capital (fiat money given to participants) leadsoth the

likelihood and size of bubbles.

2.1.3 Prediction Markets
Recent books (Abramowicz, 2007; Hahn & Tetlock, 2006) and an extensive literature

review (Tziralis & Tatsiopoulos, 2007) are available on prediction markédsly a

small sampling of this literature will be discussed here.

Tziralis and Tatsiopoulos (2007) reviewed 155 articles published bet88€nand 2006.
These span a wide range of topics including theoretical work, market description,
applications and legal or policy concerns. They found the pace of publication to be

increasing with very high growth in the last 5 years.

The lowa Electronic Market (IEM), begun in 1988, is the most recognized and earliest
example of a prediction market (R. Forsyth, Nelson, Neumann, & Wright, 1992).
Established by the business school at the University of lowa, this is a fututes foa
political events — with greatest notoriety around US Presidential electidys

mentioned the markets have been shown to be very accurate and consistently predict

better than more traditional methods such as polling (J. Berg et al., 2008).

Incentives are fundamental in economics. Many organizational prediction snaifieet

a monetary incentive (Hopman, 2007). Other organizational markets offer (Cowgi
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Wolfers, & Zitzewitz, 2008) prizes (such as company logo shirts or capsth hBve

been shown to be effective. It is worth noting that employees participatir@gm@any
prediction market have indirect incentives. For example, if the results of thetrage

used by the management and this helps the project to succeed then the company may
improve its overall results. This could benefit participants in various wagsigafiom
securing their own job to adding to their financial interests (e.g., in @rbenuses,

stock options, etc.).

2.1.4 Experimental Prediction Markets
Of prime interest in this area are the experimental prediction manigetaized and

reported by Charles Plott and colleagues at The California Institute lohdlegy

(Caltech). These works followed the framework of experimental economiwsyin t
attempt to control the information given to participants. In these marketsigzarts,
almost exclusively Caltech students, are given controlled information wehprimarily

balls drawn from an urn.

A brief description of the urn markets will be given. Participants are giveat@idata
and can observe how other participants are acting (public data). The prigate dat
consists of a set of draws from an urn. In what they describe as the Probabilis
Information Condition (PIC) the urn contains 15 balls. The balls consist of 6 types
representing the states of nature — here considered simply to be lettesaghthr

Prior to the prediction market (PM) the researcher randomly chooses one dfghe ba

be the correct state. This selection is not revealed to the participants. Shppose t
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random selection chooses B to be the correct state.  The urn would then be populated
with 5 B balls, and 2 balls of each of the other types. Participants know the relative
percentages but do not know which state is correct. Each PM participant is then given
the results of three draws from the urn, with replacement. The result of these thre
draws, the draw set, is the private information of each participant. Thepzantgcare

given an allocation of fiat which can be used to purchase tickets across tatesix s

The cumulative purchased tickets are displayed and available to the partieitiaats

public information. After the PM closes, and the correct state is revealed, ihesplit
evenly across the tickets purchased for the correct state. Any unuseddiatned to

the researcher (so there is no incentive to hold fiat).

Plott, Wit and Yang’s paper “Parimutuel betting markets as informatioregagon
devices: experimental results” remains the most important work on expelfimenta
parimutuel markets (2003).  Plott and team ran two types of experiments. itatihe f
balls were drawn from an urn and results given to participants as describedRili)ve
The second type of experiment was called ‘Not sets.” Here, there wereiaghaites

of nature, but participants were given definitive information about what stateowas
correct. Enough information was supplied such that the group, as a whole, could
precisely determine the correct state if they were able to share atdkei Participants
were given an allocation of fiat money with which to purchase tickets. Ondeaged;
tickets could not be refunded or excharfge®nce the market was complete, the

winning pot was split evenly across all correct tickets. The numbers of pamtin

! This eliminates the possibility of a crash
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the markets ranged from 10-15. The markets were open for between 4 and 5 minutes.
Participants were told that they could randomly close any time after 4 siin&#ett and
team conclude that information aggregation can be detected in both types of markets
They also observed mirages (defined as the mode of the distribution being on matincor
state), which occurred 9 times in the 38 markets they ran (23.4%). The team observed
that the majority of the tickets were allocated in a small time window jjigsttp the

earliest time the markets could close. They felt this behavior inhibited theyatygmneof
information. Further, they observed bluffing and long shot bias in the markets, although

they noted these effects were small.

In a second set of experiments at Caltech, Axelrod et al. (Axelrod, Kulutt, IRoust,
2007) made two modifications to the market structure: 1) a cost for waiting was
implemented by increasing the price of tickets with time; 2) opening a secoket ma
immediately after the first market had finished. The team theorizeddhn of the
observed effects such as the long shot bias were the result of disequilibrium wgash ar
from the fact that tickets cannot be resold. So, the second market was openauhéfter fi
odds from the first market were published to the group, but before the correct state of
nature was identified. They found that both of these mechanisms improved tlge abilit
of the market to aggregate information as compared to the original mechanism.

However, mirages continued to occur at similar fates

2 In the non-repeated market mirages occurred i@®81arkets (32%) in the repeated market mirages
occurred in 8/42 markets (19%)
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In another set of experiments at Caltech, Roust and Plott (2005) designed ayeno sta
market. First, participants were given private information as before. \Widreythen
given an allocation of fiat to purchase tickets in a market without feediveatkt it was

an incentivized poll). The results of the first phase were then published to the group
without identification of the correct state. Then, a second market, with feedbagk, wa
conducted as described in the Axelrod experiment, with an increasing cokets 8s

the experiments proceeded. Table 2 shows the results. Overall, they observed
approximately the same rate of mirages (27/90 or 30%). It is interestiogde that
mirages were seen in the first round (incentivized poll). However, in 70 of the 90
markets they only had 10 participants. This small number could lead to statistical

anomalies in the ball draw

First Stage Prediction Second Stage Predictign Count
Correct Correct 63
Incorrect Incorrect 18
Correct Incorrect 1
Incorrect Correct 4

Table 2. Summary of results from Roust & Plott Expeiments (2005)

% Of the 18 where both first and second stage werariect, 14 predicted the same state while 4 predi
different states
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2.2 Individual Decision Processes
Aspects of the subject's decision processes are examined in tloa.sethie focus will

be on the processes involved in experimental prediction markets.

2.2.1 Overview
Decision frameworks and the overall steps in the allocation process aresédc Figure

1 shows an overview of the steps in the decision process in the experimental prediction
market used in this study. The three stages include: gathering of data including the
private draw and public information if available; assessment of the probabititytya

given state is the correct state; and, finally a decision of how to allodetésti

Public Data:
Cumulative Allocation

A B C DEE

2494511524876 24
Judgment - Decisions -
= Assessment of Allocate tickets
Gather data — | Probabilityofeach [—* across the
state being correct states

Private Data:
Draw Set
Figure 1. Steps in the ticket allocation process

There are a number of excellent sources of review of existing work in judgneent a
decision making. Hastie and Dawes (2001) provides an excellent overview of key
issues in judgment and decision making. Resnick (1987) also provides an excellent
overview of decision theory. Camerer (1995) provides an excellent overview and

specifically highlights areas relevant to economics. Baird (1989) givescatient
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overview of key decision analysis tools. Camerer’s [Refkavioral Game Theory
(2003) gives an excellent review of research on descriptive behaviors irodscisder

conflict.

2.2.2 Judgment - Assessment of Probability
After collecting their data, participants must make an assessment obHability of

each state being the correct state.

2.2.2.1 Bayes’ Theorem

Using only the private information, Bayes’ Theorem can be used to calculate the
posterior probability that any state is the correct state given any ratioloi of draws

from the urn. Bayes’ Theorem is shown below -

p(H prior)>< p(D | H)

p( Dindependeh_ of _ hypothesig

p(H post | D) =

Where:
P(Hprior) = prior probability of the hypothesis
p(D|H) = conditional probability of the data given the hypothesis

p(D) = probability of the data = p(H)p(D|H) + p(-H)p(D|-H)
P(Hpos{D) = posterior probability of the hypothesis given the data

The probabilities for the Plott PIC market are calculated and shown in J.abl€here
are three possible types of draws: all three balls match (e.g., AAA, BB8, €ic.); Two
balls match (e.g., AAB, AAD, BBC, etc.); or none of the balls match (e.qg.,, ABHE-,
AEF, etc.). These three types are shown as the rows in the table. For tbevfiadit r

balls match, then the posterior probability that the ball type received is thetsbate is
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calculated to be 75.8% (that is, if the experiment of drawing balls from the urn were
repeated a large number of times, 75.8% of the time that three matching Isalls wa
received, the type of ball received would be the type with 5 balls in the urn — the correct
state). Still, it is possible to draw three balls of the incorrect stataqthath two balls

in the urn). This will happen 4.8% of the time. Again, the urn contains 5 balls of the

correct state of nature and 2 balls of each of the other states.

Most 2" Most 2" Most Each Not
Frequent (e.g., Frequent (e.g., Frequent (e.g., Drawn (e.g.,
A) B) C) DEF)
Three matching draws 75.8% 4.8% 4.8% 4.8%
(e.g., AAA)
Two matching draws 49.0% 19.6% 7.8% 7.8%
(e.g., AAB)
Three different draws 23.8% 23.8% 23.8% 9.5%
(e.g., ABC)

Table 3. Bayesian posterior probabilities of privaé information

To illustrate the calculation consider the situation where a participaivesa draw of 2
A balls and 1 C ball. What is the probability that A is the correct state?
P(Hprior )= 1/6 (all equally probable)

p(D|H) = probability A given A is the correct state (i.e., Urn is biased for A)
= (1/3)"2 * (2/15)"1 * (2/15)"0 * (2/15)™0 * (2/15)"0 * (2/15)"0

P(Dindependent of hypothe}s
(((a/6) * (1 / 3) "#A * (2 /1 15) " (Total - #A)) +
((a/6) * (1 /3)~#B * (2 /15) ~ (Total - #B)) +
((1/6) * (11 3)~#C * (21 15) ~ (Total - #C)) +
((a/6) * (1 /3)~#D * (2/ 15) ™ (Total - #D)) +
((1/6) * (1 /3)"#E * (2/ 15) ~ (Total - #E)) +
((a/6) * (1 /3) "#F * (2 / 15) ~ (Total - #F)))

Where, Total = Total number of balls drawn = 3
and, #A=2, #C=1, All other=0
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p(Hprior ): 1/6
p(AH)= .0148
p(Dindependent of hypothe}% .0025 + .0004 + .0010 + .0004 + .0004 = .0050

P(A|D)=((1/6)*.0148)/.0050 = .4902

2.2.2.2 Departures from Bayes' Theorem
Several research studies have shown significant deviations frges'Bheory in practice.

2.2.2.2.1 Base Rate Neglect

The phenomenon of base rate neglect was first outlined in a famous experiment by
Kahneman and Tversky (1973) and repeated by Maya Bar-Hillel (1980). A story
approach was used to describe the situation of an accident involving taxi cabs where
participants overwhelmingly demonstrated a neglect for the base rate ioladipty

assessment responses.

El-Gamal and Grether (1995) performed an extensive bingo cage expenortesitthe
usage of Bayesian rules. Two bingo cages with different distributions of leaéls w
randomly selected by the draw of a ball from a third cage. The distribution izl
varied in the initial cage and the usage of fier probability was studied. They found
that the most prominent rule being used was Bayesian. However, they did see
significant numbers of subjects which used alternative rules. The second mostrcomm
rule they saw in the subjects they caltedresentativenessHere participants based

their choices on how the ball draw matched the cage composition, and thus egsentiall

neglecting the ratio of balls in the first cage.
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2.2.2.2.2 Conservatism
Experiments by Phillips and Edwards (1966) saw that subjects behave conslgriiae.,

update posterior probabilities insufficiently on the basis of new information) under
various experimental conditions. They found:
"... conservatism was unaffected by prior probabilities, remained constant as the

amount of data increased, and decreased as the diagnostic value of each datum
decreased."

In the EI-Gamal and Grether (1995) experiments mentioned in section 2.2.2.2.1 in the
third most prominent rule observed, which they catledservatismsubjects over

weighted the data based on the composition of the first cage.

A large number of studies have shown a common bias being overestimation of the
probability of low frequency events and underestimation of the probability of high
frequency events (Fischhoff, Lichtenstein, Slovic, Derby, & Keeney, 19&dtjie &

Dawes, 2001; Viscusi, 1985). For example, Hastie and Dawes (2001) show a graph of
the statistical estimate of deaths per year for various causes vs. timejidbestimates

by participants. Very low frequency events are shown to be overestimatectsl se

orders of magnitude. At the other end of the scale, subjects were seen to underestima

common causes of death by several orders of magnitude.
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Anchoring and adjustment is a potential mechanism for the conservative behavior
(Tversky & Kahneman, 1974). Subjects can anchor on any initial information and falil

to adjust for the task.

2.2.2.2.3 Pseudodiagnosticity
Pseudodiagnosticity is a consequence of the failure to consider alterngidibdses in a

probabilistic inference task (Dougherty, Mynatt, Tweney, & Schaivo, 19795 It
evaluating the diagnosticity of information on the basis of only one of the required
conditional probabilities. Eddy (1988) found 95% of practicing physicians grossly
miscalculated the inferred incidence of cancer in his experiment.  Edilyhase
following statement in his experiment:
“The prevalence of breast cancer is 1% for women over age 40. A widely used
test, mammography, gives a positive result in 10% of women without breast
cancer, and in 80% of women with breast cancer. What is the probability that a
woman in this age class who tests positive actually has breast cancer?”
While the correct answer is 7.5% as calculated using Bayes’ theorem, 95 out of 100

physicians responded “about 75%.” Eddy attributed this to a failure to consider the

alternative hypothesis.

2.2.2.2.4 Other Factors
Gigerenzer and Hoffrage (1995) have studied the effect of data shown as frequency

versus percentages in Bayesian probability tasks. Their research shows mgre nea

Bayesian behavior with frequencies than with percentages or probabilities.
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2.2.2.3 Integrating Multiple Data Sources
Information integration theory was developed by Norman Anderson (1981) and seeks to

describe how information is integrated in the judgment and decision process. The theory
asserts individuals go through a valuation phase followed by an integration phase.
valuation focuses on the psychological judgment of value or probability as opposed to the
corresponding observable measures. Integration involves the method the decision
maker uses to combine multiple inputs. The theory argues that individuals use simple

algebraic rules in the integration processes.

Anderson describes a relevant experiment with two urns. Each has a specified
proportion of red and white balls. One of the two urns will be selected with a given
probability. Subjects were asked the probability that a white ball would be drasmn gi

a mix of red and white balls in the two urns.  The probability model is:

Prob(White) = Prob(Urn A)Prob(White|Urn A) + [1- Prob(Urn A)] Prob(White|B)

Anderson’s results showed basic agreement between the subjects and thedpredict
probability. He suggested that this supported his cognitive algebra conceptsh&here

subjects are able to effectively perform multiplication and addition.

2.2.3 Decisions - Allocation of Resources
Once the participant has assessed the probability that any state ig¢lestate they

must make a decision on how to allocate their tickets. In this section relesamnts

are discussed.
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feedback markets approximately one third of participants' responses tt&snwhich
imply little use of information, while approximately 58% fit to models which did nse t
private information available. In feedback markets approximately a qoérte
participants' responses were fit to models which use little informationexgMin).
Approximately one third fit to models which use only private information (e acatibn
in proportion to probabilities). Another quarter fit to models which use only public
information (e.g. allocating in proportion to public information). Finally, only 10% of

participant's responses fit to models which integrate public and private itfmmma

No Percent Frequency

Feedback Feedback Feedback

Little Info Use 33.9% 24.4% 23.0%
Primarily Private Info 57.6% 31.7% 34.9%
Primarily Public Info - 26.9% 23.2%
Integrate Public & Private - 9.4% 10.8%
No Fit 8.5% 7.6% 8.1%

Table 69. Categorization of participants' responseby use of information (random draws experiment)
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5 Discussion, Conclusions and Next Steps
This section discusses and interpret the results, suggest future work azeatiay

application of simulation technology to the study of markets.

5.1 Conclusions
The research conclusions are reviewed in the context of the research questions and

experimental hypotheses.

5.1.1 What are the Mechanisms Involved in the Infor mation
Assimilation Process?

The idea and understanding that markets can assimilate information d&tés $@me

of the earliest work on economics. Smith (1776) and Hayek (1945) wrote of this and the
concept was used to build the fundamemtadory of Rational Expectatiorsd the

Efficient Market Hypothesisimportant pillars in modern economics. The ability of
markets to assimilate information was empirically shown by Plott (1988)he Ipresent

study the process of assimilation was discussed in terms of two components:

e The collection of diverse information - individuals using their own information
make a judgment about the implications of that information and bring this to the
market.

e The market's judgment on the implications of this gathered information - an
inductive process which Plott (2003) and others call information aggregation.

By studying markets with and without feedback these two mechanisms can be studied i

more detail.
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Hypothesis:
1. Markets without feedback can collect information and outperform the average

of their parts.

Hypothesis supported - In section 4.2.1 it was shown that no-feedback markets are
capable of collecting information in that their performance exceededfttieg collection
of the individuals. Specifically, the null hypotheses that Decisiveness andag&gc

were equal for markets and the collections of individuals were both rejected Gabl

Hypothesis:
2. Feedback markets have an inductive process, above and beyond collection,

which creates agreement (precision).

Hypothesis supported - Mean entropy of the cumulative allocations was exanihed.
data showed that feedback markets had statistically significantly vy than
markets without feedback; this is an indication of the inductive information aggregati

mechanism.

Hypothesis:

3. Feedback markets have an inductive process, above and beyond collection,

which can assimilate more information than markets without feedback.
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Hypothesis supported - In section 4.2.2 the performance of markets with and without
feedback was explored in order to understand the additive impact of the market's
inductive processes. The performance of the markets in terms of their desisj\tbae
ability of a market to come to a statistically significant conclusion canectness, the
ability of a market to come to a correct conclusion, was examined. It was diaiwn t
getting aggregation levels beyond the no-feedback case is a tradeo#edbatk
markets offering additional decisiveness at the expense of correctnémsactiial
induction mechanism itself was examined by looking at the mean Wurtz distance
between the cumulative allocations and the AlA distribution (or Aggregate lafiam
Available, the Bayesian posterior probability of the simple sum of all baNglr a
potential measure for perfect complete information aggregation as sayggd®lott et al
(2003)). The data showed that feedback markets' cumulative allocations hadadhatist
significantly lower Wurtz distances to the AlA distribution indicating theyewe
aggregating information above and beyond the collection of information by no-feedback

markets.

Hypothesis:
4. Information mirages are present in markets with feedback. They ar#act a
of the inductive process. These mirages are an error mechanism which reduces

the market's overall accuracy.

Hypothesis supported - Information mirages were postulated to be one of the failure
mechanisms of feedback markets. In the random draws experiment some atues wer
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observed which supported information mirages as a mechanism. Section 4.2.3.1
reviewed the allocations of several feedback markets in detail which picodee
qualitative evidence for information mirages. In section 4.2.3.2 the metric 'SAIIA of
distances' (section 3.4.1) for each market in the random draws experiment \wasstbm
to the market's aggregation performance by looking at the Wurtz distanaebdhe
current AlA distribution and the cumulative ticket allocation. A statisticadipificant
linear relationship (with positive slope) was seen for feedback markets,nehslech

relationship was seen for no-feedback markets.

The information mirage phenomenon was studied further using a mirage prone draw set
which was repeatedly applied to all markets. This was seen to negatipelst itine
correctness of both no-feedback and feedback markets; but with a much greatetampact
the feedback markets as shown in Table 70. After 13 stages, the correcteedbatk
markets was seen to drop to 28.6% compared to 74.6% in the random draws experiment.
This change was statistically significant at the 5% level (p-vallessfthan .001). The
correctness of the no-feedback markets was only reduced from 81.5% to 65%. This
change was not statistically significant at the 5% level (p-value of .173 thigtthere

were other factors which may have contributed such as the change in incentives

use of screening methods in the random draws experiment (see Table 24).
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No-feedback Feedback p-value
Decisiveness Random Draws 56.3% 70.8% 0.065
Mirage Prone 60.6% 48.3% 0.180
p-value 436 .005
Correctness Random Draws 81.5% 74.6% 0.338
Mirage Prone 65.0% 28.6% 0.013
p-value 173 <.001

Table 70. Comparison of decisiveness and correctrgesf no-feedback and feedback markets at stage
13 over the two experiments.

The fingerprint of information mirages was seen in several analysesrofrdge prone

data set. In section 4.3.2.1 it was seen that in contrast to the result of the random draws
experiment, the Wurtz distance between the AlA distribution and the final cuveulati
allocation was statistically significantly lower for no-feedbackkets. A histogram

(Figure 17) showed that the feedback markets had long tails of very low vathese-
induction was creating agreement on correct assessments - and vewmalaege where
induction was creating agreement on incorrect assessments as irdormaéges.

Similarly, the distributions for entropy were studied and also shown to havécshyis

significant greater variance.

The most conclusive evidence for information mirages in the feedback marketsanas s
in section 4.3.2.3. The relationship between the mean number of tickets allocated and
the sum of draws and the order weighted sum of draws was investigated. 58 able
showed a statistically significant linear relationship between the sumwe$ drad the
cumulative allocation for no-feedback markets. By contrast, the relationshigdethe
order weighted sum of draws and cumulative allocations was not significanteaickioé

the market. In stark contrast, Table 59 showed the opposite. For feedback tharkets
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relationship between the sum of draws and cumulative allocations was nataigrat

the end of the market while the relationship between the order weighted sum of draws
and cumulative allocations was statistically significant. This indsdhizt for feedback
markets early draws have a persistent impact on the cumulative altotatater

participants.

Charles Mackay, in his book ‘Extraordinary Popular Delusions and the Madness of
Crowds (1932)’ states:
"Men, it has been well said, think in herds; it will be seen that they go mad in
herds, while they only recover their senses slowly, and one by one."
He conveys a perspective that the root causes of bubbles are drastatadiyal
behavior brought about by the situation of the interactions. However, another
perspective is thatrational behavior is not required to generate bubbles. Is the logical
argument of the third person in an information cascade whose preceding participants have
both chosen a different door than their private information indicates (as discussed in
section 2.3.2.1) irrational? Instead, bubbles and mirages can also be causezhby syst
structure, diversity in participants and probabilistic variations in informationvesV
writes (2008):
“It is found that apparently contending theories, such as market informational
efficiency and herding, build in fact on the same principles of Bayesian decision
making. The upshot is that we do not need “irrational” agents to explain
herding behavior, crisis, and crashes.”

In fact, a market subject to a mirage prone data resembles a Prisaleens® (Zwick,

2011) where individual rationality results in collective irrationality.

147



Table 71 summarizes the experimental hypotheses and their evaluation in khisrwor
the research question "What are the mechanisms involved in the informationadssimil

process?"
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Hypothesis

Evaluation

1. Markets without
feedback can collect
information and
outperform the average ¢
their parts.

Supported - Section 4.2.1 - Markets vs. the collection o

decisiveness and correctness.
Df

individual allocations have statistically significant higher

2. Feedback markets ha
an inductive process,
above and beyond
collection, which creates
agreement (precision).

v&upported - Section 4.2.2.3 - Feedback markets have
statistically significantly lower entropy.

3. Feedback markets ha
an inductive process,
above and beyond
collection, which can
assimilate more
information than markets
without feedback.

yv&upported - Section 4.2.2.2 - Feedback markets have
statistically significantly lower Wurtz distances between
the cumulative allocations and the AlA distribution.

4. Information mirages
are present in markets
with feedback. They are
an artifact of the
inductive process. Thes
mirages are an error
mechanism which
reduces the market's
overall accuracy.

Supported - Section 4.2.3.1 showed qualitative data on
presence of information mirages. Section 4.2.3.2 show
that feedback markets have a statistically significant lin
relationship between the Wurtz distance between the A
edistribution and the cumulative allocation and the sum ¢
Waurtz distance between the intermediate (stage) AlA a
the final AIA distribution. Section 4.3.1.1 showed a
dramatic and statistically significant reduction in both
decisiveness and correctness for feedback markets wh
the mirage prone draw set was applied. By contrast,
feedback markets showed no statistically significant

prone draw set the no-feedback markets exhibited
statistically significantly smaller Wurtz distance betwee
the cumulative allocation and the AlA distribution than
feedback markets. This was seen to be the exact opp
relationship observed in the random draws experiment.
Section 4.3.2.3 showed a statistically significant linear
relationship between the sum of draws and the cumula
allocation for no-feedback markets (and no relationship
feedback markets). By contrast, a statistically significg
linear relationship between the order weighted sum of
draws and the cumulative allocation was found for
feedback markets (and no relationship for no-feedback
markets).

change. Section 4.3.2.1 showed that under the mirage

the
ed
ear
1A
f

en

pDSite

[ive
for
Nt

Table 71. Summary of hypotheses and evaluations fthe first research question - "What are the
mechanisms involved in the information assimilatiorprocess?"
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5.1.2 How does the Presence and Type of Feedback Im pact Market
Performance?

Hypothesis:

5. Adding feedback increases the decisiveness of a market at the expensefessire

Hypothesis Supported - Section 4.2.2.1 showed that markets with feedback had
statistically significantly higher decisiveness than markdétsout feedback. However,

markets without feedback had statistically significantly higher leMet®rrectness.

Hypothesis:
6. The type of feedback can modulate the induction process - more informative feedback

increases decisiveness at the cost of correctness.

Hypothesis Supported - Section 4.2.2.1 showed that frequency feedback markets had
statistically significantly higher decisiveness than percasediback markets.
Descriptively, percent feedback markets had higher correctness thamtngdeedback

markets, but that difference was not statistically significant at thee%ét |

The addition of feedback and the choice of type of feedback affords a tradeoff between
decisiveness and correctness. Figure 24 (duplicate of Figure 13 shown here for the
reader's convenience) illustrates this tradeoff. Adding feedback inEtease

information assimilation ability of a market by adding the inductive gbiliThis

increases decisiveness and reduces entropy. However, it brings theiposibil
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information mirages which reduce correctness. Frequency feedback, whichsdelive
more information to the market than percent feedback, descriptively inchedbes

effects over percent feedback. This suggests there is the possibility tataddal
inductive effect to some extent and match the market performance to the needs of the

organizer (see section 5.3.1 for more discussion).

105.0%

100.0% ¢ @ No Feedback -
95.0% M PercentFeedback
a Frequency Feedback
2 90.0%
©
g
5 85.0%
o
80.0% |
75.0%

70.0%
60.0% 65.0% 70.0% 75.0% 80.0% 85.0% 90.0% 95.0%

Decisiveness

Figure 24. Summary of market performance illustrating the tradeoff between correctness and
decisiveness after stage 20 of the random draws exjpment.

One analogy is to think of the feedback market as an amplifier - a Bayeyidifiea.
An amplifier takes a weak signal and turns it into a strong signal. Unfortynatel
amplifiers will amplify noise just as well as signal. Changing the poesand type of

feedback could be thought of as changing the amplification level.

In section 1.1.3 one of the four conditions in Surowiecki's main thesis for the wisdom of

crowds was independence. Complete independence would imply no feedback. In fact,
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no feedback markets did have distinct advantages, such as higher correctness. r,Howeve
markets with feedback, and thus some level of dependence, also displayed valuable

characteristics, such as higher decisiveness.

Comparing the results of section 4.2.2.2, where it was shown that markets with keedbac
had lower Wurtz distances to the final AlA distribution, and section 4.2.2.1, where it was
shown that no feedback markets had higher correctness, presents an apparent paradox
Both of these results represent measures of accuracy and feedback mapketsromed

in the first and no-feedback markets outperformed in the latter. The resolution to the
paradox comes from realizing that correctness is based on the two stageawvaluat
process described in section 3.1.1.5. Once a market allocation is judged as correct,
additional allocation of tickets to the correct state will not increase thsures of
correctness; however, they will decrease the Wurtz distance to final 8 once

statistical significance of the result is established, additional §amsthe inductive

process do not benefit correctness. However, this inductive process does create
information mirages which are adversely affecting correctness. TiEsmxhow
information aggregation is simultaneously increasing accuracy as judged\byttze

distance to final AIA and decreasing accuracy as judged by correctness

Table 72 presents a summary of the research hypotheses and their evalugt®n for
research question "How does the presence and type of feedback impact market

performance?"
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Hypothesis

Evaluation

5. Adding feedback
increases the
decisiveness of a
market at the
expense of
correctness.

Supported - Section 4.2.2.1 showed that markets with
feedback had statistically significantly higher decisivenes
than markets without feedback. However, markets withg
feedback had statistically significantly higher levels of
correctness.

[2)

ut

6. The type of
feedback can
modulate the
induction process -
more informative
feedback increases
decisiveness at the

cost of correctness

Supported - Section 4.2.2.1 showed that frequency feedh
markets feedback had statistically significantly higher
decisiveness than percent feedback markets. Descripti
percent feedback markets had higher correctness than
frequency feedback markets but that differences was not
statistically significant at the 5% level.

ack

vely,

Table 72. Summary of second research hypotheses atieir evaluation "How does the presence and

5.1.3 How do Individuals use Information in the All

Hypothesis:

type of feedback impact market performance?"

ocation Process?

7. In the absence of public data, participants allocate tickets in a Balfksian-

method (with base rate neglect growing with increasing number of matchisg ba

drawn)

Hypothesis partially supported - The literature, as discussed in Sectjgmezénted

potentially conflicting arguments for non-Bayesian behavior.

For exampe,rBte

neglect (section 2.2.2.2.1) and pseudiagnosticiy (section 2.2.2.2.3) might suggest a

different behavior than conservatism (section 2.2.2.2.2).
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The participants tended to behave more as predicted in section 2.2.2.2.2.. Figure 21 in
section 4.4.2 illustrated that participants over-allocate in low Bayesiaalmhiby

circumstances and under-allocate in high Bayesian probability circumstances

In the case of markets, this misallocation tendency has a negativeoefiacirket
performance as well as the individual's financial performance.urd=&H shows the

same data with an overlay to explain this. As will be shown in the simulatiortimnsec
5.2.5 markets where participants use more computation and information intensive
strategies (such as maximizing expected value) improve marketmarfoe. This

implies that allocations which would move the regression line closer to thetialfoisa
equal to the probability line would result in improved market performance. Further, a
strategy that maximizes expected value will result in a regre$ise that under allocates

on low probability events and over allocates on high probability events.

Over Allocation may be
rational for maximizing EV

IP Markets- N=8946
T T

100-  + + +‘
N
90 + + ‘ -
80+ ‘ 4
" Over ‘
0F + + AIIoc#tion | | g
60+ + + o+ ,);s/ B
c + + P /.\\
% 50F + ++ T t ) //0‘060\ R
<=2 + + ¥ .7 A
sob TF T p 'é;"\o(\ 4
Under g W
Allocation may 3of f%f % i 7
be rational for 20| m | i EI i
maximizing EV Nmist Under ‘
or g Allociation N
| TT Regression
0‘ - - -~ A=BP
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. 0.6
Bayesian Probability
Figure 25. Allocations vs. Bayesian probability fom no-feedback markets.
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Hypothesis:
8. In the presence of public data, participants allocate tickets by imegoablic

and private data

Hypothesis Supported - Section 4.4.3 analyzed the relationship between participants'
allocations, the public information available and their private information. Muéitea
regression indicated as the number of balls drawn for a particular steased in the
draw set the influence of public data increased. Table 63 showed the intexation t
(C3), which attempts to directly assess the integration effect, to lstichdly

significant and positive in value. The analysis with coefficients shown in Satdéso
demonstrated a differing influence of public data depending on the number of &aifs dr
This analysis, however, did not constrict the model to linearity as the previousdithdel
The increase in the coefficients demonstrated a non-linear effect. 7Badés the
coefficients from Table 62 along with the value of the increase. Noaté¢hh rate of
change in the coefficient values increases and then decreases as theafilnallbse

drawn increases.

Coefficient Value Difference from priof
Coefficient
B1 (O Balls Drawn) 17.51 -
B2 (1 Ball Drawn) 59.49 41.98
B3 (2 Balls Drawn) 104.95 45.46
B4 (3 Balls Drawn) 120.85 16.00

Table 73. Coefficients from Table 62
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The results for multivariate regression and univariate regression wenediffor the
case where three balls were drawn. Table 60 showed the univarate dogysdict no
relationship between the allocation and public data. However, the multivangdysia
did predict a relationship regardless of the equation form (Table 62 and Tablege
26 shows the scatter plot of allocations versus public allocation for the thredrbaiis
case. The univariate (from Table 60) and multivariate (from Table é8icped
allocation lines are shown. Visual inspection shows neither line to be an obviously
superior fit to the data. The small sample size (N=98) for this case istbketypart of
the issue for the univariate model. In the multivariate case, the model is able to dra
upon the other cases to strengthen the overall model and thus may have superior

prediction capability.
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Three balls drawn N=98
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Figure 26. Allocations vs. public data for 3 ballglrawn.

In addition to non-linearity in the relationship between allocations and balls drawa, ther
may be non-linearity in the relationship to allocation and public data. Figure 28 show

the allocations by participants in feedback markets for the random drawsrexger

when two balls were drawn. The pluses are allocations made by the AllP@halgor
(section 4.4.4). The pluses vary around a continuous curve because the allocation to an
individual state has dependence on the distribution of the rest of the public allocations
and how these relate to the ball draw in the draw set. The pluses tracereeapn-li

curve with changes in public allocation having more impact at lower values of publi

allocation. The slope of the regression fit to the experimental data pointssappear
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similar to the slope of the reference curve for higher values of public alocatThere
is some resemblance of the AllPct style curve and the shape of the exgalidata
points; however, the experimental points are notably lower (that is loweatedio¢chan

the AllPct style curve).

Two balls drawn N=870
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Figure 27. Participant's allocation vs. public all@éation from random draws experiment for two balls
drawn (shown as circles) with reference points addkfor the AllPct strategy (shown as pluses).

Hypothesis:

9. Participants will favor bets with a higher probability of winning over bets

which maximize expected winnings
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Hypothesis Supported - Section 4.4.4 showed that strategies that maximizeexpect
value are quite rare while strategies that generally allocate terpages are common.

One potential explanation for this behavior can be derived from analysis using the

Prospect Theory curve of values.

Prospect Theory Utility Curve

Value (Utility)

|

|

|

| |

1 1

-1. | |

0 10 20 30 40 50 60 70 80 90 100

Correct Tickets

Figure 28. Simulated Prospect Theory Utility Curve

Figure 28 shows a representation of a participant's utility curve. The was

generated with the equation

Correct Tickets 16.6
10 10

Value = sinh™1(

The inverse of sinh was used simply because it's shape resembles published Prospe
Theory curves. The curve is shifted such that O utility is aehliéor 16.6 correct tickets.

This is chosen because a participant is guaranteed 16.6 correct tickets ga avepdy
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by spreading their allocations uniformly. Expected utility can then be computed for
various allocations and these can be searched for a maximum. To illustratercansi
no-feedback market where a participant's draw was AAB. To maxinaziottar

payout, a participant should allocate 100 tickets on A. The expected payout is

100*(.49)+0*(.51)=49 correct tickets

Given the utility curve shown, the expected value of this allocation is:

Value(100 correct)*(.49) + Value(0 Correct)*(.51)

2.82*.49 + (-1.28)*.51 = 0.73

Using numerical analysis, a maximum for this was found for 70 tickets on A, 30 tickets

on B and 0 tickets on the remaining. Its utility is

Value(70 correct)*.49 + Value(30 correct)*.196 + Value(O correct)*.314

2.36*.49 + 1.04*.196 + (-.853)*.314 = 1.09

So, given this utility curve, in order to maximize the expected utility fordtas, the
participant would not allocated all 100 tickets on A. Of course this utility curveetas
derived from any empirical data and was only used to illustrate the point, but th&sanal
does show a rational explanation for the small fraction of participants whoseialeca
matched the strategies that maximize the expected payout.
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As noted, analysis of the individual responses indicate evidence for information
integration. In section 4.4.4 categorization of individual responses in feedbdaktsna
showed approximately 10% of participants' responses fit to models which iatpghdic
and private data. In section 4.4.3 multivariate analysis showed a stayistigaificant
evidence for information integration taking place. However, these effeatstlaee
subtle compared to the resounding evidence for information integration seen in the
market results. This illustrates that the effects seen in marketseepam emergent
phenomenon (Gilbert & Troitzsch, 2005). That is, the market results are a phenomenon
that might not be predicted by analyzing the behavior of individuals in differeketa
situations. For future work, it would be interesting to study the allocations by
individuals in different feedback situations. A heterogeneous regressioniairatyss
manner could uncover new perspectives in the information integration procesguiti is
possible that the 90% of respondents whose responses do not fit to a model which
integrate public and private data may have a subtle bias in their responses which do

integrate data but are not strong enough to register as that type ahatgori

Table 74 presents a summary of the hypotheses and their evaluation for trehresea

guestions "How do individuals use information in the allocation process?"
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Hypothesis Evaluation

7. In the absence of Partially Supported - Section 4.4.2 showed that participants
public data, over allocate in low Bayesian probability circumstances and
participants allocate under allocate in high Bayesian probability circumstances.
tickets allocate
tickets in a
Bayesian-like
method

8. In the presence | Supported - In section 4.4.3 multivariate regression indicated
of public data, as the number of balls drawn for a particular state increased
participants allocate in the draw set the influence of public data increased.
tickets by

integrating public
and private data

9. Participants will | Supported - Section 4.4.4 showed that strategies that
favor bets with a | maximize expected value are quite rare while strategies that
higher probability | generally allocate to percentages are common.
of winning over
bets which
maximize expected
winnings

Table 74. Summary of hypotheses and their evaluatiofor the third research question "How do
individuals use information in the allocation process?"

5.2 Simulating Markets
Simulation is capable of bringing valuable insights to the study of markets. dddefi

simulating markets is explored in this section and a prototype simulator togsst

concepts is explored.

5.2.1 Simulation Goals
The experimental methods used in the present research have been shown to be effective

in studying market performance under different conditions. However, developing the
software to carry out such research is complicated, collecting datdifre participants

can be time consuming and participants must be compensated. Building computer
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models to simulate markets is an alternative method which allows investigéti

various market characteristics without these limitations.

Simulation models can also be used to understand phenomenon seen in real world
markets. Epstein and Axtell (1996) argue that agent based simulation provides a

different way to explain social phenomenon . They argue that being able tmexplai
phenomenon is equivalent to asking if one can 'grow’ it in an artificial environment.

They express this process as “a generative kind of social science.”

A simulation model is a representation of reality and can never fully re¢theatéfects
seen in the real world. In simulating a market, as in any simulation projeatritical
to identify the specific goals of the simulation in order to tailor and optimize the

simulation towards those goals (Sterman, 2000).

5.2.2 Characteristics of Interest
A simulation platform can be used to study various characteristics of atmaedgde 75

list just a few factors and methods to study them in the simulation environment.

Simulation allows study of these factors by conducting extensive seysitidglyses.
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Factor Simulation Procedure

Number of participants Simulate over a range of participants and vary by
market type to understand the sensitivity

Diversity Change the ratios of allocation strategies to determine
the impact on performance
Degree of positive Simulate a varying percentage of participants whose

feedback allocation strategies exhibit positive feedback
Degree of negative Simulate a varying percentage of participants whose
feedback allocation strategies exhibit negative feedback
Signal Strength Simulate with varying signal strength. In this case

signal strength is increased by adding more balls of
the correct state to the urn.
Noise Level Noise can be simulated by randomly altering a ball

draw
Table 75. Summary of factors which can be studiechia market simulator.

The performance of the market as a function of the number of participants in k&t mar
is of great interest to the market designer. Depending on the circumstaadésly
under some degree of control by the market implementer. For example, tmedesig

may wish to understand the market performance with few participants.

Other factors of interest may be more difficult for the designer to influefides degree
of diversity, the degree of positive feedback and the degree of negative feedblek ar
examples. The designer may influence diversity by who they invite to patéicn the
market. Training for participants could impact the positive and negative féeelbect.
For example, helping participants to understanding the cascade tendency caddelecr

positive feedback.

Other factors may be outside the control of the designer but having an understdénding

these factors could help in the analysis of the market results. Key factuss in t

164



category are signal strength and the presence of noise. Signalstetaigts to the
amount of information available to market participants in the problem space. Noise
relates to how clearly available information is interpreted. To illustratesider a
forecasting prediction market. If the participants have a lot of informagievant to

the forecast (e.qg., inventory levels, customer insights, ecosystem fattoyshey would
be able to make more knowledgeable assessments. If the information is (eglear
customers giving conflicting signals, channel partners giving ambigespsmises, etc.)

or noisy then individual assessments are more difficult.

5.2.3 Simulator Architecture
Figure 29 shows the architecture of the prototype prediction marketagim The

blocks include:

Set of Allocation Strategies - A set of allocation strategies aedeeIn the prototype
simulator the strategies described in section 3.4.2 are used. Differentftypadkets
are defined by the range of strategies used in the market. For examaleptteedback
market (Incentivized Poll) only strategies that use private datargrioyed. For
percentage feedback markets, only strategies that use percent valuescadgtaldire

used.

Select Strategy - Once a set of possible strategies are defimeddmathe market type to
be simulated one strategy from this set is chosen using a random process. ciée@ sele

strategy is then passed into the Generate Allocation block.
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Generate Allocation - This block receives a strategy from the sélaietgy/ block, a
draw from the Draw Engine and public information from the Market block. When the

allocation is generated it is delivered to the Market block.

Draw Engine - This block simulates the two urn processes. It firstsaléall at
random as the correct state and then populates a second urn with a biased distribution of

balls. This second urn is then sampled to generate the draw set.

Market Block - The Market block is a collection of all previous allocationsaaidtains

the current cumulative allocation.

Stochastic Generator - This block is used to simulate randomness. Two sources of
randomness were simulated: 1) noise in evaluating the draw; 2) noise in ggréetin
allocation. In the draw evaluation noise process one or more of the draws deliosred fr
the draw engine are randomly changed. A model parameter is used to vary ¢keeoflegr
this noise. The second source of randomness involves random deviation from the
strategy derived allocation. In the implementation used some number of &ickets
added to, or subtracted from, the allocation generated by the allocation strategy. Th

level of this degree of randomness is controlled by another parameter.

Simulation Controller - the controller block repeats the sequence until théespec
number of market stages are complete.
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Experimental Data
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Figure 29. Market Simulator Architecture
5.2.4 Simulator Calibration and Validation
Once the architecture was implemented the parameters ofrthkatr must be specified;
that is, the model had to be calibrated.  The set of allocation strategieisetesc
section 3.4.2 were used. The simulator used the Matlab comarashmpldo select
one strategy from the alternatives. This method allows sampling with reglaickased
on a vector of probabilities. These probability distributions used were based on the
frequency of each strategy observed from the experimental data as disnussetbn

4.4.4.

Sets of market simulations were compared to experimental data in@rddidate the
models. Two methods were used in this process. First, the raw market results such as

number of correct, incorrect and not significant were compared to experimdatsal
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Second, individual allocations generated by the simulator were used to ekbicatian
style characteristics as defined in section 4.4.4. These were then edrigptre
experimental data. The parameters in the stochastic generator weaejtisted to

improve the fitness of the model generated data in relation to the expetidetata

The distributions across styles shown in Table 65 were used for the initial tsomula
Values of the stochastic engine parameters were varied to improve tialfile 76 and
Table 77 show a comparison of the experimental and simulated decisiveness and
correctness for the prototype. A Fisher's Exact test p-value testidifénences is
also shown. The goal of the calibration process was to make the differences not
significant. The simulator does a good job of matching the decisiveness arudness
of the no-feedback markets with p-values usually greater than .05. The match for

feedback markets is not as good, especially for the latter stages of Kat. mar
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No Feedback Feedback

Stage Experiment Simulation pvalue Experiment Simulation pvalue
1 33.3% 37.8% 0.328 36.0% 22.7% 0.005
2 43.8% 49.0% 0.294 38.2% 37.2% 0.468
3 39.6% 49.0% 0.136 48.3% 45.3% 0.331
4 35.4% 49.0% 0.049 47.2% 49.5% 0.380
5 39.6% 49.8% 0.115 57.3% 54.3% 0.333
6 52.1% 50.4% 0.472 64.0% 55.8% 0.081
7 60.4% 53.0% 0.203 66.3% 57.6% 0.068
8 56.3% 54.6% 0.475 69.7% 58.7% 0.027
9 58.3% 55.4% 0.408 62.9% 61.1% 0.414

10 62.5% 55.4% 0.214 65.2% 62.8% 0.374
11 58.3% 59.0% 0.522 68.5% 61.7% 0.122
12 58.3% 62.2% 0.352 69.7% 62.0% 0.093
13 56.3% 62.8% 0.229 70.8% 62.5% 0.074
14 58.3% 63.0% 0.312 71.9% 63.7% 0.074
15 56.3% 64.2% 0.174 75.3% 65.4% 0.036
16 52.1% 66.4% 0.035 75.3% 66.9% 0.065
17 56.3% 68.2% 0.066 78.7% 68.0% 0.023
18 60.4% 66.8% 0.230 80.9% 69.4% 0.013
19 60.4% 66.6% 0.238 82.0% 70.6% 0.013
20 58.3% 68.4% 0.105 80.9% 71.7% 0.038

Table 76. Experimental vs. simulated decisivenesad Fisher's Exact test p-value. Low p-values
indicate the two distributions are statistically sgnificantly different.
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No Feedback Feedback

Stage Experiment Simulation pvalue Experiment Simulation pvalue
1 50.0% 51.9% 0.328 46.9% 50.2% 0.005
2 57.1% 58.8% 0.294 55.9% 52.7% 0.468
3 57.9% 63.7% 0.136 65.1% 54.1% 0.331
4 70.6% 68.2% 0.049 69.0% 57.6% 0.380
5 63.2% 71.5% 0.115 60.8% 59.7% 0.333
6 68.0% 74.2% 0.472 64.9% 60.9% 0.081
7 65.5% 78.1% 0.203 69.5% 62.0% 0.068
8 77.8% 81.7% 0.475 69.4% 64.4% 0.027
9 75.0% 82.3% 0.408 75.0% 66.9% 0.414

10 73.3% 83.8% 0.214 74.1% 68.2% 0.374
11 71.4% 85.4% 0.522 73.8% 69.7% 0.122
12 71.4% 87.8% 0.352 72.6% 72.1% 0.093
13 81.5% 88.2% 0.229 74.6% 73.9% 0.074
14 82.1% 89.8% 0.312 75.0% 75.8% 0.074
15 92.6% 90.3% 0.174 76.1% 76.3% 0.036
16 100.0% 90.7% 0.035 79.1% 78.6% 0.065
17 100.0% 90.9% 0.066 78.6% 78.8% 0.023
18 100.0% 92.2% 0.230 77.8% 80.1% 0.013
19 100.0% 94.9% 0.238 76.7% 81.0% 0.013
20 100.0% 95.0% 0.105 77.8% 81.5% 0.038

Table 77. . Experimental vs. simulated correctnessnd Fisher's Exact test p-value Low p-values
indicate the two distributions are statistically sgnificantly different.

Figure 30 compares the decisiveness and correctness after stage 20 floe lsothulator
and the experiment. This shows the simulator correctly captures the tradeetfibe
decisiveness and correctness seen in the experimental data; however, without a

pronounced an effect as seen in the experiment.
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Figure 30. Comparison of experimental and simulatedecisiveness and correctness after stage 20

5.2.5 Initial Simulation Results
To illustrate the application of a market simulator the prototype simul@sused to

study the impact of changing the proportions of allocation styles on marketrpanice.

One hypothesis is that allocation strategies with low computation and low itif@mma
usage (Figure 10) degrade overall market performance. This hypothesisteds te

with the prototype simulator. No-feedback and frequency feedback markets were
simulated with varying proportions of allocation styles. Table 78 shows the ocosditi
simulated. First the proportions of strategies as derived in the random dravisierpe
were simulated as a baseline. Then a light and heavy computation mix wesgesimul

In the no-feedback market a light computation mix put more MaxiMin into the market at

the expense of the DrawPct and DrawEV strategies. For the heavy compubation m
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the opposite was used with a smaller percentage of MaxiMin and larger peecaintag
DrawPct and DrawEV. Similarly, a light and heavy compute ratiaategfies for the
frequency feedback markets was simulated. The light compute scenariosaddiea
proportion of MaxiMin and Mimic at the expense of the other, higher computation
strategies. The heavy compute scenario reduced MaxiMin and Mimic to add more

weight to the higher computation strategies.

No Feedback Markets Frequency Feedback Markets
As Light Heavy As Light Heavy
Expt. Compute Compute Expt.  Compute Compute

MaxiMin 33.9% 66.5% 16.5% 23.0% 40.0% 13.9%
DrawPct 48.1% 20.0% 60.0% 24.2% 6.1% 25.0%
DrawEV 9.5% 5.0% 15.0% 10.7% 1.8% 15.0%
Mimic - - - 22.1% 40.0% 8.0%
PublicEV - - - 1.0% 0.0% 0.0%
AllPct - - - 6.6% 2.0% 10.0%
AllPctEV - - - 0.0% - 5.0%
AllDraws - - - 4.2% 2.0% 10.0%
AllDrawsEV - - - 0.0% - 5.0%
No Fit 8.5% 8.5% 8.5% 8.1% 8.1% 8.1%

Markets Simulated 100,000 100,000 100,000 100,000 100,000 100,000
Decisiveness 67.5% 41.5% 78.5% 74.1% 35.5% 85.9%

Correctness 93.5% 81.0% 95.5% 80.6% 62.9% 84.6%
Table 78. Simulated market performance under diffeent proportions of allocation styles.

Simulating 100,00 markets affirms the hypothesis. In both market types the light
compute scenario reduces both decisiveness and correctness while the heaxg com

scenario increase both decisiveness and correctness.
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This illustration presents one example of the many types of analysesangirolilator

can permit.

5.3 Considerations for Prediction Market Designers
The relevance of these results to the designer of prediction markets isdxplor

5.3.1 Choosing a Feedback Type
Choosing the type of feedback to use in a prediction market is an important design

consideration.  Figure 31 shows the decisiveness and error rate as measutbd f
random draws experiment. Error rate is defined as 1-correctness and isopilea s
remapping of Figure 13.  However, this chart resembles an efficient horizonsddh

in finance which is usually plotted as return on the y axis and risk on the x axis.  So
decisiveness is analogous to return in that the market designer wishesdmget

information out of the market and error rate is analogous to financial risk.
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Figure 31. Decisiveness and error rate observed the random draws experiment

So it is clear the market designer can trade some error rate to get moratidforfrom

the market. The designer can judge the impact of an error in the market and choose
accordingly. But, how much real value is the extra decisiveness of adkedbiket

really worth? Table 79 gives a summary of the no-feedback and feedb&eksnadier

stage 20 from the random draws experiment.  Here, the results of Table 31 and Table
32 are shown as percentages. Feedback markets are providing significenirresul
22.6% more markets than no-feedback markets. However, the increments#l rates
judging incorrect values is 18% while the incremental correct values ard .68ty

This can be considered that the correctness on the additional 22.6% market which were

determined to be significant is only 20%! (that's 4.6/(4.6+18)).
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Correct Incorrect Not Sig.
No Feedback 58.3% 0.0% 41.7%

Feedback 62.9% 18.0% 19.1%

Change -4.6% -18.0% 22.6%
Table 79. Comparison of no-feedback and feedback mieets.

As a different way to analyze the results, the product of correctness asidetexss

could be examined as a single metric of market performance.

Correctness x Per formance =

_ # Correct # Correct + # Incorrect _ # Correct

= *
# Correct + # Incorrect Total

Total

This metric, percent correct, is shown in Table 80. By this metric, frequestiyafek

markets are the best performing.
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Correctness x Decisiveness
Stage No FB Pct Freq

1 16.7% 20.9% 13.0%
2 25.0% 23.3% 19.6%
3 22.9% 32.6% 30.4%
4 25.0% 37.2% 28.3%
5 25.0% 32.6% 37.0%
6 35.4% 41.9% 41.3%
7 39.6% 46.5% 45.7%
8 43.8% 48.8% 47.8%
9 43.8% 44.2% 50.0%
10 45.8% 48.8% 47.8%
11 41.7% 48.8% 52.2%
12 41.7% 48.8% 52.2%
13 45.8% 48.8% 56.5%
14 47.9% 48.8% 58.7%
15 52.1% 51.2% 63.0%
16 52.1% 51.2% 67.4%
17 56.3% 55.8% 67.4%
18 60.4% 58.1% 67.4%
19 60.4% 58.1% 67.4%
20 58.3% 58.1% 67.4%

Table 80. Percent correct by market type. Percentarect is the product of correctness and
decisiveness. Results are shown by market stageifhber of participants) for the random draws
experiment.

The characteristics of the application may help the prediction market desigose a
market structure. Table 81 illustrates one selection framework. Theexkgamal
strength and project characteristics are used here as the selat#itm ciProject
characteristics shown are Mission Critical and Exploratory are illestiztlow:

e Mission Critical: e.g., prediction market is being used to supporeadst which will
appear in the company's annual report

o Exploratory: e.g., prediction market is used as part of a markemog'grevaluation of
new product concepts

The signal strength may be the designer's best guess or perhaps previatismpredi

markets have provided some indication (e.g., many prior prediction marketsdaesul
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'‘Not Significant' results).  Where the signal is expected to be strong gnajew is
critical then the designer may favor no-feedback markets. When the sigxadaseel

to be weak and the results are not mission critical then the designervoag faedback

market.
Project Characteristics
Mission Critical Exploratory
Strong Favor Correctness - No- Need both Correctness
Feedback and Decisiveness, but
. favor Decisiveness -
Signal Feedback or Hybrid?
Strength | weak Need both Correctness Favor Decisiveness -
and Decisiveness, but Feedback
favor Correctness - No-
Feedback Hybrid?

Table 81. Potential selection criteria for market sucture.

The way the market results are to be used might also influence the structuredd.be us
As discussed in section 2.2.3.2.2, the Ellsberg Paradox showed that humans are averse to
ambiguity. If the market results are needed to convince an audience (e.g., senior

management) then more Decisive and lower entropy feedback markets wedydise.

5.3.2 Market Size (Number of Participants)
The number of participants is another parameter which may be under the coriiteol of t

market organizer. Should the market be kept to a small, select group in the organization
or made more generally available? It is expected that this would be hea@hddat
on the signal strength (availability of private information) and the altwtatyles used
by the participants. The experimental data can be examined for some guidagare

32 shows the decisiveness and correctness results for the no-feedback an# feedbac
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markets by market stage. No-feedback market decisiveness is quiteastab?
participants. However, the correctness continues to rise urgidhes 100% at stage 16.
By contrast, decisiveness for feedback markets appears to keep rising ovef tines
experiment with a plateau being reached quite late in the experiment. Feedbastk mar

correctness appears to reach a maximum after approximately 15paatsci
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Figure 32. Decisiveness and correctness by stagar(dom draws experiment)
5.3.3 Guiding Patrticipants to Improve Performance
Section 5.2.5 suggested that if the participants used more available information and mor
complex algorithms in the allocation of their tickets, the performance ofdhieein
would improve.  Generally, these changes also improve the participant'sainanc
performance as they approach the maximum expected value, and thus représent a w
win for both the participant and market organizer. Plott et al. (2003) gavepzatisia

review of Bayesian statistics and showed them a version of Table 22. Aipredic
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market organizers may use some type of similar information to improve tlogrparice

of their participants.

5.3.4 Screening
The random draws experiment included two types of participant screeningtvehile t

mirage prone data experiment had no screening. It's possible that the pasticiphae
mirage prone experiment who would have been screened out if screens were present may
have had a significant contribution to the poor decisiveness and correctnessgeséorm

seen in those results.

Table 26, shown earlier, showed the results from a no-feedback market in thee mirag
prone. Participant 4 received a draw of DDE and put all 100 of their tickets on state C.
These 100 tickets represented nearly 40% of the tickets allocated to staiadh tie

first 12 stages and created a market which did not display a significant mode. So, not
only was private information excluded from the market, the spurious input adversely
impacted the result. In feedback markets the result of a spurious impact van be e
more detrimental, especially if that input occurs early in the market eatesran

information mirage.

Two screening methods were tested and described in section 4.1.4 including an attention
test and a screen on a no-feedback market. No-feedback markets have an inherent
advantage as screening need not be done in real time. Feedback markets would require

the screening to be complete before the participant were allowed to entearites.
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5.3.5 Synchronous or Asynchronous Markets
Most of the prediction markets being implemented today are synchronous. An

asynchronous market has been shown in the present study. While this implementation
was used primarily due to the design of the experiment, it provides a potentiallly usef
type of market. For a no-feedback market design there is no reason to have a
synchronous market. For a feedback market one might argue that those at theeend ha
an advantage over those at the beginning. However, if the market is repeated on a
regular basis (e.g., a monthly forecast) then participants could havemlffersitions on
each cycle. Additionally, synchronous markets place a greater burden on the
implementation of the market, especially in terms of the software needed. And,
synchronous markets place a burden upon the participants as they must be avdilable at t
specific time (and perhaps place) of the prediction market. If the mackedes
participants across various time zones, this can be logistically diffidiie present

research suggest practitioners might consider an asynchronous approach.

5.3.6 Evaluating Prediction Market Results
The present study has defined a method to judge the statistical significaasaltfin

terms of correct, incorrect or not statistically significant as dssmligh section 3.4.2.
This can be valuable for the prediction market organizer in the interpretationrof the
results.  Still qualitative analysis of distribution shape of real world gredimarket
results may give clues to participants' insights. For example, dualmpesgkgve clues

to dissonance being experienced by participants (Hopman, 2008).
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5.4 Future Research
Areas of potential future research are now discussed.

5.4.1 Simulation
Further simulation development, testing and applications are here indicatedal Seve

possible simulation projects were described in section 5.1. As mentioned, simudation ¢
help to understand market conditions that may be difficult or time consuming to test
empirically. Simulation work may be used to narrow down a list of ideas for an
empirical study. Or, simulation could be used after an empirical study to gaimt ins

into a phenomenon observed in the experiment.

Within a given market structure, there are several important characsewsich could
impact performance. Some of these may be under the control of the organizers Othe
may not be under the organizer’s control, but an understanding of them may inflleence th

organizer’s choices.

The performance of the market as a function of the number of participants inrides ma
is of great interest to the market designer (section 5.3.2). Depending on the
circumstances it is likely under some degree of control to the designer. drcaess,
the designer may determine that relatively few participants shouldipaigi@and in this
situation the designer would be keenly interested in the expected performanch of

market.
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Other factors of interest may be difficult to control but the designgtrhave some
influence on the effect. For example, the designer may influence diversittydois
invited to participate in the market. Training for participants on cascadentéesier
maximizing expected payoffs might influence feedback effects. The iropthese

changes could be estimated and simulated to study the impact on market performance

Other factors may be outside the control of the organizer but the designerveaphee
understanding of these parameters which could help in the analysis of the nesuket
Key factors in this category are signal strength and the presenceeaf rdignal
strength relates to the amount of information available to market participahts
problem space. Noise relates to how clearly available information ipretied. To
illustrate, consider a forecasting prediction market. If the pamitsgsave a lot of
information relevant to the forecast (e.g., inventory levels, customer isisggiusystem
factors, etc.) they are able to make more knowledgeable assessmehtsinftirmation
is unclear (e.g., customers giving conflicting signals, channel pagivemg ambiguous
responses, etc.) or noisy then individual assessments are more difficult. ti&mula
studies could help to increase understanding of how the markets perform under varying

levels of signal strength and noise.

Table 82 briefly describes some hypotheses on how key factors may impactnesse
and decisiveness in prediction markets. These represent a sampling of ideas for
simulation research project.

182



Factor Hypothesized Hypothesized Hypothesized Net
Impact on Impact on impact
Correctness Decisiveness
Number of More participants More participants More participants
participants increase correctness | increase improves
decisiveness performance

Diversity Greater diversity Greater diversity Greater diversity
increases increases improves
correctness decisiveness performance

Degree of More positive More positive Positive feedback

positive feedback decreases | feedback increases | involves a tradeoff

feedback correctness decisiveness

Degree of More negative More negative Negative feedback

negative feedback increases feedback reduces involves a tradeoff

feedback correctness in a decisiveness

system which already
has positive feedback
(by reducing
information mirages)

correctness in a
system which
already has positive
feedback

Signal Strength

Stronger signal

Stronger signal

Stronger signal

increases increases improves
correctness decisiveness performance

Noise Levels More noise reduces More noise reduces | More noise degrades
correctness decisiveness performance

Table 82. Hypothesized impact of key factors

5.4.2 Parimutuel Markets

Parimutuel markets were briefly mentioned in section 2.1.1.2. These were explored in

detail by Plott et al. (2003). Table 83 summarizes the pros and cons of a parimutuel

system.

Parimutuel systems have some interesting benefits. First, comparegdd wifining

system, they provide a measure of negative feedback.

Since the markest gplite |

amongst winning tickets, as more tickets are allocated to a particutathstancentive to

place more tickets on that state decreases. Another state, which maydwee a |
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probability of being correct, may offer a better expected value. Thisvegsdback

should help in reducing information mirages.

A long shot bias has been observed in gambling (Woodland & B.M., 1994) as well as
parimutuel market (Hurley & McDonough, 1995). In this situation, particigantsto
overvalue long shots and undervalue favorites. This phenomenon was also observed in

the experimental parimutuel prediction markets (Plott et al., 2003).

However, there are some clear negative issues with parimutuel markett.siice the

pool will be split amongst all winning tickets, there is incentive for partdgpe attempt

to influence other members as they place their bets. For example, bluffiracouway
Second, if there is some indication of the accumulated bets, there is incentive to delay
making one’s bet until the last possible moment — when all the diverse information of the
participants has been accumulated in the system. This is in contrast to a doudnte auct
process where participants are incentivized to bet early, when marketi@meies may

be present (and prices are low).
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Pros Cons

Provides a source of negative feedback 1 Could foster disruptive strategic behaviorf —

could provide a counter force to e.g., bluffing

information mirages

May provide additional incentive to Incentivizes delaying the allocation of

participants as they perceive large potentititkets (as group information is collected)

winnings — vs. double-auction which incentivizes
quick action

May cost the market organizer more in
terms of payments since the entire pool of
incentive prizes is paid each time -
independent of the performance of the
market

Table 83. Pros/Cons of parimutuel system

Comparing the parimutuel and a fixed winning system offers interesting tiedeof
between the payout the organizer must make and the perceived possible winnings by
participants. In the parimutuel system the entire market prize is alvaadh time,
regardless of market performance (with the exception when no tickets eed ptathe
correct state). By contrast, the payout in a fixed winning system is unpbbelictt is
bounded by the winnings per ticket multiplied by the number of tickets, but would rarely
if ever reach that level. To the organizer's benefit, the payout is proportional to the
performance of the market. The tradeoff here concerns the incentives @ity the
participants. In a fixed winning system the participant knows their maximusibjes
winning (the amount one winning ticket will fetch times the number of tickets). By
contrast, in a parimutuel system there is the chance that one single tidketvoothe

entire market prize (if that one ticket is the only ticket placed on the cetede}. To
illustrate this imagine a corporate prediction market designer who has et lofiéd.00.
They want to run a market with 10 participants and are considering a fixechgviglia
parimutuel system. How should they set up the prize structure? For the paritmejtuel t
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may simply say the prize is $100 and each of you get 100 tickets to allocate. Any
participant has the opportunity (perhaps very small) of winning the entire $100. That
may provide a significant amount of incentive and the participants may expend
considerable energy in making their selections. The fixed winning systemhsmaue
difficult to plan. If the budget is fixed they may indicate that each gaahtgets 100
tickets and each correct ticket is worth 10 cents ($100/1000) budget compliance.
However, in this case, each participant can win a maximum of only $10. This may result
in less mental energy being expended during the allocation process. Another option
open to the organizer is to make tickets worth more than 10 cents and assume some
maximum percentage of the tickets will be allocated on the correct state.wduid
provide more incentive to the participants but the organizer runs the risk of going over
budget. In fact, this characteristic makes the design of a researcimexpe¢o compare

fixed winning and parimutuel markets very challenging.

5.4.3 Hybrid Markets
Roust and Plott (1999) tested a two stage parimutuel market where the fedtadago

feedback and the second stage included feedback. Other types of hybrid structures
would be interesting to explore. For example, a hybrid market could be constructed
where some members of the market receive feedback and others do not. A hypothesis is
that a hybrid market's performance would lie somewhere on the curve formed by the

pure markets of Figure 13.
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5.4.4 Treatments to Improve Individual's Performanc e
As discussed in sections 5.3.3 and Plott et al. (2003) there may be opportunities to

improve the way individuals allocate tickets which would improve the overall
performance of the markets (as well as increase the individual's wsjningn
experiment where one group received a certain treatment (such as beingistibev22,
the Bayesian probabilities given the different types of draw sets) cethfaa control

group should be able to test this hypothesis.

5.4.5 Correlation of Allocation Styles to Psycholog ical
Characteristics

Further analysis and empirical experimentation could help understandatensip
between allocation styles and individual's characteristics. A deeper andéergthere

could help to tailor the treatments as described in section 5.3.3.

5.4.6 Impact of Final Digit Bias
Figure 19 showed a bias by respondents to round allocations to multiples of 5 or 10. It

would be valuable to understand if, and how, this phenomenon impacts the performance

of the markets.

5.5 Summary
Prediction markets are emerging as an interesting tool for organizationdekigew

management. Their ability to assimilate diverse information in the orgianizad
bypass some of the human biases present in group processes is seen as a valuable

instrument to improve business performance. The primary goal of the presgmwasud
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to gain insights into the operation and optimization of prediction markets. Spbgifica
the research sought to understand how these markets assimilate informadtnmwethis

process is influenced by the presence, and type, of feedback.

The research supported the hypothesis that information assimilation in feedisketsma
is composed of two mechanisms - information collection and aggregation. Tdese ar
defined as:

e Collection - The compilation of dispersed information - individuals using their
own private information make judgments and act accordingly in the market.

e Aggregation - The market's judgment on the implications of this gathered
information - an inductive process. This effect comes from participants
integrating public information with their private information in their decision
process.

Information collection was studied in isolation in no feedback markets and the hsrpothe
that markets outperform the average of their participants was supported. ypoteekis
that with the addition of feedback, the process of aggregation would be present was also

supported. Aggregation was shown to create agreement in markets (as measured by

entropy) and drive market results closer to correct values (the known pitdsbil

Information mirages were hypothesized as a key failure mechanism anithtpeiprint

was detected in the research data. It was suggested that the very meohamasket
information aggregation, the inductive portion of information assimilation, can inherently
produce bubbles based on randomness in the processes. This illustrates that market

bubbles in the form or information mirages can come about as the result otalatisti
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variations in private data coupled wititional judgment and decision processes; bubbles

need not come from simple irrationality.

A primary hypothesis of the present study was that changing the presengpeaofi t
feedback supplied to the market can impact market performance because ofdatompa
this inductive process. The research showed that the presence of feedbaskdhtre
precision of the market at the expense of accuracy. The data also suggestedypat t
of feedback may modulate this process which may allow a prediction market organize

tailor the market to the specific requirements of their task.

The way individual participants use information to make allocations was studred.
feedback markets the fit of participant's responses to various decision models
demonstrated great variety. The decision models ranged from little use ofatitor
(e.g., MaxiMin), use of only private information (e.g., allocation in proportion to
probabilities), use of only public information (e.g., allocating in proportion to public
distributions) and integration of public and private information. Analysis of all
feedback market responses using multivariate regression also supported thediypot
that public and private information was being integrated by some participants. The
subtle information integration results are in contrast to the distinct difesesgen in
markets with varying levels of feedback. This illustrates that theeliftes in market
performance with feedback are an emergent phenomenon (i.e., one that could not be

predicted by analyzing the behavior of individuals in different market ingti
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The characterization of individual participant's use of information can lead to the
development of models (and simulators) to understand the performance of different
market structures. This might be used to predict potentially interestifogrpance
characteristics of a prediction market under certain conditions that coulddatested
empirically; such as a treatment that changes the way individuals usafibi@nation to
allocate tickets and thereby improves the overall performance of thetmednarket.
Alternately, the characterization of individuals responses may be used wsiitiulator

to explain an effect seen in a prediction market that had not previously been understood -

an application of generative science to explain an emergent effect.

The results of this study have increased our collective knowledge of market@mparati
have revealed methods that organizations can use in the construction and analysis of
prediction markets. In some situations markets without feedback may be eegrefer
option. The research has studied information aggregation and shown support for the
hypothesis that it can be simultaneously responsible for the beneficiahation
processing in feedback markets as well as the harmful information miragednduce
bubbles. In fact, a market subject to a mirage prone data resemblesarRriso

Dilemma where individual rationality results in collective irratioryalit
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Appendix - Survey Details

1. IRB approved Consent Form:

You are invited to participate in a research study. This research is being conducted by
Richard Jolly, a student in Portland State University’s Systems Science Program and
School of Business. The research is part of a PhD dissertation and is being supervised by
Professor Wayne Wakeland.

If you decide to participate, you will be asked to partake in an on-line simulated market.
You will be given some information about the market which is unique to you and you
will see how other market participants have acted. You will then be asked to make an
allocation of tickets which represents your best guess for the future state of the market.
You will participate in a number of these market activities over the course of about 15-
20 minutes. You will receive a payment after participating in the study. In addition,
the knowledge which the study produces may help others in the future.

None of your contact information will be kept with the data — so there will be no way to
link your responses to you.

Your participation is voluntary. You may also withdraw from this study at any time.
However, if you do withdraw, you will not be eligible for the payment.

If you have concerns or problems about your participation in this study or your rights as
a research subject, please contact the Human Subjects Research Review Committee,
Office of Research and Sponsored Projects, 600 Unitus Bldg., Portland State University,
(503) 725-4288 / 1-877-480-4400. If you have questions about the study itself, contact
Richard Jolly at amtsurvey2010@yahoo.com.

Clicking the ‘Yes’ button indicates that you have read and understand the above
information and agree to take part in this study. Please understand that you may
withdraw your consent at any time, and that, by clicking, you are not waiving any legal
claims, rights or remedies. Please print a copy of this page for your own records.

Would you like to participate?

0 Yes, | have read the instructions and would like to participate
0 No, | would not like to participate
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2. Instructions for Incentivized Poll

Instructions:
Please read the instructions carefully so that you can properly complete the survey.

How you earn your bonus

You will be participating in an experiment in the economics of market decision making.
Your bonus will be determined from your allocation of tickets in a set of simulated
markets. There are six states in each market: A, B, C, D, E and F. One of the six will be
randomly chosen as the correct state for any given market. You will be given 100
tickets for each market which you can distribute any way you wish across the six states.
For example, let's say you distributed your 100 tickets as follows:

A B C D E
4 42 9 21 17 7

If the correct state were B, then, for this market, you would earn a bonus of 42% of the
maximum bonus for that market.

You will be given information to help you distribute your tickets.  But, first, we will
explain how the correct state is determined.

The correct state

The computer will randomly determine the correct state for each market. The
computer's process can be most easily understood by considering the analogy of
drawing balls from a bingo cage.

Six balls labeled A, B, C, D, E and F are placed in a bingo cage as shown in the figure
below. One ball is drawn at random. The ball which was drawn becomes the correct
state or the solution for the market. You will not be told the results of this draw —itis
what you are attempting to predict in the exercise.

Phase 1 draw - the first bingo cage
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Your Private Information:

You will also be given information which can help you distribute your tickets. This
information is also randomly generated by the computer. Again, we use the bingo cage
analogy to describe how this information is generated. Consider that balls will be
drawn from a second bingo cage and these draws will be shown to you. This second
cage will be biased based on the results of the draw from the first bingo cage. For
example, let’s say that the ‘B’ ball was drawn from the first bingo cage. The second
bingo cage would then contain 5 ‘B’ balls, 2 ‘A’ balls, 2 ‘C’ balls, 2 ‘D’ balls, 2 ‘E’ Balls and
2 ‘F’ balls as shown in the figure below. So, the odds that a B ball would be randomly
drawn are higher.

By
O’a
iy
Bingo Cage 8y
population if Soy-
a B ball ey e
was drawn Ty o
in phase 1

The second bingo cage
The private data you will be shown is based on drawing balls from this second bingo
cage. The exact method is called ‘drawing with replacement.” A ball will be drawn
from the cage, recorded and then replaced into the cage. The cage will then be spun
and the process repeated until three draws are completed. The drawing with
replacement process means that for each draw the contents of the bingo cage are the
same. The results of these three draws will be reported to you on the screenin a
graphic as below:

First Draw Second Draw Third Draw

B F F

This shows that the first ball drawn was a B ball. The second and third balls were both F
balls.
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The Markets:
The markets will be conducted online via this survey. You will be participating with
others — spaced out in time. Between 10 and 20 people will participate in each market.

At the beginning of each exercise you will see the following graphic on your screen:

Tickets

Remaining to 100

Allocate

State A B C D E F
Tickets 0 0 0 Q 0 0
Allocated

This indicates you have 100 tickets left to allocate across the six states — A through F.

Let’s say, for example, that you then allocate 10 tickets for each state A through F by
typing a 10 into the corresponding boxes in the table. The screen would now update to
the following:

Tickets

Remaining to 40

Allocate

State A B C D E F
Tickets 10 10 10 10 10 10
Allocated

This shows that 10 tickets have been allocated for each state and 40 are remaining to be
distributed. You should continue allocating tickets until the ‘Tickets Remaining to
Allocate’ indicates O.

The screen you will see for each market will combine the private data - the draw of

three balls from the bingo cage - and the ticket allocation graphic. The figure below is
an example of the screen graphic.

201



Please show me the
instructions again

?

YourPrivate Data:
First Second Third
Draw Draw Draw
B F F
Tickets
Remaining 100
to Allocate
Type your
State A B E allocation
Tickets 0 into the
Allocated shaded
boxes

Do you understand the process and are you ready to begin?

0 Yes
0 No

3. Screen shot of Incentivized Poll Market

[First Draw{Second Draw{Third Draw|

LB | E

| B |

Tickets Remaining to Allocate | 30 |

State

A B C

Tickets Allocated

0 70 0

30|

Type your allocation into the shaded boxes

submit ) { Reset )

\eser)
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4. Instructions for Feedback Markets
(note, this shows the instructions for frequency markets - the instructions were
modified accordingly if the respondent was selected into percentage markets).

What others are doing:

In the final markets you will now have an additional source of information to use to
make your ticket distributions - what others have done. In addition to your private
draw, your market screen will also show the cumulative result of all those market
participants who have preceded you.

The selections of those who have preceded you will be shown in a graphic as below:

The Market Data:

State A B o} D E F
Tickets 44 122 19 22 44 149
Allocated

This shows that 44 tickets have been allocated to state A, 122 to state B and so on. |If
you are the first participant in the market then the totals will be 0 for each state.

So, you now have two sources of information as to which ball is more likely to have
been drawn for the market:

a) the private information of your three ball draws from the bingo cage

b) the cumulative allocations made by prior participants.

The screen you will see for each of these types of market exercises will be as below:

Please show methe
instructions again

n
YourPrivate Data: The MarketData:
First Second Third State A B c D E E
Draw Draw Draw
Tickets 44 122 19 22 44 149
B F F Allocated
Tickets
Remaining 100
to Allocate
o A 5 c 5 = = Fill in the
e shaded
Tickets 0 0 0 0 0 0 boxes with
Allocated your
allocation
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Your Bonus in these markets:

You bonus will be calculated as mentioned before - based on the percentage of tickets
you correctly allocate. There is no pooling of winnings - so how others allocate their
tickets does not affect your bonus.

Do you understand the market information and are you ready to begin?
0 Yes
0 No

5. Screen Shot of Feedback Market

[First Draw|Second Draw|Third Draw|
[ ¢ | E | ¢ | Please show me the
instructions again 9

[State oA B jc D E F |
[Tickets Allocated] 0 [ 0 [ 0 [ 0 [ 0 | 0 |

Tickets Remaining to Allocate | 100 |

State A B C D E F

Type your allocation into the shaded boxes

Tickets Allocated | o 0 0 0 0 0

submit | ( Reset )

Only 3 market(s) left. Remember you must complete the *entire® survey to be eligible for payment.
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