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It is known that the entropy of English text can be reduced by

arranging the text into groups of two or more letters each. The higher
the order of the grouping the greater is the entropy reduction. Using
this principle in a computer text compressing system brings about diffi-
culties, however, because the number of entries required in the trans~
lation table increases exponentially with group size. This experiment

examined the possibility of using a trenslation table containing only


http:arrangi.ng

selected entries of all group sizes with the expectation of obtaining
a substantial entropy reduction with a relatively small table.

An expression was derived that showed that the groups which
should be included in the table are not necessarily those that occur
frequently but rather occur more frequently than would be expected
due to random occurrence. This was complicated by the fact that any
grouping affects the frequency of occurrence of many other related
groups. An algorithm was developed in which the table originally starts
with the regular 26 letters of the alphabet and the space. Entries,
which consist of letter groups, complete words, and word groups, are
then added one by one based on the selection criterion. After each
entry is added adjustments are made to account for the interaction of
the groups. This algorithm was programmed on a computer and was run
using a text sample of about 7000 words.

The results showed that the entropy could easily be reduced down
to 3 bits per letter with a table of less than 200 entries. With about
500 entries ﬁhe entropy could be reduced to about 2.5 bits per letter.

About 607 of the table was composed of letter groups, 427 of
single words and 87 of word groups and indicated that the extra compli-
cations involved~in handling word groups may not be worthwhile.

A visual examination of the table showed that many entries were
very much oriented to the particular sample. This may or may not be

desirable depending on the intended use of the translating system.
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CHAPTER I
INTRODUCTION

In recent years there has been considerable use of the computer in
applications which require the storage of large amounts of alphabetic
data. For example, with computer assisted instruction complete courses
are programmned and stored on a computer system which then feeds the in-
formation in bite-size pieces to students sitting before a typewriter
keyboard or a cathode ray tube (1). In another example, abstracts of
scientific publications can be stored in a éompute; system along with
keywords which allow a user to research hundreds of journals by merély
sitting at a console (2).

One of the considerations in the design of such systems is eco-
nomically providing enough machine storage space to hold the large
amount of data required. Clearly, any method which would reduce the
amount.of da;a to be stored without degrading the performance of the
system would be advantageous. One such technique of&reduction is the

topic of this paper.
I. CONVENTIONAL STORAGE TECHNIQUES

Present day business computers, such as the IBM 360 series or the
Honeywell 200 series, have a memory structure in which magnetic cores
are arranged in small stacks, called bytes, of nine cores each, the

whole memory commonly consisting of thousands to hundreds of thousands



of such bytes. The reader is referred to the individual manuals for
specific details (3,4).

~ Each core is always magnetized to saturation in one of two possible
states. Because of this binary property each core is able to store one
binary digit, or one "bit" of information.

In storing alphabetic data the Honeywell 200 uses only 6 of the
bits in each byte. Since each bit has 2 possible states, the whole byte
has 26 or 64 possible states, Each state corresponds to one of 64 char-
acters making up the character set or alphabet for the machine. (IBM
has provisions for using 8 bits of each byte giving a 256 character set,
since 28 equals 256.) The character set usually consists of the letters
A through Z, the numerals 0 through 9, the'blank, énd a series of special
symbols such as the comma, period, ampersand, etc.

Because of the tremendous cost of core storage it is usually used
only for storing programmed instructions for the machine and for storing
only the data which is currently being processed. The bulk of the data
is stored on mass storage devices such as disks or drums which typically -

have a capacity of millions to billions of bytes (5).

IT. STORAGE AND ENTROPY

Reduction of Storage

One way to reduce the number of bits required to store data on a
machine would se to simply adopt a smaller character set. For example,
& set with only 32 characters would require only 5 bits per character,
It is doubtful whether 32 characters would be sufficient, however, since

it allows only 5 additional chavacters over the 26 letters and the space,



The older Teletype system uses such an arrangement by making the numer-

als and punctuation "upper case' and the letters 'lower case'" (6). The
: NN

actual data transmission becomes somewhat greaterf;bat 5 bits per char-

acter, however, since additional characters must be transmitted to

control the shifting of cases.

Another example of storage reduction is employed on the IBM il30
system (7). Rather than the byte the standard unit of storage is the
"word" consisting of 16 bits. Using the IBM 8-bit code or the Honey-
well 6-bit code only 2 characters can be stored per word. However, by
using a 40 character alphabet and a modulo 40 arithmetié, 1130 users are
able to store 3 characters per word which averages 5 1/3 bits per char-

acter.

.

Entropy Considerations

Equally Probable Events. 1If there are n possible outcomes of an

event, all equally probable, the entropy, H, is defined by:

H

]

log2 n

or: H -1og2 p

where p equals l/nﬂand is the probability of the occurrence of any given
outcome. The reader is referred to any standard text on information
theory (8,9,10,11,12,13).

| The unit of entropy is the "bit", the derivation of the term being
similar to that for the magnetic cores. The entropy, or the information
content, of an event is the number of YES/NO questions that must be

answered in order to determine the outcome of the event., For example,

the entropy of one member of a 64 character alphabet is:



H = log2 64
which is 6, meaning that it requires 6 YES/NO questions to be answered
or 6 magnetic cores to be properly magnetized in order to determine the
particular character. |

Entropy figures with fractional bits can be considered as averages
over several events. For example, the entropy of a 40 character alpha-
bet is:

H= 1og2 40
which is approximately 5,322 bits pervcharacter. Three such characters
would have an entropy of 15.97 bits or almost 16 bits. It can be seen
that the IBM 1130 scheme mentioned earlier of packing 3 characters per
16~bit word is qgite efficient.

The entropy figure of a group of alphabetic characters, therefore,
provides a theoretical figure for the number of bits required for stor-
age. Since any storage system need not, and usually can not, be 100
per-cent efficient, the actual storage required will usually be greater
thap that given by the entropy figure. It cannot be less, however; this
is one of the principle theorems of communications theory.

1f the alphabet would be restricted to just the letters A through
Z and the space,‘the entropy would be:‘

log2 27 = 4,75 bits per character.

Unequally Probable Events. In the preceding discussion no mention

was made that in a typical sample of characters such as from a passage
of English text, the frequency or probability of occurrence is not the
same for all members of the alphabet. The true entropy is defined by

computing the entropy for each member and taking a weighted average:



where P; is the probability of occurrence of the ith member of an alpha-
bet of n characters.

Determining the‘probabilgty of occurrence of the members must be
done by actual count of a typical sample. Results by Shannon (14) show
that the entropy of 27-letter English text is about 4.03 bits per char-
acter. Using the Huffman code (13), 27-letter English has actually been
coded with an average of 4.12 bits per character. A user of such a
scheme would need only a 27 entry coding table and a simple translating
progran.

In addition to the unequal distribution of English letters there
is also a Markov effect in that the probability of occurrence of any
character depends on what character it follows., Shannon again shows
that considering this property the entropy of 27-letter English is about
3.42 bits per character. A translating scheme would require the task of
building a 272 or 729 entry coding table.

Further estimates by Shannon show that if the Markov analysis is
expanded to includé the effects of the previous 2 characters, the en~
tropy is about 3.0. A translating scheme, however, would require a
table with 273 or almost 20,000 entries. While such a table could be
built it is now leaving the realm of simplicity in that it would require
a large amount of computer core storage for operatibn.

Final estimates by Shannon show that ultimately, the entropy of
27-letter English may be reduced to less that 1.3 bits per character

taking into account large strings of letters preceding each given letter.



The conclusion seems to be, then, that although the entropy of
English text can be reduced from 4.75 bits down to 1.3 bits, a prac~
tical translating device using a Markov table could not reduce the stor-
age requirements much below 3.4 bits per character otherwise the size of

the table would be prohibitive.
I1I., VARIABLE LENGTH GROUPING

Preliminary studies by the author showed that a fre@uency table of
two-letter groups had many entries which did not occur at all even with
a moderate sample. For example: GX, ZN, QA, QB, etc. The effect was
even more noticeable with three- and four-letter groups. 1In addition to
this there were also many which occurred oniy a few times throughout the
whole sample. \

Because of this property I thought that perhaps it would be poss-
ible to build artwo-letter ﬁranslating table containing only the fre-
quently used groups. If a group was encountered during the translation
which was not in the table it could be handled on an individual char-
acter basis, The result might be a large reduction in the table size at
the expense of only a slight increase in entropy.

Generaliziﬁg on this principle I'thought it possible to include in
this table the frequently used three-, four-, and even higher order let-
ter groups and enjov the advantages of even greater entropy reduction
and yet have a translating table of reasonable size. Finally, there
would be no need to limit it only to letter groups, but complete words

and even word groups could be included. The entries in this table plus

the original 27 letters could all be considered as members of a huge



a;phabet.

This thesis describes the process by which such a table or alpha-
bet was built. The biggest problem was determining which groups should
make up the table. What is meant by a 'frequently used group'? Will
the presence of a certain group in the table influence the effectiveness
of another group?

Another objective is to determine the relation between entropy re-
duction and table size. How low will the entropy go? 1Is there an opti-
mum table size?

Finally, as an additional point of interest, what proportion of
the table will consist of letter groups, what proportion of words, and

what proportion of word groups?



CHAPTER 1L
DEVELOPMENT OF THE ALGORITHM

I. CALCULATION OF CHANGE OF ENTROPY

Total Entropy

Starting with the definition of entropy given earlier, namely:

n
H ="iZ; P; log, py

the entropy per character of an actual sample of text can be written:

ii x;
H== —1og2——-
=1 *r *r
wheret
N = number of entries in the alphabet
x, = number of occurrences of the ith letter
kT = total number of characters in the sample.

The total entropy of the entire sample, H_, is then H times Xt

s, o, 2
H, = — x, log, —
T = i 2 Xp

Expanding the logarithmic quantity:

X, (1<>g2 X, — 1og2 xT)

fl

%
4

x; log2 Xn —2; x, log2 xg



But the Iogz Xy is a constant and can be pulled out of the summation.

g x, is simply Xpe

Therefore:

Also:

Hp = Xp logy x; = 2:1 x; logy x;
Or in expanded notation:

HT = Xp log2 Xp = % 1og2 X; — %X, 10g2 Xg =« o o T Xy 1og2 Xy

Forming a Group

Suppose now that the first two letters of the alphabet are con-
sidered as a gréﬁp, this group now being considered a new '"letter" in
the alphabet. The number of occurrences of this group in the samplewill
be called X, - The following conditions now would be true:

1. 1Individual occurrences of the first letter of the alphabet now

- x. times.

occur only x; A

2. Similarly the second letter OCCUTS X, — X, times.

3. There are now only Xp = Xy "letters" in the entire sample.

The new entropy,‘H%, is:
Hp = (xp = x,) log, (xp —x,) — txl - x,) log, (x; —x,) =
(x2 - xA) 1og2 (xz - XA) - e - (xN - XA) 1og2 (xN - xA) -
X, 1og2 X,

The Change in Entropy

The change in entropy is: &H

el
|
+
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AH = xp logy (g =xp) = x, logy Cxp = xy) = xp logy Xp =
X, 1og2 (xl - xA) +x, 1og2 (xl —;xA) + x) 1og2 X, =
X, log2 (xz - xA) +x, 1og2 (xz'; xA) + X, log2 X, =
X, log2 x,
Notice that all terms befond X, have cancelled. Combining terms:
aH = x, [10g2 (xT - XA) - log2 x,r] -
X, [log2 (x; = x,) = log, xl] -
X, [lc:g2 (x2 - xA) - 1og2 x2] +

X, [1c>g2 (x1 - xA) + 1og2 (xz - xA) - log2 (xT - xA) - logz‘xA]

17 % 17 *a *2 7 *a
e T ¥ 1oy T T X logy ——+

AH = 1bg
T 2 1 2

(x) = x,) (x; = x,)
Gop = %,) %,

Because of the original choice in the order of subtraction a positive AH

X, log2

means that the total entropy will increase and a negative AH indicates a

decrease.

Generalization

This process can be expanded to 4 grouping of the first n letters
of the alphabet. (Where m is not to be confused with N, the total num-
ber of letters in the alphabet.) The following will be true:

1. The frequency of the new group is X, -

2. The individual occurrences are X) = Xy ooy X T X,

3, There will be Xy~ (n~1) X, "letters' in the sample.
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Using the same development as before, it is found that:

xT - {(n - 1) x, X, = X,
AH = log - x, log, ————— —
xT 2 X5 1 2. Xy
X, - X X - X
2 A n A
X, log2 5 . e X 1og2 N +

(x, = x,) (%, - xA) R € xA)
n-1
g = %) %y

Although this derivation assumed the grouping of the first n

xA 1og2 (1)

letters of the alphabet, the actual sequencing of the alphabet is arbi-
trary and so the derivation is valid for the grouping of any n letters.
The derivation fails, however, when any letter in a group is repeated;

this will be discussed later.
II. THE GROUPING CRITERION

Selecting an Entry

The purpose of the ﬁreceding derivation has been to develop a
criterion to determine whether or not there would be an advantage in
including a given letter group in a machine franslation table. If the
AH of a particulgrﬂgrouping is negative this means that if this group
would be included in the translation table the number of Bfts‘required
to code this group would be less than the number of bits required to
code the individual members making up the group; the number of bits
saved in the entire sample being AH., On the other hand if the aH is
positive it would require more bits to code the group than to code the

members; hence, such a grouping should not be included.

The importance of equation 1 is that with a given sample of text
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it is possible to predict the effect of any possible grouping before
actually performing the grouping. The ideal procedure for building a
table, then, would be to compute the AH of all possible groupings im-
mediately discarding any with a positive AH. The choice for the first

new entry into the alphabet might be the one with the most negative AH.

Interaction of Entries

The next choice of entry would seemingly be the group with the
next lowest AH. Proceeding in this fashion one would simply select en-
triés in increasing order of AH until the total entropy of the sample
was sufficiently low or until the table reached a pre-determined size.
Unfortunately this is not possible because the grouping process changes
the frequency of\éccurrence of many of the other characters in the al-
phabet and therefore changes the AH of many other potential groupings.
Four particular cases can be illustrated by examples:

1. If the new group is, say, TH and occurs b times then the fre-

qﬁéncy of occurrence of individual T's and H's is each reduced
by b thereby affecting the AH of all other groups containing T
or H. .

2., 1f the*ﬁew group is TH then the possible group, THE, which
originally was a three letter word is now only a two letter
word since the group, TH, is now itself a "letter'". The &H of
THE is thereby affected.

3, The original THE has as subgroups TH and HE. Binding TH to-
gether now eliminates any further consideration of possible HE

binding. The only HE's remaining in the sample are those
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which were not associated with a leading T (such as the SHE),
so the AH of HE is affected,

4, 1In addition, all grouping causes a slight decrease in x,_, the

T?
total number of characters in the sample, which will have some
- effect on every AH.
Because of this interaction it is nécessary to recompute all the
&H's before selecting the next entry. Since the computation of all the
OH's is a lengthy process, the time required to build the alphabet is
greatly increased. Moreover, the only way the effects of case 3, above,

can be determined is by actually scanning the text sample, again a

lengthy process.

o~ ITI. THE BASIC ALGORITHM

Tables

The process to be deséribed requires a computer with a large memo-
ry in which can be stored three tables: the alphabet table, the text
sample, and the group table; in addition to the program.

Alphabet Table. This table initially contains only the basic al-.

phabet but will grow as new groups are added. The space allocation
must, therefore;‘be large enough to contain the anticipated number of
entries of the final alphabet. Each entry consists of the particular
letter (or letter group) along with a count of the number of times it
occurs in the text sample.

Text Sample. This tahle contains the complete sample of text
being analyzed together with a mechanism for combining letters into

groups.
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Group Table. This table ideally contains all two-, three-, four-,
and higher order letter groups, including complete words and word
groups. Obviously, such a table would require an impossible amount of
memory so some assumptions are made which limit the entries as will be
described later. Associated with each entry is a fréquency count as in

the alphabet table.

The Process

The first step is to scan the group table computing the AH for
eacﬁ group and selecting the entry that is most negative. See flow
chart in Figure 1.' |

The next sﬁep‘is to transfer the selected group from the groué
table to the alphabet table. .

Finally the text sample is scanned and, at every occurrence of the
selected group components, grouping marks are set. In addition, every
letter and letter group associated with the selected group is examined
and its couht iﬁ the alphabet table or group table is decreased by one.

With the grouping accomplished and all tables adjusted the process

can then be repeated.

IV. FURTHER CONSIDERATIONS

Simplification of AH Calculation

Need for Simplification. The previous derivation of AH, while

correct, requires the time consuming calculation of several logarithms
for each entry. 1In addition, the expression was lengthy and difficult

to analyze. Furthermore, it was not valid for repeated occurrences of




( Start )

Load text
sample table

Load group
table

>

Compute AH
for every
entry in
| group table

Select entry
with most
negative AH

Move selected
entry to al-
phabet table

Adjust
tables

Figure 1. Flow chart of the basic algorithm used for building
the alphabet table.
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the same letter. These problems can be lessened somewhat by making the
assumption that the frequency of occurrence of the new group is much
smaller than that of the components making up the group. The reason-
ableness of this assumption will be discussed later.

Derivation. Equation 1 can be rewritten:

i {(n—-1) x i xA.
AH=leog2 1l - —— -x 1()g2 1 = =t -

*r

[ x ~ x
A Al

(xl - xA) (x2 - xA) e e (xn - xA)

n-1
(xp —x)" 7 xy

X, 1032

Assume: XA <L xl

*A
Then: — <K 1
X

Using the first term of the logarithmic expansion:

lo - ié— - f—é
Be x, x)

Note the natural base. Changing to base 2:

X' X
A A
10g2 [1 - ;cz] - ;{—1' 10g2 e

[

Note also that X))~ X, = Xg- Making a similar assumption regarding

gy o oe e s X (and therefore xT):



(n—-1)x X x x
AH = (1<>g2 e)l:-x,r——,—é-{-xl—‘a%-x —A+. . o+ x A +
X 2 x n X
*r 1 2 n
x x * . L x
1 72 n
Xy o8, =3 " (2)
A
The entire expression inside the brackets reduces to, simply, X,
; X, Xo « » » X
. 1 72 n
OH = X, log2 e + Xy log2 =1
x
A
Dividing each x term by Xps
. (xy /%) (/%) oo o (% /%)
AH = X, log2 e x 7% (3)
A" %7
But xlfxT is simply the probability of occurrence of X; . Similarly
for Xy o o o Xy and X, Therefore:
. Py Py e+ - Py
AH = x, log2 e (4)

P12...n

Discussion. Equation 4 is interesting in that the numerator of
the fraction is simply the probability that the group would occur at
random considering the probability of occurrence of its componments. The
denominator is the .actual probability of occurrence.

Notice that there is only one logarithm. With over 6000 items in
the group table and nearly 600 expected cycles of operation there will
be nearly four million AH calculations. By using the simplified formula
at least three logarithms per calculation or over 12 millioﬁ logarithm
calculations would be eliminated. At several milliseconds per logarithm
the result would be the saving on many hours of precious computer time.

The reader will also recall that the original derivation of equa-
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tion 1 was not valid for multiple occurrences of the same letter in a
group. It can easily be verified that the derivation of this special
case is quite similar to the original case and when simplified becomes
the same as equation 4. Therefore, the programming would be further
simplified using equation 4 since there are no special cases to con-

sider. .

Justification. The validity of equation 4 depends on the assump-
tion that a particular group occurs much less often than any of its com-
ponents. Preliminary experiﬁents by the author showed that for three-
and four-letter groups this was generally true and the error introduced
averaged less than 5% for the former and less than 27 for the latterx.
However, the error was much greater for two-letter groups, averaging
about 35%. 1In all cases the estimated value was higher (less negative)
than the true value. Since the purpose of the AH figure is to determine
the order of entry into the alphabet, the effect of the error would be
simply to delay the entry of a particular group.

Since the policy of selecting entries according to AH ranking was
chosen only because it seemed like the reasonable thing to do, and
since, as will be shown shortly, the actual AH contribution of all en-
tries in the alpﬁabet table are constantly fluctuating, the effect of
delaying an entry due to AH error is almost impossible to analyze.
Errors in AH of 5% or less are almost certain to be masked by other ef-
fects. The only area that may cause some concern is the 35% error in
the two-letter groups. However, if the final results show that the
overall contribution of two-letter groups is small, then even this comn-

cern may be minimal.
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Taking all these factors into consideration, I decided to use the

simpler formula, actually equation 3, for calculation of AH.

Method of Grouping

In determining the AH of a group, the components initially are
single letters; however, as the alphabet grows the components of a group
may themselves be other groups. Problems may then arise in that it may
be possible to group a potential entry in several different ways. For
example, suppose the alphabet contains the entries: HIS, IS, T and TH
(améng all the others). To determine the AH of THIS the grouping could
either be T HIS or TH IS, each grouping possibly giving a differént OH,

Ideally, all possible groups should be tried but this would bé ex-
tremely time consuming and difficult to program. The procedure used
here is that which would probably be used by a typical translator which
is always to take as large a bite as possible going from left to right.
(The division would then be, in this example, TH IS.) Any sacrifice in
~ entropy reduction must, therefore, be considered as a property of the

translator and not as error in the experiment,

Modification of the Algorithm

Discussion was made earlier concerning the effect of a new entry
into the alphabet on the aH of the remaining potential entries. The
effect of such an entry on the other entries already in the alphabet
should also be examined. Four cases will be shown with examples:

1. Groups which are contained in the new group. For example, THE

enters the alphabet; what happens to the AH of TH which is al-

ready in the alphabet? The frequency of free TH's, Xy is
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reduced. The frequency of free T's and H's is not affected so
prH/pTH increases. (pT is the probability of occurrence of

the letter T, etc.) The magnitude of AH for the TH decreases
and the sign could even become positive.

2. Groups which contain the new group. TH enters, what happens
to THE? XDHE remains constant but the fraction inside the log
is now pTHpE/pTHE rather than prHpE/pTHE' Pry > PPy (a re-
quirement for TH to enter). The log term, and therefore AH,
becomes less negative,

3. Groups which overlap the new group. HE enters, what happéns
to TH? The fraction prH/pTH decreases since some free H's
were used up. Therefore the AH becomes more negative.

4, Groups which are not related to the new groups. The fraction
XXy o .o xnfxTnnle in equation 2, affected only by a small
decrease in X, will increase and the log will gradually be-
come less negative,

This examination shows that in cases 1,2, and 4, especially 1 and

-2, the contribution of an alphabet entry to the total entropy reduction
is diminished and could even increase the entropy. TFor this reason the

~ basic algorithm is expanded so that af;er a new entry is placed into the
alphabet, the AH of all other entries in the alphabet (except single let-
ters) is re-computed. Any entry who's AH exceeds that of the most re-

cent entry is removed and returned to the group table; the tables are
readjusted and the text is regrouped. Later on, of course, this group

may be returned to the alphabet. A flow chart of this modified algo-

rithm is shown in Figure 2.
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When to Stop the Process

Theoretically, the most efficient (and totally useless) alphabet
would be one which had only one entry, the whole sample; the total en-
tropy would be zero! The translator could handle only one message--the
sample,

This cannot happen here because of some limitations placed on the
entries in the group table as will be described im the next chapter.
What will happoen is that the program will run until all eﬁtries having a
negative AH have entered the alphabet. On test runs using very small
samples of text, this occurred in a rather short time.

Using a large sample, unfortunately, it may not be economical, in
terms qf éompute; time, to allow the program to run to completion. It
was hopefully assumed that the graph of the relation between entropy and
table size would decay rather quickly and then gradually level off.
Periodic printouts from the computer during the run would allow the op-
erator to observe the progress and terminate the run after the curve ap-

peared to level off.




CHAPTER III
IMPLEMENTATION CONSIDERATIONS
I. THE MACHINE AND THE PROGRAM

The computer used for.this,project was a Homeywell 1250 with
131,072 bytes of memory. The memory cycle time of this machine is 1.5
microseconds per byte. As described earlier, each byte consists of nine
bits, of which, six are used for actual data storage. Thé seventh and
eighth bits, called word marks and item marks respectively, are used for
identifying field boundaries. The ninth bit is used by the machine for
error checking purposes.

The memory was divided into four areas as shown in Figure 3. The
program was stored in the first 8000 positions. The alphabet table
started at 25000 and expanded downward. The text sample began at 25000
and loaded upward and the group table began at the top end of memory and

loaded downward, the two tables almost meeting at about 78000. To

alpha text sample
table

group table

|
l
l
> <=
|
l

| l i
32K 65K 98K 131K

A

Figure 3. Computer memory utilization used in the experiment,
(Cross-hatched area was used for the program.)
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assure the greatest possible efficiency in working with individual char-
acters the program was written in assembly language.

The program was designed so that whenever an entry was added to or
removed from the alphabet table it was printed out together with the
computed AH figure., Also, at the beginning of the run and after every
50 entries into the alphabet table the complete alphabet table was
printed out together with the frequency and entropy of each entry. As
each entry was printed it was also punched out on a card so the cards
could be used for later machine analysis.

Since this experiment was to require over 15 hours to run, a re-
start capability was included. At regular intervals during the run the
operator could cause the entire memory to be written out andbsaved on
magnetic tape. If the main memory were accidentally destroyed due to
mechanical failure or power failure, it could be rebuilt and the program

restarted from the point at which the most recent save was performed.
ITI. TEXT SAMPLE

Initial Preparation

The text sample used in this experiment was a selection of about

7000 words from é United States history text, The Democratic Experience,
by Niebuhr and Sigmund.

The text was punched onto standard 80 column cards using columns 6
through 80. The first five columns were reserved for a card number so
the cards could be re-sequenced in case the deck should accidentally be
dropped. 1In order to preserve the original word spacing a continuous

format was used; that is, punching continued from the end of one card
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onto the beginning of the next with no regard to word boundaries. The

only exception is that each paragraph began on a new card, indented five

spaces.

All numerals and punctuation were included even though they

were not used in this particular experiment.

Input Editing

At the beginning of the run all the cards containing the text were

read into the text table during which the following editing took place:

1.

All characters other than the letters A through Z and the
blank were suppressed.

To simplify the delimiting of words all single blanks were
changed to double blanks. Each blank could then be thought of
as a "half blank". Between each pair of words there would be
two "half blanks', one belonging to each word.

With the period suppressed, all sentences would terminate with
a double blank, Therefore, all occurrences of double blanks
were replaced with blank--period--blank, Each blank ('half
blank") delimited its associated word and the period delimited
fhe two sentences without actually belonging to either sen-
tence. - Although these periods appeared as part of the text
sample table, they were not included in any of the character
counts.

All strings of blanks, such as those occurring between para-
graphs, were reduced to double blanks and handled as such.
Therefore, there was no delimiting of paragraphs in the text

sample table.
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Table Structure

As each character of the edited text was loaded into the text
- table, the item mark bit of that character was set, This indicated that

the text was composed of individual characters. When the run began and

grouping occurred, the groups were indicated by removing all the item
marks of a group except for the one over the left hand character of the

group. The right hand end of a group need not be marked since the next

character beyond would be the beginning of a new group and would, there-

fore, have an item mark. Figure 4 shows an example of text first im its

original form and then after the group, TION, was formed. Characters

FEi
.

having the item mark bits set are indicated with an "i

Figure 4, Example of text stérage showing the use of item marks
before and after the group, TION, was formed.

ITI. THE ALPHABET TABLE

Structure
The alphabet table can best be described by looking at Figure 5

which shows a small sample taken at the termination of the run. Each




27

wilw wiw w iwwiw
05?A&JQEAIQQZA@$068TRUC
\ // X e v AN "/ A

frequency letter

count group

AN /

N
one entry

Figure 5. Sample taken from the alphabet tabie.

entry consists of a letter (in this case, T), or a letter gréup (TAK,
TAIN, STRUC) with a word mark over the leftmost character. To the left
of each such field is a numeric count of thé number of occurrences of
that group. The count field has a word mark on the left end and an item
mark on the right. It can be noticed that the entries are in alphabeti-
cal sequence, the table going from right to left.

At the beginning of the rum, of course, the only entries were A
through 2 and the blank. Each of these initial entries had a four digit
count field initially set to zero. The proper counters were incremented

as the text sample-table, described previously, was loaded.

Binary Search

Since the running of this program would require millions of refer-
ences to the alphabet table, it is mnecessary to be able to find an item
in the shortest time possible., For this feason I decided to use the
method known as the binary search.

In the normal binary search, the item to be located is compared
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with the iteﬁ in the middle of the table. The result of the comparison
determines whether the desired item is above or below this mid-point;
that is, it tells in which half of the table the item is located. Next
the mid-point of the particular "half" is selected and the process re-
peated. Each cycle of the process halves the area of search and the
process continues until the area is reduced down to a single item. It
can readily be seen that the number of cycles required to find an item
in a table of n items is simply log2 n. A 1000 item tablé, for example,
requires only 10 search cycles to retrieve an item.

Because of the variable item length structure of the alphabet
table it was necessary in this program to modify the standard binary
search, Each time a mid-point was selected it was necessary to scan the
immediate area uﬁtil an item mark was found then compared with the entry

to the right.

Table Maintenance

The use of the binary search requires that all items in the table
be in alphabetical sequence. Therefore, when a new item was added to
the table this sequence had to be preserved. This was accompliéhed by
first performing .a 5inary search. Even though the item was not yet in
the table, the search found the point at which the item was to be in-
serted. Next, every character in the table from the low end up to the
insertion point was moved downward to make room for the new item which
was then inserted. Fortunately, on this machine, the entire "moving
down" could be accomplished with a single instruction.

To remove or delete an item from the table it was necessary only

to use a binary search to locate the item then "move up" the lower part
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of the table enough positions to overlay the old entry.
IV. GROUP TABLE

The structure of the group table was identical to that of the al-
phabet table except that it was much larger. Look-up was also accom-
plished by an identical binary search.

Because of the difficulty in determining the frequencies of thou-
sands of groups, the table was initially loaded from a tape which had
been prepared earlier and will be described in the next section.

Since no items were ever to be added to the group table, the add/
delete capability was not included. When an item was "removed" from the
group table (to’be placed in the alphabet table) it was not really re-
moved, but its count field was simply set to zero. Similarly an item

was "restored" to the group table by merely restoring the count field.
V. PREPARATION OF THE GROUP TAPE

Requirements

Although the original concept of the group table was that it would
contain all groups of all sizes it is obvious that such a table would be
prohibitively 1a£ge. Therefore, in order to have a table which would fit
into about 50,000 memory positions, some editing was required.

The first requirement was that no letter groups were allowed which
extended over word boundaries. The assumption is that the letters with-
in a given word were not influenced by the letters within a neighboring
word and therefore would not form useful groups. (Work done by Newman

and Gerstman (15) indicates that this might not be entirely true, how-
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ever.) Groups larger than a word were allowed only if they were groups
of complete words. Similarly, word groups which extended across sen-
tence boundaries were not allowed.

Initial attempts at building a group tape indicated that the table
was still much too large and further reduction was necessary. I noticed
that a large percentage of the table consisted of entries which occurred
only a few times. By eliminating all entries which occurred less than
five times the table was finally reduced to a size which wéuld fit into
the allowable memory. Whether or not this cut-off would have an effect
on the eventual alphabet table depended on the relation between this
cut-off and the frequency distribution of the groups. This will be dis-

cussed in later chapters.

Method of Preparation

The first step in the tape preparation was to read in the text
sample from cards and write out all possible 40 character groups onto a
work tape. The cards were the ones described earlier in reference to
the loading of the text sample table. The previously described editing
of the card data was also employed. The groups written out were such
that each gréup cdngisted of a single new character from thg card plus
the 39 previous characters. The first group, therefore, consisted of
characters 1 through 40; then the next group included characters 2
through 41; the next, 2 through 43; and so forth. The figure, 40, was
chosen because of programming considerations but proved to be of no
limitation in itself as will be seen.

As the first step in fulfilling the editing requirements, given
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earlier, any 40 character group which began with a period or a double
blank was suppressed from the work tape.

After the entire work tape was built it was sorted into alpha-
betical sequence using a standard utility routine supplied by Honeywell.
The effect of the sorting was to collect all like groups together.

The next step was to read in the sorted work tape and count the
occurrences of each set of like groups or parts of groups and write out
onto another work tape. The process was as follows: Forty counters
were used, one corresponding to each character position in a group.
Whenever a group was read that was identical to the previous grouﬁ all
counters were incremented by one. If only the first n characters were
identical, a record consisting of the first n+l characters of the old
group was written out together with the contents of the (n+l)st counter.
Additional records were then written for the n+2, n43 positions on up to
40, All counters from one to n were incremented by one; all counters
above n were reset to one.

In addition, another suppression routine prevented the following
groups from being written out:

1. 1Items ending with a double blank since the second blank would
belong‘to the next word and groups were not to cross word
boundaries.

2, 1Items ending with a period since groups were not to cross
sentences,

3. Items containing a double blank that did not begin and end
with a blank. 1If a group did begin and end with a blank it

would have been a complete word or possibly group of words,
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which was allowed.

4, 1tems whose counter was less than five.

Since parts of groups were held in memory as others were written
out, the output tape was again out of sequence. The final step, then,
was to re-sort the tape, the result being the complete group tape.

Since the memory requirements were not large the entire process
was performed on a smaller machine, a Honeywell 1200 with a 32K mémory.

The programs were written in Fortran.
VI. ADJUSTMENT OF TABLES

As was described in the last chapter, whenever an entry was added
to or removed from the alphabet table, the remaining entries in all the
tables may have required adjustment. This process is now examined in

detail.

Adding an Entry to the Alphabet

Once a new group had been added to the alphabet the program scan-
ned ‘down the text sample until the first occurrence of this group was
found, Figure 6 shows an example of the group, PRESENT, being pro-
cessed. The compoéénts of this group (PRES, EN and T) are each located
in ﬁhe alphabet table and their corresponding counters each decremented
by one. All the other items listed in Figure 6 are then located in the
group table and similarly decremented. (The symbol, 4, indicates a
blank.) It will be noted that each of these items are composed of two

or more groups, at least one of which is contained in PRESENT and at

least one of which is not. The reason for the decrementing, of course,

is that after PRESENT is formed into one group then all the other items
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i1 i1 1 i 14 i i i
468 THEAAREPRESENTATIVESaaOFaa
Affected groups: EN
ENT
aREPRES ENTA
s REPRESEN ENTATIV
ENTATIVESa
REPRES
REPRESEN T
T A
PRES TATIV
PRESEN TATIVESa
Figure 6. Example from the text table of the group, PRESENT,

being formed showing all the related groups which are affected.

listed will no longer be candidates for possible grouping. Groupings
which completely contain the new group, such as REPRESENT, are still
possible, however, and so these groups are not decremented.

It will also be noted that parts of groups, such as EPR, are not
decremented, even though they probably exist in the group table, because
EPR would have been previously decremented when the group RE or PRES was
formed. 5

Since letter groups are not ailowed to extend over word boundaries
all the groups shown are all included within the word, aREPRESENTATIVESa.
Had the new group been a complete word the above procedure would have
been the same except that the groups processéd would have been groups

of complete words.

Since any group originally occurring less than five times was
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not included in the group table it is possible that a given item, such
as ENTA in Figure 6, might not be found in the group table, The program
took advantage of the fact that, in this case, ENTATIV and ENTATIVESa
would also have been omitted, and so no lookup of these items would ﬁave
been attempted.

If a counter in the group table were ever decremented to zero, the
‘item was considered as deleted, as was explained earlier. (The routine
which computed AH on the group table passed over such items.) 1If a
counter in the alphabet table went to zero, however, the delete routine
was automatical}y entered and the item was removed.

After all the counters had been decremented, the new group was
officially formgd by removing all the item marks except the one on the
left hand charac£er. In this example, the item marks over the E and the
T in PRESENT would have been removed leaving only the one over the P.

The scan of the text éample then resumed and the process was re-
peated, The actual groups processed may have been entirely different,

however, since the next occurrence of PRESENT may have been PRESENTATION.

Removing an Entry from the Alphabet

If an item hgd to be removed from the alphabet due to a change in
its AH, the process described was reversed,

When the desired group was found during the scan of the text table
the first step was to re-group the old group into the largest subgroups
possible. 1Item marks were set at the left end of each such subgroup.

The same alphabet table and group table adjustments were made as

before except that the counter for each entry was incremented by one

rather than decremented.



CHAPTER IV
RESULTS AND DISCUSSION

I. THE TABLES

Text Sample Table

The exact size of the text sample was not known until the text
tabie was loaded. The initial printout showed that the table contained
51143 characters. Inspection of the memory listing showed that the
table required 51475 bytes. The difference of 332 is accounted for by
the periods, which were not counted. Since the first and last charac-
ters of the sample were periods there were, therefore, 331 sentences in
the sample,

The total number of blanks was 14106. Since each §ord had a blank
at each end there were, therefore, 7056 words, Of these 7056 pairs of
blanks 331 would have occurred in the original sample at the ends of
sentences. The remaining 6722 were, therefore, added by the program.
The total number~éf effective characters in the sample, thgrefore, was

51143 minus 6722 or 44421,

The Group Table

The group table contained 6442 entries and required 47417 bytes of
memory. Single-word groups accounted for 224 entries or about 3.5% of
the total entries. A summation of the word frequencies totaled 4889,

meaning that 70% of all words in the sample were contained in the group
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table. The remaining 307 were lost because of the lower limit cutoff
that was imposed.

There were 93 two-letter groups or 1,4%, accounting for 915 double
words of text. This would cover 26% of the sample assuming no overlap
of groups. Since there was probably some overlap, the percentage would
be less,

There were only 12 three-word groups and only 1 four-word group,
ATHEAAARTICLESAAOFAACONFEDERATIONA, and none higher. This four-word
group contained 34 letters meaning that the 40-letter restriction im-

posed during the building of the group tape had no limiting effect.

II. THE ENTROPY REDUCTION

Run Bistorz

The printout of the complete history of the run is shown in the
appendix in Table III. Each entry is terminated by a comma so it can be
determined which entries end with a blénk. Those beginning with a
blank appear indented. The DELTA H column shows the amount of entropy
reduction of the entire sample resulting from each entry. Notice that
some entropy figurés are positive quantities, and they are indented for
clarity. These éepresent entries leaving the alphabet rather than en-
tering.'

It can be seen that the entropy changes are quité large at first
and then become smaller. Toward the end of the run they are quite small
and change rather slowly. Because of this, and since the program haa
already run for 15 hours, 1 decided to terminate the run after 600

cycles of operation.
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Alphabet Summary

After every 50 entries had been added to the table a listing of
the complete alphabet was automatically performed. These places are
indicated in the run history as “checkpoints". The actual listings were

too lengthy to be included in the appendix, but a summary of each list-

ing is shown in Table 1.

TABLE 1

SUMMARY OF ENTROPY DATA TAKEN AT CHECKPOINTS
DURING THE COMPUTER RUN

Check-~ Total Total Total Entropy Correctd
point Entries Groups Entropy per Char Entropy
0 27 51143 195954 4.41 4.08
1 76 34477 155659 3.50 3.24
2 124 29837 143632 3.23 2.99
3 171 26635 135816 3.06 2.83
4 216 23679 129628 2.92 2.70
5 263 21918 125059 2.82 2.61
6 313 20268 121156 2.73 2.53
7 355 19292 118313 2.66 2.46
8 399 18217 115671 2.60 2.41
9 448 17219 133466 2.55 : 2.36
10 493 16484 111521 2.51 2.32
11 539 15843 109975 2.48 2.29
12 584 15222 108787 2.45 2.26

There were 13 listings; listing O was printed after the initial
load before any grouping occurred. Thé table starts with the original
27 characters and stops with 584.

The "Total Groups" column is shown mainly for interest and it is
not analyzed further. From the first entry, 51143, the total character
count was determined since at this point each "group" consisted of but

a single character. At the end of the run each group consisted of an
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average of about 3.4 characters.

The figures in the "total entropy" column were obtained by actual
- summation of every entry in the alphabet and not simply an accumulation
of AH's since (as was discussed earlier) the AH calculations used an
approximation formula and the AH's were subject to degeneration. The
entropy per character was computed by dividing the total entropy by the
number of effective characters in the text, seen earlier to be 44421. A
graph of this figure plotted against table size is shown as the solid

curve in Figure 7.

Effect of the Double Blanks

Since the text sample table contains extra blanks for ease in word
delimiting, the effect has been that the computed entropy figures are
somewhat high. No attempt was made in the program to correct these
figures; however, it was possible to make some corrections and estimates
at the end of the run.

First, as was shown earlier, at the beginning of the run 6722
blanks were added to the sample, By re-computing the initial total en-
tropy, considering‘6722 fewer blanks, a figure of 181324 was obtained
giving an entropyvper character of 4.08 bits. This, incidentally, is
very close to Shannon's estimate for single characters of 4.03 (14).

At the end of the run a hand count of the remaining blanks in the
memory listing was made. All single blanks except those next to a
period were eliminated since a single blank implies that its partner was
absorbed into a group which is, therefore, properly delimited. The only

blanks counted, then, were one each of 273 pairs plus 168 next to
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Figure 7. Graph of entropy per letter versus alphabet size,

periods or 441 rather than an actual count of 2992, Recomﬁuting on this
basis yielded a total entropy of 100579 or an entropy per character of
2,26 bits.

It was interesting that the ratio of entropy correction in both
cases was 0.92. Assuming that the correction at the other 11 points
might have been roughly the same a second set of points was computed and

shown as a dashed line in Figure 7.
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Interpretation of the Curve

The points along the right side of Figure 7 show the entropy esti-
mates of Shannon for single-letter groups up to six-letter groups. It
can be seen that with less than 100 items in the alphabet the entropy
has already been reduced to that obtainable with a two-letter table. At
200 and 300 entries it surpasses a three- and four-letter table respec-
tively. At 500 to 600 entries the entropy is further reduced although

other factors may limit its usefulness as will be seen shortly.

Equation of the Curve

It was originally hoped that the curve would somewhere show a de-
finite leveling off point. One seemingly good point would be where the
slope changes most rapidly, which is the point at which the third de-

rivitive goes to zero. However, the log log plot in Figure 8 produced
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Figure 8. Lower curve of Figure 7 drawn on logarithmic scale.
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almost a straight line, indicating that the data was basically exponen-
tial. Since none of the derivatives of an exponential go to zero, there
seems to be no nice way to define where the curve levels off.

By determining the slope and the intercept of the line in Figure 8
the equation is found to be;

log10 H=~19 1og10 N+ .875
where N is the number of entries in the alphabet. The original curve in
Figure 7, then, has an equation:

H = 10.875 N -. 19
or roughly:

H=17.5/ YN

- III. DISTRIBUTION CURVES

Group and Word Distribution

An analysis of the run history in the appendix was made to deter-
mine what proportion of the entries consisted of letter groups, single
words, double words, etc. The results are shown in Table I1I and on the
graph in Figure 9.

These results show that once the curve stabilizes the proportions
remain fairly cogstant except for a slight rise in letter groups toward
the end. Of significance is the fact that letter groups and single
words make up 90% to 957 of the table. The small remainder is composed
essentially of two-word groups, and the higher order groups contribute
virtually nothing.

Also shown is the percentage of two-letter ggoups. This was in-

cluded since there was some discussion in an earlier chapter on the use




TABLE II

LETTER AND GROUP DISTRIBUTION TAKEN AT
CHECKPOINTS DURING THE COMPUTER RUN

42

Check- Total % Letter % l-word 7 2-word 7 Higher % 2-1ltr
point. Entries Groups Groups Groups - Groups Groups
0 27 100.0 - - - -
1 76 71.1 25.0 2.6 1.3 0.0
2 124 62.1 31.5 4,8 1.6 1.6
3 171 59.1 35,1 3.5 2.4 1.8
4 216 59.7 34,7 3.7 1.9 4,2
5 263 56.7 36.9 4.9 1.5 3.4
6 313 58.8 35.5 4.5 1.3 3.5
7 355 59.2 34,1 5.6 1.1 3.4
8 399 60.2 32.8 6.0 1.1 3.8
9 448 62.7 30.1 6.2 .9 4.0
10 493 64.3 29.0 5.9 .8 5.1
11 539 66.0 27.3 5.9 .8 5.6
12 584 66.4 26.7 6.2 .7 6.0
= 100 B it SRR NSNS SN NN S S

g f WORD GROUPS

80
3 WORDS
o * | S o]
2 60 Q v, ES——r
I~
=
B 40
- LETTER GROUPS
Z 20 \
< l l 2-LTTR GROUPS
=1 o} = “y oy <] < u \':, Gt
B 0 PO 4 N .y -

100 200 300 400 500 600
SIZE OF ALPHABET
Figure 9. Graph of letter and word group distribution as a

function of alphabet size.
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of the simplified AH approximation, in that there could be considerable
error when applied to two-letter groups. It is seen that the percentage

of such groups is quite small.

Frequency Distribution

To observe the effect of the 1dw limit cut-off of five during the
building of the group tape, a count was made of how many items in the
alphabet occurred at given frequenéies. These were computed from the 13
checkpoint listings. The results of selected tabulations are shown in
Figﬁre 10 as a frequency polygon.

The actual frequencies extend from 5 up to several thousand; how-
ever, everything of interest occurs only below about 20, so that is all
that is shown.

By observing the behavior of the curve in the known area one can
make some guesses as to what might have happened in the area below five.
It can be seen that with 76 items in the alphabet none occurred less
than 9 times, the peak being arocund 12 or s¢. The cut-off apparently
had no effect. At 171 items the peak has shifted to the left and it
appears that a few items with a frequency less than 5 would have occurred
if there had not«béen the cut-off. At 216 it's hard to tell what the
curve is trying to do, but at 313 and beyond the curve is definitely
peaking in the region below five.

Had the cut-off not occurred, many low frequency items with a good
AH probably would have gone into the alphabet and the entropy would,
therefore, have been lower than that obtained here.

On the other hand, it seems undesirable te include a large number
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of low frequency items in the alphabet because many of these items might
be found only in this particular sample. This thought opens up the
whole area of sample sensitivity and is discussed briefly in the last

chapter.

60

399

\1 tems
40

30 \
313

1N\ A
0 216 //\

V4
\/ > /\
DA ANSAS

5 6 8 10 12 14 16 18 20

NUMBER OF ITEMS AT EACH FREQUENCY

(7

FREQUENCY OF OCCURRENCE

Figure 10. Graph of group frequency distribution at selected
checkpoints during the computer run,




CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS
I. CONCLUSIONS

Entropy Reduction

‘Considerable reduction in the entropy of English text can be ac-
comblished with a relatively small table by grouping the text into vari-
able length groups. Reducing the entropy to below 3 bits per character
can be accomplished with an alphabet of less than 200 entries. Using a
larger alphabet of around 500 words it may be possible to reduce the en-
tropy to below 2.5 bits,

Because of the simplifications made these figures can oniy be
taken as an estimate. Had the AH equation not been simplified and had
the low frequency cut-off not been necessary, the entropy results would
probably be even lower. However, if numerals and punctuation had been
included the entropy would not be as low. Also, there will be an entro-

py increase due to losses in any coding scheme used in a translator.

Table Content

It is definitely worthwhile to include both letter groups and
single words in the alphabet. 1 would doubt the use of word groups,
however, since their contribution is small and involves extra program-
ming complexity. In any event, groups larger than two words are defi-

nitely not worth handling.
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II. RECOMMENDATIONS

Changes in Procedure

Accurate AH Prediction., Since the percentage of two-letter groups

in the alphabet was small, it suggests that the effect of the simplified
AH equation on the total entropy reduction is minimal. It is possible,
however, that the AH error is somewhat the cause of the low percentage,
since the error of approximation has the greatest effect on two-letter
groups. I would suggest that the next run incorporate the original AH
equation even though the computer time would be increased considerably.
Comparison of the results, however, would indicate the degree of error
and perhaps allow a decision to be made as to a preferred method.

Elimination of Word Groups. Since I found that the contribution

of word groups was small it would be worthwhile eliminating them from
the processing thereby simplifying the programming in this area. The
building of the group tape would also be speeded up since it would not
be necessary to allow for the large maximum group size of 40 characters.

Use of Complete Alphabet. Since the ultimate goal of this exper-

ment is to develop a workable translating system the run should be made

with the complete alphabet rather than just 27 letters. Since there is
little redundancy in the numerals and punctuation their entropy is high;
however, in normal text their -usage is usually low. Their overall ef-

fect on the reduced entropy remains to be seen.

The Group Table and Sample Sensitivity

The one area that still requires considerable work is that of pre-

paring the group tape. Some editing is definitely required in order to
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finish with a group table that will fit into memory. Yet, the arbitrary
cut-off at five items left much to be desired.

Closely related to this problem is the one of sample sensitivity
which was not at all studied in this experiment. As more and more groups
are taken from a particular sample and placed in the alphabet the more
the alphabet becomes tailored to that one particular sample. This tai-
loring can be reduced only by insuring that the selected groups are truly
representative samples of English itself and not just the‘particular
sample,

But where is the line to be drawn between "English itself" and a
particular sample? And, perhaps, some sample dependence is desirable.

If a translating system is to process only history text then the inclu-

sion of "

pure history'" words is desirable even though the system may now
perform poorly with chemistry. A good translating system could have
several alphabets in disk sﬁorage, and at the beginning of each message
it could load into main memory the one tailored for a particular text.
One method of building the group tape might be to build many tapes
each from a different sample. Then, according to some statistically de-
termiﬁed criterion, select those groups which appear on most of the tapes
and reject thosewwhich appear on only a few. How much diversity in the

selection of the samples depends again on the intended diversity of the

translating system.
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APPENDIX

The following pages are a computer printout showing all groups
asAthey were going into or coming out of the alphabet table., The effect
of each entry on the total entropy is also shown.

Groups which appear to be indented one space are those which begin
with a blank. All entries are followed by a comma. VThis comma is not
par& of the entry but was added by the program, so that it would be
possible to tell which entries end with a blank.

Entries leaving the alphabet are shown with a positive AH, which
is also indented on fhe listing.

Although entries are selected in order of increasing AH, an
occasional item may appear out of sequence due to a particular grouping
of the previous entry.

It can be noted that a few entries do not have a AH figure, These
are groups which were "used up" forming other groups, and so were purged
from the alphabet with no effect on the entropy. Single letters were j
not purged but weré listed with an asterisk. (Q was the only case.)

After every 50 cycles of operation a checkpoint listing was pro-

duced consisting of a complete alphabet printout. These printouts are

not included here but the checkpoints are indicated on the listing.



TABLE IIL
COMPUTLER RUN HISIORY

ALPHABET ENTRY DELTA h

THE o 5187-
GOVERNMETT » 2633~
" TION» 2026-
AND s 1664~
OF o 16345~
STATES 1535-
CONs 1217~
LEGISLATURE « 937-
ING 936=-
THE ARTICLES OF CONFEUERATION & Bly-
COMNGRESS » - B2Z=-
WAS g816=-
ED 8l4-
THAT o 510-
CONSTITUTI O BOG=-
CON
CULD o 199 -
WHICAH Tap=
TO o T34
THE » 135=
FEDERALIS, T1l4a-
WITHS CTigm
CONs HG Q-
IN H5 ¢
FUR S O -
REPRESENT 6E2Y=-
POwERS 59y
WERE 55 4
DELLGATES o 53 -
LY « 505H=-
MASSACHUSTTTS o Gh 2=
THE  ARTICLES o 451 -
ENT s 44 Gm
STATLE o 435 -
CONVENT 10t 424
PRO 41 G-
POLITICAL » 415-
HOWE VLR 9 394 -
IGHT » 312~ -
TIVE o 268
VIRGINIA 366
THEIR 367~
FROM o 36H=
AMERTCA o 354
COMMEKC s 353=-
PUPULAS 347 -

N

w

50



TABLE III--Continued

ALPHAHET EMTRY

BY o

CENTRAL  GOVERNMENT
COMPROMISE »
HAMILTON

INDEPEND »

CHECKPOINT

RATIFICATION
AUTHORITY
REVOLJTION
CONTIMNEMTAL o
NEw YDORK o
NATIONAL »
THER s
BE s
HAD o
VER s
INTEREST
SYSTEM o
CONFEDCRATION o

THE ARTICLES COF CONFEDERATION

PEOPLE
BUT »
LEGISLAS
OF  THE
ON »
COLONI »
NORTHWEST o
UNDE = »
DOCUMENT o
W e
QUG »
BETWEEN. o
ORDIMANCE o
EACH »
AFFAIRS
STRONG »
AMTIFEDERALISTS o
ARG 4
AL
ARD »
THE DECLARATION OF
TERRITOR
Bl ANTH o
BELTEVEDR  THAT
Bilil  OF  BIoHTS
MAJORITY o

L

*

DELTA

346
344 -
333~
332~
324~

320=
3171~
317-
309-
304%-
302~
293G
29171~
290~
28U-
213-
261~
2be-
’
Zf)l"
2ab-
242~
237~
235~
237~
235=-
34—
231-
22%=
2e 1~
226~
225~
£2 3=
£22-
216-
2197=-
2ly-
21y~
Z16-
2117~
213~
2lu=-
210~
PR R

dg -

168

3l



TABLE Iii--Continued

ALPHABET ENTRY DELTA H
EXECJUTIVE » 202-
PER 201~
MOST » 200=-
COUNTRY s 200~
"IN 200-~
NOT 204~
MADISUN ‘ 1G0-
UNITED STATES 186~
QU 18b~
Gs *
REGULA 188=
ALLY 187

CHECKPOUINT 2

GOVERNOR » 187~
DIFFERENCE o 165-
IT & , 183-
SUCH s 181-
GREAT s l6i=
PRESIVENT 176~
NEw s 176-
JAVMES 176~
AFTER o 175~
THEY 17¢-
TH 170~
THE o 12¢
THERE s 17¢6-
OPPOSITICH 170~
IN REGARL 10 » 169~
HOUSE » ‘ 169~
APPROV s 16—
CUT o 167~
ECONIMIC - 167-
THEMSELVES 167~
NC[I, L ] ' 1(‘)6)-
ESTARLISH, l6z-
ITS 161-
WOULD 166~
COULY o I
CULD » 133
SHOULD o S 264-
VOTF » 159-
FORETIGN & 1%e=-
JUDICLIAL o 157-
APPOINT o 154-
. SOME s 15%-

PRINCLIPLL 153~



TABLE III-~Continued

ALPHABET ENTRY DELTA H
ATIDN » 152~
WEST» i51-
JOHN o 151~
AGAINST » 151-
THE ARTICLES OF CONMFELERATICN 9 l49=
PLAN » J R
PUBLIC 147~
DOMESTIC lao=-
FFIC 144~
EFFECH 147~
GENER s 144~
FAVOR L4 4=
COMo 143~
FARMERS 144~
ABLE o 140~
TRADE 140~
OK 1406~
FAVOR
RE s o 150~
REVOLUTIONS ZEY~-
CHECKPLINT 3
REVOLJTICH
THEIR  Oal s 142~
ELEC 140~
CONTROL » 140=
WAR S 135+
THE LOviEK 137-
BRITISH o 136-
REPRESEMTATIVES o 135~
AGREED » 134~
TER s s 135~
FEDERAL o 134
DI 133~
DE » 13-
FREEDCM 132~
FAUCH o 121~
THEM o 1306-
EXe 12+4=-
ALREADY o 129=-
ACCEPT» 129-
LEADEFS 1d6=-
CREAT 1726~
ALL s lzu=-
FAVOR 124~
PROP UL 125~
TIONS o 123-

126

49

33
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TABLE III--Continued

ALPHABET ENTRY

IVE »

TIVE o
PROPOJS s

TICNS o

" LVE s
TIVE »

EN

AN+

ARs

WAR ¢

ONs

END
TOWARD

NUMBER

SPECT s

UNs

PRE o

UR s

ER»

TER

NUMBER .

ATk s
FIRST o
ISSUE o
GEDRGE o
THESE o
RECOGNT o
NUMDER
MORE
THIRTLEN

BALANCE

AVE o
TAX

ECT

TRIBU,

CHECKPOINT 4

THE  FEDLRALLSTS

NORTAH »
TIES
CUS
VISION o
STRUs
ESSs

PROGLLM

SIVPLY o

HENRY o

DELTA H

1lu=
11G--
11u=
109 =
109-
106~
101~
16(~
106=~
10
10~

54



TABLE IT1I--Continued

ALPHALGET EMNTRY DELTA H
SHAYS 103~
INTO » 103~
iMPORT,. 103~
THE STATES o 100=-
AS 9G=-

AMUONG o Q-
MUST o G4~
CHECK » G7=-
CAME 97~
TwO o QI-
ITS CWN Q7 -
TO Bt 9o~
POLIC -
MONEY Gom-
LIKE GGy=-
DEBTs G
ES 93~
TIES »
SECTIONS ' G4m=
ENCo ' G4y-
INDEPLNDENCE 10z~
RATIF « G3=-
ATED » Ji=
THE  CONSTITUTICH o 91i-
MARKET » Gl=-
LOCAL s 91~
WITHIUT G-
BOTH 9=
THREE o ’ gy
SECOND s &E1-
PROPERTY ) 87~
MIGHT o By -
RIGHT « - BI-
TGHT « ' ,
SUPP 83—
THIS » - ‘ 82—
JAY o Be=
YEARS o Bem
CALLED o Be-
SMALL s 8 dp=—
ALL
ALL G3-
CrECKPOINT &
SHIP B1=-
CHs L3~

ACK » &

7

o

77

(94

[ed

55



ALPHABET ENTRY

PROVID,
CLOSE
WHD s
SOUTH
MEET s
CENTRAL
MENT »
IGHT s
PERIOLC
EVERY
LAND o
ALSO o
CWs
WORK s
WAR s
CLVED o
COLL
ECTIONS
OVER o
FUL s -
WHILE
WHEN o
MATTER
FOUND
EVEN o
wWilos
TIES

STATE LEGISLATUKES

TORS
TIME
RESULT .
BR1o
ARGU s
CAUSE »
A
ATIVE o
OTHER s
MAKEL
POINT s
MEN »
REMATINS
FQUAL
ORITGINS
ITY o
ARY o
NE s
120 »

TABLE III--Continued

CELTA H

gl-
81—
81~
80~
80~
80~
81—
19~
T9=
TG~
To-
T~
17-
N
HO~
16~
T8~
T1-
71—
16-
16~
71~
T¢-
Tem-
T6=~
15~
0=
15~
Tg=-
75~
75~
Tiy=
T4-
75-
Ta=
Ta=
Ty =
T4-
73-
13-
Te¢=
TZ2=
11~
10-
Tu-
10~
63~

56



TABLE III-~-Continued
ALPHAEET ENTRY DELTA H

CHECKPCINT 6

STATE GCOVERNHENTS o 69=-

AT o 69-

- EMBER s by~

ACT» i by~
UP s 61=
CONSIST 6=
ALMOST o 67

TAINS 66

TEMPT » 65-
IGN 65=-
THERE WAS o 65=-
TERMS o LH—-
POPULATION 6o
IT  WAS o 65-
H1Ss 65=
DEPEND A 6HH-

APP o V _bb-

APPOINT o 109-
APPOINT 19

AMERICAN 65
ENa 65—

EN » : i8

ENCo 43

ENDC 46

ENCE o 95—

NO o 66—
VOTED o H4-
OLUTIONS b b
P05 ' Ga—-
DARNGER » 64—

DIRECTS - 64=-

ONE o £3-
ONLY » b=
WHERE o - ' &3~
WH s 61
WHO 16~
WHO o 46
OF SOVERIVAELNT o 63—
INTERS 63
INTEREST 143=

INTEREST » 36

ESTs bb=-
DECISS 63—

FORE o e~

FFER 62~

FRA[ 63—



TABLE IIl--Continued

ALPHABET CEMNTRY

THAN

REPRESENTATION

FEW
RESTR
RATHER
AGR o

PHIL s
THROJGH +
THERE  WERE
THERE »
COMMERCIAL
INGy

SPAINSs
HELD o
ANCE
NCE o
ANCE o
CE o
ENCE o
ADs
EAS.

PASS,

TRAMS s

TOO »

LEGISLATIVE
METH

HANKND »
ALTrH

WOULD  BE

POPULAR o

POPULA Y.

CURR s
MITTa
10USLY

THUS s

BASIT s

THSUGH s
IONS s
ECTIONS o

TR A
RANK o

THE  CORVENTION

ON  THE »
S0
EITHER o

A}

]

1

IN

s

L}

CHECKPOINT

7

DELTA H

be~
6E1-
61l-
60-
60~
61~
60~

5(,-

59=

59-
55=

5¢=-
5=
58—~

1

WP U
!

WA AN AR U An A
ol
§

W
[

47

-~ \r

Ll
»”n
-

23

38




TABLE III--Continued

ALPHAEBET FNTRY DELTA H
ESTION, 52=
ATIONS o 52=

TOWNs ‘ 52=
HAVE o Stm
© 1SH, 5=
LONG » 51—
ISST, 51~
1C» 52—
ION o 55—
1D 59-
DID 54—
DURING o 53-
WITH  THE 51-
MEA s 51=-
COMMEKRCE 51-
COMMERC s
SIXoe 5C-
SET » 50-
MILs 50=
CESSe 43=
THERGE » 4G=
ANGE o b=
AMP o 43~

CHECKPCIET 8

REGULATE G-
PROTECT » G-
PART » G-
INDI b=
MEND s 45
MEDT o 4 by
EXPERLIs - 4 5=
SERV . 477 -
LE » 47 =
LAV 47-
ANY o 47=
EMNCY 4=
ENCE s 4 -
LESS o 46-
GRESSS Gy -
ESSs
DGE b by
NEw GOVEERNMEMT o G-
IN  THE L=
FOR  THE ' 4] -
IMPLE s 4=

PORT1OM, 4=

44

39



TABLE III--Continued

ALPHABET ENTRY

QUNT o
DUC
SEVER

COLONIES

“OLD o
RO
FINs
DISs
157,
ERS
ESSo
STA
POWERS
SU»
PUT
LPHo
JUs

GOVERNMNMENT

GIvVe

OFFITs -

1ZED o
MISy
Rl
SHy
MA
AT
DRA
IRE ¢
MAR »

Al s
CLAS
ACY o
AB s
YEAR »
COMPL »

GENERALLY

MENTS o

ELECTIOM

ITIOMH -
NEVER
COULD
BEEN «

OSE o

OHDER 9
MER o

L]

EE

SHOULD

:

CHECKPUINT

9

DELTA h

45~
45
45-
45~
L=
44
Gigom
Lo
b4ty =
b4~
45-
4=
45~
45-
b=
43~
43~
43~
43=
4=
41 -
41
41~
41—
4=
4=
42~
4l=
42-

41
b4l
42
G-
4i-
4u-
4 -
39=
40G-
N
39~
39-
4 )=
3u-
3=
3 5=

60



ALPHARET

OCK»
ACCy
CRE »
IFs
" ITls
1M
IMPER
FEDERALIST
FEAR
00D
OP s
OPER o
PORT s
EFFECT
EFFECS
ISt "
ARE
REVOLUTIONARY
ANT o
TERRITORY &
UND «
THs
TH s
THERE s
ALTHS,
THIR o
PRESS
EDED
AllLs
LVE
SLAS
UPDN s
UNION & =~
IMPERs
DO
TAK s
Al
GAVE »
ERNDy

MEND »
ECTIONS
ANCE »
AGo

ASSs
RIGHIS o

TABLE III-~Continued

ENTRY

L

CHECKPCINT 10

DELTA H

3y-
39~
3G-
35~
38~
G-

3g-
38~
37~
3G~
52-
37~
3=

37=
37~
37~
3=
36~
35~
35=

4l=
35=-
35=-
35~
35~
36~
35~
35~
35=
35=
34~
34—
34-
33~

33-
33—
33~
35~
33=-

36

9

26
27

30

61



TABLE III--Continued

ALPHABET tNTRY

URE
WE

EFF

FUS

* FACa

AP
NATION
ELECT
TIL o
1T
1Tl
I1TIES »
1A
TAL o
COLONTAL »
COLONI o
PLAs
UL T
EL
ELECs
ELY
DELE o
ARL I
ATELY
ENTLY o
ACH s
WA
SPE
SPECI s
MON s
FORMs
FARS
ARD -
CONTINENTAL  COHNGRESS
STATE »
TER
EPT
FKR
FOou
URY
COMM
THE RIGHT
SEE s
INTERESTS o
FROM  THE
WH s
VERY
RY o

DELTA H

32~
33~
32=
32~
32~
32~
32~
32~
31-
32-

4y-
35—
34—
32-

31~
31~
31—

5=
32
32-
3i~-
31~
31-
31~
31-
69 =
3i~-

31=-

31=-
3=
31-
30=-
30
30
3y=-
31~
29—
26-
25=-
2=
29=-
29~
2=
2b6=
2h=

26

62
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ALPHABET ENTRY CELTA Hi

CHECKPUINT 11

CLOO 28=-
0D 28=-

CQOD.

CHO s 2G=
TO THE o 28—
THAT  THE o 28~
DEBTS o 2=
ROW s 27-
LOW 30~
MAN o 21=
INGS o 21—
FULLY 27
FACTs 27—
EVs 27—
WON o ' 27—
LACK 21~
IS » 27~
ICUS 27~
COULD  ROUT » 21~
CENT 27~
BRANCHES » , 27~
IES 27~
TAXES 27—
THEN o 2=
SON 26=
NOW 26=
UD : 25—
lZQ 25..
LZED
ANISHs ‘ 25—
THERE » 25—
PROPJSED . 25—
PROPJS

OR » 05—
WOR s 25=
WORK s 35=-
POWER TO 25=
B ) 25=
BRI 2 7=
BRI« ,

ATTs 25-
ADC 25—
FGR » 25-

FORCE o 33-

2U

63



TABLE III--Continued

ALPHACET ENTRY

ADVs
TY o
STe
STATE s
© SENT s
ENC
TEN =
STRUCs
AY s
ALS

CHECKPUIRT L2

DELTA I

25=
24-
-25-

245%™
24~
A
24-
2=
24~

22
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