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This paper reviews some of the highlights of selected topics in ocean acoustics during the thirty years that have passed since the founding of the Journal of Theoretical and Computational Acoustics. Advances in computational methods and computers helped to make computational ocean acoustics a vibrant area of research during that period. The parabolic equation method provides an unrivaled combination of accuracy and efficiency for propagation problems in which the bathymetry, sound speed, and other environmental parameters vary in the horizontal directions. The extension of this approach to cases involving layers that support shear waves has been an active area of research throughout the thirty year period. Interest in basin-scale and global-scale propagation was stimulated by the Heard Island Feasibility Test for monitoring climate change in terms of changes in travel time that occur as the temperature of the ocean rises. Diminishing ice cover in the Arctic, which is one of the consequences of climate change, has stimulated renewed interest in Arctic acoustics during the past decade. Reverberation is a challenging problem that was the topic of a major research program during the beginning of the thirty year period. An innovative approach for making it feasible to solve such problems was applied to data for reverberation from the seafloor and from schools of fish, and some of the findings were featured in Science and Nature. Source localization is one of the core problems in ocean acoustics. When applied on a 2-D array of receivers, an approach based on the eigenvectors of the covariance matrix is capable of separating the signals from different sources from each other, determining when this partitioning step is successful, and tracking sources that cross each other in bearing; one of the advantages of this approach is that it does not require
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environmental information or solutions of the wave equation. Geoacoustic inversion for estimating the layer structure, wave speeds, density, and other parameters of ocean bottoms has also been a topic of interest throughout the thirty year period.
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1. Introduction

In the decades leading up to the founding of the Journal of Theoretical and Computational Acoustics (JTCA), pioneering work in several areas of ocean acoustics, many of which are covered in Computational Ocean Acoustics, laid the foundation for the past thirty years of research in that field. Throughout that period, advances that were taking place in computational methods and computers made ocean acoustics a rich and rapidly evolving area of research. The impact of those advances is exemplified by progress in how fast problems in ocean acoustics can be solved with the parabolic equation method. Due to the combination of improvements in the efficiency of the algorithms and in the speed of computers (split about evenly between the two), the time required to run parabolic equation models decreased by about a factor of a million during a thirty year period beginning in the early 1980s. There were also major improvements in the accuracy and capability of parabolic equation techniques during that period. It would be difficult to do justice to the entire field of ocean acoustics with a single review paper, but some of the highlights of the past thirty years are discussed here for selected topics in that field.

2. Range-Dependent Seismo-Acoustics

Propagation problems in ocean acoustics are referred to as ‘range dependent’ when there are horizontal variations in the bathymetry, sound speed, and/or other properties of the environment. The parabolic equation method provides an unmatched combination of accuracy and efficiency for solving range-dependent problems. This approach is based on factoring the operator in the frequency-domain wave equation into a product of operators corresponding to outgoing (in the horizontal directions) and incoming operators, assuming that outgoing energy dominates incoming energy when range dependence is gradual, and obtaining solutions by solving an outgoing wave equation that neglects backscattering. For the 2-D case in which coupling of energy between planes of constant azimuth is negligible and may be ignored, the implementation of this approach involves approximating the square root of a depth operator. The field is marched outward in range by applying a series of depth operators at each range step. For many years, horizontal variations in the properties of the medium were taken into account with the ‘naive’ approach of simply updating the environmental parameters that appear in the depth operators.

The accurate treatment of range dependence started to become a topic of interest in the ocean acoustics community shortly before the foundation of JTCA. After a series of range-dependent benchmark problems was proposed, it came to light that the naive approach
for handling range dependence often results in significant amplitude errors, even for cases in which range dependence is gradual. It was initially believed that such errors are due to the neglect of backscatter, but this hypothesis was ruled out when accurate solutions were obtained with a ray-based model that accounts only for outgoing waves. This revelation provided hope that the accuracy of the parabolic equation method (and other models that neglect backscatter) could be improved for range-dependent problems.

A short time later, accurate solutions were obtained for problems involving a sloping interface between the ocean and sediment by implementing the parabolic wave equation in a rotated coordinate system that parallels the interface. Later on, approaches based on conservation of energy and single scattering were developed for accurately handling more general types of range dependence. During the same period, the first successful seismo-acoustic parabolic equation models that account for shear waves in the sediment were developed.

Extending the parabolic equation method to accurately handle range-dependent problems in seismo-acoustics, such as the example appearing in Fig. 1, has been an active area of research during the entire history of JTCA. An extension of the rotated coordinates approach that accounts for changes in slope has been developed for the seismo-acoustic case. The energy-conservation approach is very effective for the acoustic case, but this approach has proven to be of limited use for the seismo-acoustic case. The single-scattering approach was initially extended to the purely solid case using an iterative approach, but the most effective implementation to date does not require iterations. This approach is based on an approximation that has a simple physical interpretation. In the exact single-scattering solution, the conditions at a vertical interface between two range-independent regions include conservation of normal and tangential stress and normal and tangential displacement. The approximate solution corresponds to an average of two solutions that each conserves two of those four quantities. This approach has proven to be accurate for problems involving sloping solid-solid interfaces and sloping solid boundaries; the latter case is handled by placing an artificial solid layer with low wave speeds and density on the other side of the boundary.

Various approaches have been proposed and tested for handling a sloping fluid-solid interface, which has proven to be the most challenging type of range dependence to handle accurately with the parabolic equation method. The most promising approach to date involves modeling the fluid as a solid with low shear speed (so that a sloping fluid-solid interface is approximated in terms of a sloping solid-solid interface) and applying the single-scattering approximation. As currently implemented, this approach requires relatively fine depth grid spacing to account for shear waves that correspond to short wavelengths. When a fluid layer is modeled as a solid with low shear speed, the tangential displacement is continuous across an interface between that layer and another solid layer, but the tangential displacement is not continuous across a fluid-solid interface. The mismatch in interface conditions is what causes waves with short wavelengths to be excited in a boundary layer near the interface. It may be possible to avoid this complication by using slip conditions at the interface between the solid layer that represents the sediment and the low-speed solid
Fig. 1. Solution generated with the parabolic equation method for a seismo-acoustics problem in which modes in the water column couple into shear wave beams in the elastic basement at cutoff. There is no sign of the shear wave beams in the display of the dilatation $\Delta$ in the basement (top), but they are prominent in the display of the normal stress $\sigma_{zz}$ in the basement (bottom).

layer that represents the water column. The tangential displacement is not continuous at this type of interface, which is more compatible with modeling a fluid layer in the limit of low shear speed. Additional contributions to extending the parabolic equation method to accurately handling range-dependent problems in seismo-acoustics include improvements to the self-starter, an accurate and efficient approach for generating initial conditions, and rational approximations to the square root of the operator that provide greater accuracy and stability.
3. Mega-Meter Propagation Ranges

The fact that sound travels long distances in the ocean is exemplified by a 1960 experiment in which an explosive charge was used as an acoustic source off the west coast of Australia, with multiple arrivals being detected several hours later near the antipode in the north Atlantic Ocean. Much of the initial interest in mega-meter problems in ocean acoustics (all the way up to basin-scale and global-scale problems) was rooted in tomography.

Fig. 2. Adiabatic mode solutions that neglect (top) and account for (bottom) azimuthal coupling for the first mode at 1 Hz for a source off the coast of Australia. Reproduced from Ref. 51 with the permission of the Acoustical Society of America.
Just before the founding of JTCA, the Heard Island Feasibility Test\textsuperscript{35–37} stimulated further interest in this area. For that experiment, there were more than a dozen receiving stations located at mega-meter ranges from a 57-Hz source that was deployed off the coast of Heard Island in the Indian Ocean. Signals were received at stations off the coast of California\textsuperscript{38–40} near Ascension Island in the Atlantic Ocean\textsuperscript{41–44} near Christmas Island in the Indian Ocean\textsuperscript{45} near the Gulf Stream in the Atlantic Ocean\textsuperscript{46} off the coast of South Africa\textsuperscript{47} and over the Krylov Seamount off the west coast of Africa\textsuperscript{48}.

For one of the longest propagation paths to a vertical array of receivers off the coast of California, a recent improvement in the efficiency of the parabolic equation method\textsuperscript{49} was used to generate results consistent with the observed distribution of modes.\textsuperscript{38,39} Propagation along this path took several hours, but a 57-Hz calculation with the 2-D parabolic equation model was completed in several minutes.\textsuperscript{45} The effects of azimuthal coupling have been taken into account for some mega-meter problems, initially by solving horizontal wave equations for the coefficients of the adiabatic mode solution,\textsuperscript{50,51} as in the example appearing in Fig. 2, and then later with a 3-D parabolic equation model that includes mode coupling effects.\textsuperscript{52,53}

The Heard Island Feasibility Test was the foundation for long-term efforts in basin-scale thermometry.\textsuperscript{54,55} Other topics of interest in mega-meter propagation during the past thirty years include efforts to understand arrival patterns of time series received in the sound channel,\textsuperscript{56,57} long-range source localization,\textsuperscript{58,59} and issues related to the Comprehensive Nuclear Test Ban Treaty.\textsuperscript{60–64}

4. Arctic Acoustics

Interest in Arctic acoustics started developing in the 1970s.\textsuperscript{65–73} Although the level of interest in this area declined for a few decades after the founding of JTCA, there was a groundbreaking experiment during that period. The feasibility of monitoring climate change with long-range acoustic transmissions through the Arctic was tested during an experiment in which coherent transmissions across the Arctic basin were received at stations located 1000 and 2600 km from the source.\textsuperscript{74–76} Additional topics of interest during that period include other propagation problems,\textsuperscript{77–79} ambient noise,\textsuperscript{80–82} and other topics.\textsuperscript{83,84} After interest in Arctic acoustics started increasing again, the parabolic equation method, which had been an indispensable tool in ocean acoustics since the 1970s, was finally extended to handle ice cover.\textsuperscript{22,23}

The renewed interest in Arctic acoustics was triggered by changing conditions in the Arctic,\textsuperscript{85} which was one of the motivations for an experiment involving multiple sea trips in 2016 and 2017 for deploying and recovering acoustic sources and receivers to the north of Alaska.\textsuperscript{86–91} In data that were obtained at one of the receivers between October 2016 and March 2017, transmission loss due to scattering from the rough water-ice interface increased as the ice formed and developed keels and other features during fracturing, drifting, ridging, and rafting events.\textsuperscript{87} Some of these types of features appear in the photo in Fig. 3. Similar variations in scattering loss were observed on an array that kept recording until September 2017 and documented that the received level continued to decrease well into April 2017.
before gradually increasing back to the starting level\cite{87,88} Acoustic modeling was used to illustrate how the roughness of the water-ice interface\cite{87,88} and oceanographic effects\cite{88} can account for the observed seasonal variations.

One of the advantages of recording over long periods of time is that there is a better chance of capturing strong signals from nearby ice fracturing, marine mammal vocalizations, and other events\cite{87}. Audio recordings of such events are available for download in the supplementary material of Ref. 87. Appearing in Fig. 4 is a spectrogram of a recording of ice floes rubbing together that is rich with features that raise questions about how such
according to an analysis of $SH$ waves in ice plates, only odd harmonics should be excited when ice floes rub together, but even and odd harmonics are excited in the spectrogram in Fig. 4. The variations in the harmonics of the spectrogram are too rapid to be explained in terms of the resonances of an isolated floe, which would be expected to vary on a much longer time scale. It is possible that the variations are related to (1) coupling between the vibrations in the two plates of ice that occurs at moving contact points and (2) variations in ambient quantities (e.g., stresses, deformations, amount of air trapped under the ice, distribution of cracks) near the contact points as the plates move relative to each other.

5. Reverberation from the Seafloor and Fish Schools

Many acoustic scattering problems are extremely difficult to solve. Even relatively simple cases, such as scattering from a compact object in free space, can be challenging. During the past thirty years, there has been considerable interest in reverberation problems in which energy scatters from many distributed features on the seafloor and/or from many distributed objects within the water column. For such problems, it would be challenging to solve for the scattered field corresponding to just one such feature or object, but a great deal of progress has been made by breaking the problem into propagation and scattering components and stressing the former. A reverberation problem may be approximated in terms of a propagation problem from the source to the scattering features or objects, scattering problems at the features or objects, and a propagation problem from the receiver to the scattering features or objects. It is necessary to apply an approximation in order to decouple the propagation and scattering components of the problem from each other. After applying an additional approximation, it becomes a routine matter to solve reverberation problems that would otherwise be intractable.

Since there is typically a much greater dynamic range in the propagated field than in the scattered field, it is possible to obtain approximate solutions by neglecting variations in the scattered field, which is treated as a constant. The propagated field may be obtained by applying a parabolic equation model to compute the incident field throughout the region of interest (e.g., over the seafloor interface). For a receiver that is located at the same position as the source, the same calculation may be used for the propagation back to the receiver. This approximation is compatible with what is typically known about ocean environments. The sound speed profiles, bathymetry, and other parameters of an ocean environment are often known well enough for obtaining fairly good solutions for the propagated field. On the other hand, the environmental information that would be required to model the individual scattering events would likely be highly uncertain. This approximation has been used to analyze data from towed arrays of acoustic receivers that provide bearing (with left-right ambiguity) and time of flight of backscattered returns for problems in reverberation from the seafloor and from schools of fish. This approach was found to be reliable for identifying features on the seafloor that give rise to strong returns, and it was used to detect synchronized behavior in the formation of massive schools of fish.
6. Source Localization

The location of a submerged acoustic source may in some cases be determined with matched-field processing, an approach in which acoustic data from an array of hydrophones is compared with replica fields (solutions of the wave equation). As was the case for Arctic acoustics, there was a peak in activity in this area in the years leading up to the foundation of JTCA. It would not be practical to include here a comprehensive review of matched-field processing during the past thirty years. The coverage instead focuses on approaches based on the strategy of introducing additional information in order to improve the chances of successfully localizing a source. Various alternative strategies that appear promising have also been considered.

One of the first challenges to be identified in matched-field processing was that this approach may break down when there are uncertainties in bathymetry, sound speed, and other environmental parameters. In some cases, this problem may be overcome by including environmental parameters (the additional information) along with the source location in the set of unknowns. This optimization problem would probably be regarded as intractable if not for a parameter hierarchy in which source location outranks environmental parameters; the acoustic field is typically much more sensitive to variations in the location of the source than to variations in the environmental parameters (within typical bounds of uncertainty for these types of parameters). Due to the parameter hierarchy, there may exist many points in the parameter space for which there is good agreement between the data and the replica field. This non-uniqueness can be an advantage when (1) good matches occur for many sets of environmental parameters but only for the correct source location and (2) the primary objective is to determine the source location. In that case, it is not necessary to determine the correct environmental parameters, which is often an extremely challenging inverse problem; it suffices to merely ‘tweak’ the environmental parameters in a process known as ‘focalization,’ which has been tested with promising results for cases in which there are uncertainties due to internal waves and sediment parameters.

A common strategy for attempting to achieve improved performance in signal processing is to replace the Bartlett processor with a different processor, such as the Capon processor. These processors are defined in Eqs. (1) and (3) of Ref. 106, where the Capon processor is referred to as the maximum likelihood processor (the same terminology is used in Ref. 120). Since the Bartlett and Capon processors are essentially just different ways for comparing data with replica fields, it seems unlikely that either processor would provide more than marginal improvement over the other. A type of additional information that is not used in the Bartlett and Capon processors is that signals from different sources tend to partition into different eigenvectors of the covariance matrix. The MUSIC processor is based on this additional information, but it does not fully exploit it. Once the energy from different sources is partitioned into different eigenvectors, a logical strategy would be to keep the eigenvectors apart, regard them as high signal-to-noise data for the corresponding sources, and process them separately; this is how the multi-valued Bartlett (MVB) processor works. Possibly due to the tradition of striving to develop improved processors...
that are single-valued functions for comparing data with replica fields (as are the Bartlett and Capon processors), the MUSIC processor is based on reassembling a subset of the eigenvectors to define a single-valued function. With the MVB processor, isolated eigenvectors are compared with replica fields to obtain multiple ambiguity surfaces. For problems in which the data are obtained with a vertical line array, this approach has provided promising results for problems involving multiple sources buried in noise. As sources move through a waveguide, there may be many points at which the partitioning breaks down, but the tracks of the sources may be revealed if the partitioning is favorable at a series of isolated points.

For the case of a 2-D array consisting of vertical and horizontal subarrays, it is possible to determine the points at which the partitioning is favorable without generating replica fields, which is the most challenging aspect of matched-field processing (it requires information about environmental parameters that may not be available and calculation times that may be prohibitive). When the partitioning is favorable, there is a high correlation between vertical subarrays of the corresponding eigenvector; this allows one to determine when the signal from a single source has been isolated into a single eigenvector without having to generate replica fields. The potential of this approach is illustrated for an example appearing in Fig. 5 that involves a moving source that crosses the bearings of four fixed sources. With a single horizontal array, it is impossible to track sources that cross each other in bearing. With the MVB processor on a 2-D array, it is possible to continuously track the moving source, even when it crosses the bearings of the other sources. This application of the MVB processor to data from a 2-D array may prove to be the most powerful combination of hardware and processing for localizing acoustic sources that has been developed to date. Its capabilities include determining when the signal from a single source has been isolated and tracking such sources without the need to generate replica fields or obtain environmental information.

Several additional ideas have been proposed for exploiting additional information in matched-field processing. The signal received from a relatively strong ‘guide source’ that is located nearly in line with a relatively weak target source may provide additional information that can be used to account for distorting effects caused by uncertainties in the environmental parameters. When a source moves through a complex ocean environment, there may be highly complex variations in the acoustic field on an array of receivers that contain additional information (relative to the case of a fixed source) about the location of the source. Relative to the narrow-band case, broad-band data may contain additional information that can be used to improve the performance of matched-field processing. If an estimate of the noise component of the covariance matrix is available, this additional information may be useful for improving the performance of matched-field processing when the signal from a source is obscured by the noise. The performance of matched-field processing can also be improved by updating unknown parameters as additional information becomes available. Recent interest in compressive sensing in acoustics was inspired by
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Fig. 5. Results for an example involving four fixed sources and one moving source. Left column: (red = source 1, green = source 2, blue = source 3, orange = source 4, purple = source 5) Right column: (red = eigenvector 1, green = eigenvector 2, blue = eigenvector 3, orange = eigenvector 4, purple = eigenvector 5). Bearings (top left) and SNR (bottom left) for the sources. Estimates of the bearings of the sources obtained with the MVB processor for a rectangular array (top right) and with a horizontal subarray (bottom right). The tracks of all of the sources are recovered fairly well with the rectangular array. The tracking breaks down with a horizontal subarray. The small errors in the recovered bearings are due to the fact that the received fields may be approximated locally in terms of plane waves but are not exactly plane waves.

In addition to developing effective matched-field processing approaches, it is essential to obtain data of the highest possible quality. A common approach for obtaining high-quality data for matched-field processing is to use a vertical line array that is anchored on the seafloor and suspended by a float. The deployment of such an array is time consuming and limited to certain ranges of bathymetry, and there is a possibility of losing hardware and/or data with this approach. As illustrated in Fig. 6, an alternative approach would be to deploy a vertical line array from a surface vessel using motion compensation technology to cancel out the effects of surface motion. Such a system could be rapidly deployed in a wide range of environments and would allow immediate access to data. There has recently been an interest in deploying arrays near fixed platforms (such as oil rigs and
Fig. 6. Vertical arrays are often deployed by suspending with a float and anchoring on the seafloor (left). With motion-compensation technology, it might be possible to achieve a stable deployment from a surface platform (right).

at-sea wind turbines) and using them as acoustic observatories. Deploying a 2-D array at such an observatory would allow for a wide range of processing and capability.

7. Geoacoustic Inversion

The sound speed in the water column may be obtained directly from CTD or XBT data. It is much harder to make direct measurements of the parameters of ocean sediments, which consist of layers of thicknesses that may vary in the horizontal directions with wave speeds and other parameters that may vary in all directions within each layer. As an alternative to direct measurement, the parameters of ocean sediments may be determined by geoacoustic inversion, which is a type of matched-field processing in which the parameters of the sediment replace the location of the source as the unknowns. Before the founding of JTCA, there had been some work in this area [141–145] which exploded in interest in the decades that followed. Since a comprehensive review paper on geoacoustic inversion was recently published in JTCA [148], we refer the reader to some of the key contributions of the past thirty years [147–166] and limit the discussion here to a simple (but powerful) approach that is widely applicable for improving the efficiency of geoacoustic inversion techniques [167].

The basic components of geoacoustic inversion include (1) a cost function that quantifies the match between the data and the replica field and (2) a parameter space that defines the sediment, which may consist of multiple layers of unknown thicknesses, wave speeds, attenuations, and density. Let us consider a case in which the ocean bottom consists of a sediment layer over a half-space basement, the environment is range independent, and
there are no shear waves. The sound speed is assumed to increase linearly with depth in
the sediment layer. A natural choice would be to assign two of the parameters to the values
of the sound speed at the top and bottom of the sediment layer, but this would not be an
effective choice. At lower frequencies, the cost function would be sensitive to the average
sound speed in the layer but not to the wave speed gradient. At higher frequencies (at which
energy may penetrate only a short distance into the sediment), the cost function would be
sensitive only to the sound speed at the top of the sediment layer.

When a parameter search is conducted in a poorly chosen coordinate system, a lot of
time may be wasted searching through long valleys in which the cost function has only small
variations along the axes of the valleys. A simple way to improve efficiency is to work in
a rotated coordinate system; the eigenvectors of the covariance of the gradient of the cost
function define the axes of the rotated coordinate system that are optimally aligned (over the
parameter space) with the longest valleys. This is a simple approach for determining the
underlying parameters (which are linear combinations of the original parameters) to which
the cost function is most sensitive. This selection of coordinates allows one to (1) focus
on the most resolvable parameters for a given experimental configuration (e.g., frequency,
array geometry, array location relative to the source) and (2) avoid wasting time attempting
to determine parameters that would be difficult to resolve under that configuration (i.e.,
getting trapped in long valleys). Appearing in Fig. 7 are results for an example involving

![Parameter searches in the original (left) and rotated (right) coordinates for a problem involving an
ocean bottom with two sediment layers over a basement that is defined in terms of 11 parameters. None
of the original parameters converge to the correct values. Four of the rotated parameters converge to the
correct values. Reproduced from Ref. 167 with the permission of the Acoustical Society of America.](image-url)
an ocean bottom with two sediment layers over a basement that is defined in terms of 11 parameters. None of the original parameters converge to the correct values. Four of the rotated parameters converge to the correct values.

8. Discussion

In addition to the topics discussed in the preceding sections, there has been notable progress in several other areas of ocean acoustics during the past thirty years. There was a great deal of activity in phase conjugation and time reversal including experiments based on this concept. During a period of growth in the average number of tropical storms and hurricanes per year (which is correlated with increasing ocean temperatures), an approach based on ocean acoustics was derived for quantifying hurricane destructive power. Biot theory has been a topic of interest since the 1950s. Although no experimental evidence exists of the slow wave in an ocean sediment, there was a wave of interest in Biot theory in ocean acoustics in the 1990s that resulted in (1) the discovery that the number of equations in Biot’s original formulation can be reduced from four to three for the 2-D case (i.e., there was a redundant equation) and (2) extending the parabolic equation method to porous media. Although Biot theory may be of limited relevance in ocean acoustics, the development of other models for ocean sediments has been an active area of research.

In recent years, interest in machine learning has been growing rapidly in acoustics, and this area of research is expected to remain active for years to come.
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