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Distributed Deep Learning Optimization of Heat
Equation Inverse Problem Solvers

Zhuowei Wang, Le Yang, Haoran Lin, Genping Zhao, Zixuan Liu, Xiaoyu Song

Abstract—The inversion problem of partial differential equa-
tion plays a crucial role in cyber-physical systems applications.
This paper presents a novel deep learning optimization approach
to constructing a solver of heat equation inversion. To improve
the computational efficiency in large-scale industrial applications,
data and model parallelisms are incorporated on a platform
of multiple GPUs. The advanced Ring-AllReduce architecture
is harnessed to achieve an acceleration ratio of 3.46. Then a
new multi-GPUs distributed optimization method GradReduce
is proposed based on Ring-AllReduce architecture. This method
optimizes the original data communication mechanism based
on mechanical time and frequency by introducing the gradient
transmission scheme solved by linear programming. The exper-
imental results show that the proposed method can achieve an
acceleration ratio of 3.84 on a heterogeneous system platform
with two CPUs and four GPUs.

Index Terms—Distributed deep learning, concurrent computa-
tion, heat equation, gradient optimization.

I. INTRODUCTION

THE acquisition of data is a challenge task in the field of
cyber-physical computing. . Before the development of

data-driven deep learning, many types of industrial software
and physical computing are driven by physical models. The
physical models used to calculate predictions often contain
some prior knowledge, such as Navier-stokes equations in
electromagnetic field theory [1], Maxwell [2], Schrodinger
equation in quantum mechanics [3]. However, the efficiency
of these calculation methods is low in terms of physical
calculation burden required.

Some researchers began to use deep learning methods to
solve ordinary differential equations and partial differential
equations [4]. Isaac Elias Lagaris et al. [5] employed intelli-
gent neural networks to solve partial differential equations and
studied the use of neural network methods to solve differential
equations with complex boundary conditions [6]; however,
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due to the limitations of computing methods and hardware at
that time, the research in this field does not gain sufficient
attention. In recent years, with the development of deep
learning and computing hardware technology, more and more
researchers begin to pay attention to the research in this field.
Regazzoni et al [7]. solve ordinary differential equations or
time-varying partial differential equations based on data-driven
neural network models. Maziar Raissi et al. [8]–[10] began
to pay attention to the research in this field and proposed a
new deep learning framework named Physics-informed Neural
Networks(PINN) that can be applied to the solution of physical
model of fluid mechanics and quantum mechanics. Then Mao
et al. [11] used PINN to solve the Euler equation. Chen H et
al. used an improved Cuckoo search algorithm (CSA) to solve
the inverse problem of the heat conduction equation, which
improved the accuracy of its solution calculation [12].

But its calculation efficiency is low, so it is difficult to apply
to the industrial software applications that need largescale
calculation. In order to meet the efficiency requirements of
large-scale computing for industrial applications, more and
more studies have applied distributed computing technology to
large-scale computing for industrial applications. Priya Goyal
[13] used multi-GPU distributed computing technology to train
the deep learning model, makes full use of GPU computing
resources, expands from 8 GPUs to 256 GPUs, and obtains a
near-90% improvement in efficiency.

The main contributions of this article are as follows. 1)
Our first contribution involves the development of HEInex,
an image regression network specifically designed for iden-
tifying high transient heat flux density distributions in pool
boiling problems. HEInex utilizes a multi-layer convolutional-
deconvolutional network architecture as a dynamic solver for
the inverse problem of heat conduction partial differential
equations. By observing high-resolution temperature distribu-
tions on the heated surface, we are able to accurately estimate
the local high transient heat flux density on the boiling surface,
thus allowing for precise capture and reconstruction of real
pool boiling phenomena. We performed an image quality com-
parison between the heat maps predicted by our deep learning
model and the heat maps computed by using COMSOL, and
the structural similarity index measure (SSIM). The SSIM
value obtained was above 94%, indicating an excellent simi-
larity between the two sets of images. This experimental result
demonstrates the high accuracy of our deep learning model,
which meets the requirements for industrial applications. 2)
In the context of deep learning-based pool boiling problem
solving, our second contribution is the pioneering use of
the distributed training framework Horovod. This framework
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offers significant advantages, notably the adoption of the
Ring-Allreduce algorithm. By connecting the communication
patterns of GPUs in a circular manner, it effectively reduces re-
source consumption associated with increasing GPU numbers,
leading to decreased training time and enhanced efficiency of
distributed devices. Experimental results on a heterogeneous
system with two CPUs and four GPUs demonstrate a speedup
ratio of 3.46 achieved by the Ring-Allreduce algorithm. 3) To
address the limitation of fixed clock frequency in the gradient
data communication of the Ring-Allreduce parallel method,
our third contribution introduces the GradReduce method.
This method optimizes the mechanical gradient transmission
scheme in Ring-Allreduce with a linear programming-based
gradient transmission approach, which is better suited for effi-
cient communication and execution of gradients with varying
volume sizes for solvers. The GradReduce method optimizes
the gradient transmission process of Ring-Allreduce method.
Experimental results on a heterogeneous system with two
CPUs and four GPUs show that the new implementation of
Ring-Allreduce with GradReduce leads to a speedup ratio of
3.84 and an approximately 11% improvement in training time
compared to original implementation of Ring-Allreduce.

This article is organized as follows. Section II summarizes
the related research work of distributed algorithm. Section III
introduces the distributed algorithm of the design and research
of object solver models. Section IV summarizes and analyzes
the experimental results. The conclusion of this research is
presented in Section V.

II. RELATED WORK

Data parallelism [14] is the most commonly used distributed
method. For example, Alex Krizhevsky et al. [15], Dean et
al. [16], Simonyan et al. [17], all adopted data parallelism in
their research and experimental methods in the field of image
recognition, which is the application for processing, analyzing,
and understanding images to identify objects and objects with
various patterns. There is a complete deep learning training
model on each worker node which is a computing device
node, such as GPU. Worker node can independently calculate
forward and reverse gradients, and then the worker node
sends these gradients to the parameter server.Many major
deep learning frameworks, such as TensorFlow and PyTorch,
support data parallelism. The parameter server calculates and
updates all gradient parameters and resends the updated model
parameters to each working node.

Model parallelism [18] is less common than data paral-
lelism. This method divides the model into each working node
and computes with batches of the same size. It is usually
suitable for training of large model, which is neural network
models with deep layers or a large number of parameters.For
example, the parallelism of the models of Wu et al. [19] and
Szegedy et al. [20] are limited on the premise of ensuring
accuracy. Therefore, in the training of large-scale deep learning
models, Saptadeep Pal et al. used the combination of model
parallelism and data parallelism to overcome the communi-
cation overhead of data parallelism and optimize the com-
putational efficiency of model parallelism . But all working

nodes in a centralized architecture need to send gradients to
the parameter server. Therefore, as the complexity of the deep
learning model increases and the number of GPUs increases,
the communication overhead of sending gradient data also
increases. The combination of model and data parallelisms
is adopted to improve efficiency in some research [21].

In order to speed up the training efficiency, some re-
searchers optimized the gradient communication mechanism
and proposed a decentralized Ring-AllReduce architecture
with parameterless servers [22]. All working nodes form a ring
structure. During data communication, all working nodes only
receive data from one working node and send data to the other
working node. Compared with the centralized architecture,
the gradient communication and parameter updating speed
are improved during model training. Tensorflow platform also
optimizes gradient communication between layers through
graph optimization. For deeper networks such as ResNet,
each communication incurs additional communication over-
head. Horovod proposes a gradient fusion approach to reduce
the additional communication overhead [23]. A gradient fu-
sion method is proposed to reduce the extra communication
overhead. Although Ring-AllReduce architecture solves the
communication overhead problem of centralized architecture,
there is still room for optimization of gradient data fusion
communication mechanism based on fixed time and frequency
for large parameter network model.

This paper introduces the development of HEInex, an im-
age regression network specifically designed for identifying
high transient heat flux density distributions in pool boiling.
The network utilizes a multi-layer convolution-deconvolution
architecture as a dynamic solver for solving the inverse
problem of thermal conduction partial differential equations.
The use of solver conducted on the distributed platform with
multiple GPUs under various distributed algorithms, including
data parallelism and model parallelism, are also explored for
efficient implementation of this solver. Notably, this study
incorporates the Horovod distributed training framework for
the first time and leverages the Ring-Allreduce algorithm
to mitigate resource consumption as the number of GPU
cards increases, thereby reducing training time. Additionally,
to address the limitations brought by fixed-clock frequency
in Ring-Allreduce’s parallel gradient data communication,
the paper also proposes the GradReduce approach for better
communication of gradient data. This works for adaption
to different gradient data sizes and solver operations and,
further reduces training time costs and enhances computational
efficiency on distributed devices.

III. METHODS

A. The Inverse Problem of Heat Conduction Partial Differen-
tial Equation Based on Deep Learning

Based on the pool boiling problem, this paper is attempted
to solving the inverse problem of the partial differential
equation of heat conduction, that is, to inverse calculate
the high transient local heat flux on the boiling surface by
observing the high-resolution temperature distribution on the
heating surface. From a mathematical point of view, this is
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Fig. 1. Flow diagram of modelling of inverse problem solvers for partial differential equation of heat conduction. (1) Step1: Flow diagram of establishing
the temperature field data set. (2) Step2: Structure diagram of the deep learning model of heat equation solvers. (3) Step3: Comparison of inverse predictions:
real data and predicted data.

equivalent to a three-dimensional inverse problem of transient
heat conduction identified by unknown Neumann boundary
conditions [24]. In general, the inverse problem of Neumann
boundary identification heat conduction is solved by using
the method of finite element analysis combined with iterative
optimization [25]. However, this method requires calculation
of the optimization problem constrained by partial differential
equations, and the amount of calculation data is large, resulting
in high computational cost. In this paper, a proxy model
of the abstract operator of the heat conduction equation is
constructed by using the deep learning method, and the multi-
layer convolution deconvolution network is established as the
dynamic solver of the inverse problem calculation of the heat
conduction partial differential equation. The overall process of
using this method is shown in Fig. 1, and is divided into three
steps: establishing a training set, constructing a deep learning
model, and predicting the unknown flow of the inverse heat
transfer problem.

F (Θ) =



ρcP
∂Θ
∂t = ∇ · (k∇Θ), in Ω× (0, tf ),

Θ(·, 0) = Θ0(·), on Ω,

−k ∂Θ
∂n = qi, on ΓI × (0, tf ),

−k ∂Θ
∂n = qr, on ΓR × (0, tf ),

−k ∂Θ
∂n = qs, on ΓS × (0, tf ),

(1)

Step 1: Establishing the training set: since the deep learning
method needs enough training data to obtain more accurate
solutions, we first establish an accurate forward heat transfer
model. The model is solved through the open source software
COMSOL [26], to acquire sufficient training data. The forward

heat transfer mathematical model can be expressed as Equation
(1).
ρ, cp, and k are expressed as material density, specific heat

capacity and thermal conductivity respectively. t represents
the unit time, (0, tf ) denotes time threshold, and Ω is space
threshold. ΓI , ΓR, and ΓS denote the temperature field of
the lower surface, the side surface and the upper surface
respectively. n represents the length of the time series. Θ refers
to the temperature field of the heating surface, which is a
three-dimensional tensor. It can be described as a function
Θ(t, x, y) that varies with time and space (t indicates the
temporal threshold component, and x and y stand for the
spatial threshold components, respectively).
qi denotes the heat flow on the lower surface, which is a

constant; qs is the hear flow on the upper surface; qr represents
the side heat flow, and it is assumed to be 0. Similarly, qi, qs,
and qr are all three-dimensional tensors, which can also be
described as function qi(t, x, y), qs(t, x, y), qr(t, x, y) varying
with time and space. The heat flux in different directions
finally constitutes the heat flux parameter q(t, x, y).

Therefore, many temperature field images and heat flux dis-
tribution images composed of Θ and q can be obtained in the
process of solving the forward heat conduction mathematical
model. These images can be used as training data for our deep
learning.

Step 2: Deep learning model: the abstract operator F is
defined as the implicit representation function of formula (1),
so F is described as the mapping from the temperature file
on the heating surface (Θ) to the heat flux distribution on the
boiling surface (q), which can be expressed as
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F (Θ(t, x, y)) = q(t, x, y) (2)

Three dimensional tensors Θ(t, x, y) and q(t, x, y) have the
components of the spatial threshold Ω in the x and y spatial
directions and the components of the temporal threshold
(0, tf ). In a broad sense, tensor Θ, q can be regarded as the
temperature field image and the heat flux distribution image
which have changed dynamically on the time axis. Therefore,
an image regression network HEInex is established based
on convolutional neural network, which is suitable for pool-
boiling, high transient heat-flux distribution recognition.

The network structure of HEInex is shown in Fig. 1 (2). It
can be divided into output layer, convolution layer, activation
layer deconvolution layer, and output layer. The input is
the temperature field Θ(tn−2, x, y),Θ(tn−1, x, y),Θ(tn, x, y)
when the time frame is tn−2,tn−1,tn. The output is set as
the heat flux distribution q(tn, x, y) when the time frame is
tn.

Convolution and image sampling in convolution layer and
deconvolution layer can be implemented realize the mapping
of Θ → q. So that the heat conduction abstract operator F
can be replaced.

Here, we use the mean square loss function as shown in
formula (3). By selecting appropriate gradient descent tech-
niques, this convolutional neural network can be effectively
trained and the desired solution is obtained as.

MSE(q, q̃) =

∑n
i=1 (qi − q̃i)

2

n
(3)

n is the number of samples. q represents the real heat flux
distribution value calculated by the abstract operator F of
heat conduction. q̃ is the predicted heat flux distribution value
obtained by the convolutional neural network.

Step 3: Inverse prediction: finally, the actual test data q of
heat flux distribution are compared with the predicted data q̃
through the structural similarity index measure (SSIM) [27],
as shown in Equation (4).

SSIM(q, q̃) =
(2µqµq̃ + c1)(2σqq̃ + c2)

(µ2
q + µ2

q̃ + c1)(σ2
q + σ2

q̃ + c2)
(4)

µq and µq̃ represent the average of q and q̃, respectively. σq

and σq̃ denote the standard deviation of q and q̃, respectively.
σqq̃ refers to the covariance of q and q̃. c1 = (k1L)

2,
c2 = (k2L)

2 are constants used to maintain stability. L is
the dynamic range of the pixel value. k1 = 0.01, k2 = 0.03.
The value of SSIM ranges from −1 to 1.

In real-world industrial applications, a higher level of preci-
sion is often demanded compared to other domains. However,
there is no established standard for SSIM values within the
context of industrial applications. As a result, we have adopted
an SSIM of 90% as the benchmark for satisfactory perfor-
mance in industrial settings, based on the references [28]–
[32]. Hence, for the time being, this study posits that if the
SSIM > 0.9, the similarity between the predicted heat flux
image and the actual heat flux image is sufficient to meet the
demands of industrial computing applications. Nonetheless,
the suitable SSIM value should be determined according to
the specific requirements of individual applications.

B. Model parallelism and data parallelism

Model parallelism and data parallelism are used in this
research to improve the efficiency of the solvers of the
heat equation. These methods are based on a centralized
architecture. The parameter server function of the centralized
architecture is performed with the CPU, and the computing
function of the working node is implemented with the GPU.

Model parallelism [18] assigns the model and its associated
solvers to each GPU for computation. This is often used
to train large network models. If the neural network model
involved in the deep learning task has deep layers and many
parameters, exceeding the upper limit of the local memory
storage of a single GPU, the model needs to be decomposed.
Different GPUs store different parts of a neural network model,
and each GPU is only responsible for updating the parameters
of the local storage part of the network and computing this part
of the network. This distributed machine learning approach is
called model parallelism. In a multi-GPU distributed scenario,
model parallelism requires manual model partitioning of GPU
resources. Artificial model partitioning may fail to achieve
optimal partitioning, leading to the invalid utilization of GPU
hardware resources and load-balancing problems on different
GPUs. It will lead to a high time-cost of solver operation and
poor optimization effect.

When the solvers use data parallelism [14] to solve the heat
equation, the dataset of heating surface temperature field Θ
which size is Data is divided into subsets. Then it distributes
the subsets of Θ to different GPUs. Each GPU has a complete
neural network model, which independently performs forward
and reverse calculations according to the distributed data
subset to obtain the local gradient subset of Θ. These gradients
are driven by the GPU to the parameter server CPU, which
then aggregates and updates them. Finally, the updated model
weight parameters are returned to each GPU to complete an
iteration.

C. Ring-AllReduce

The Ring-AllReduce architecture [22] was originally pro-
posed by Andrew Gibiansky for the Baidu Research Technol-
ogy blog. We assume that there are N GPUs in our system. B
denotes the bandwidth of GPU communication. Data stands
for the amount of the data to calculate. Dcal describes the
amount of the data to calculate in single GPU, and Dcom

describes the amount of the data to communicate in single
GPU. T is the theoretical time required for data communicate.

When the solvers apply the Ring-AllReduce, the computing
device will receive data of Data size. Each GPU in the Ring-
AllReduce architecture will send and receive values N − 1
times for Scatter-Reduce and N − 1 times for all-Gather.
Each GPU will send gradient data with size of Data/N .
The amount of data to communicate in single GPU and
the theoretical time of data communication is expressed as
follows:

Dcal = Data/N

Dcom = 2(N − 1)/Dcal

T = Dcom/B

(5)
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The communication overhead of ring-AllReduce communi-
cation eliminates most of the influence of the number of GPUs
of working nodes and does not increase with the increasing
number of GPUs. Overall communication speed is limited only
to adjacent GPUs in the slowest connected ring and this can
average the gradient in neural network, ensure convergence
and accuracy as far as possible, and reduce communication
overhead.

D. GradReduce

The GradReduce method proposed in this article is based
on the Ring-AllReduce method. It uses the ring architecture of
multi-GPU distributed computing, and optimizes the original
gradient data communication mode of Ring-AllReduce. Each
gradient data communication of Ring-AllReduce is based on
a fixed clock frequency. The total communication time of this
gradient data communication mode is limited by the time-
consuming gradient data calculation.

The GradReduce method gradient sending scheme is based
on the combination of the environmental parameters of a
distributed computing platform and iterative neural network
parameters. GradReduce method can obtain the optimal data
communication scheme through linear programming to mini-
mize the total time. The specific variable parameters are listed
in Table I.

TABLE I
PARAMETERS OF THE LINEAR PROGRAMMING

Parameters Definition

Layer Network layer

i Network layer rank

B The bandwidth constrained by GPU hardware parameters

start The first layer rank

end The last layer rank

ν GPU computing power

Dcal(i) The amount of gradient data of layer i to calculate

Dcom(i) The amount of gradient data of layer i to communicate

Ex
The delay caused by insufficient device bandwidth
during GPU communication

Cost The fixed cost time of communication

State(i) Gradient data communication state at layer i

T scal(i) The start time of gradient data calculation for layer i

T ecal(i) The end time of gradient data calculation for layer i

T (i)
The theoretical time of gradient data communication
at layer i

Ttal(i) The total time of gradient data communication at layer i

T scom(i) The start time of gradient data communication at layer i

T ecom(i) The end time of gradient data communication at layer i

Bf(i)
The time for gradient data communication buffering
in layer i

Buffer
The time allocated for gradient data communication
buffering in GPU communication

Given that the gradient data of each layer are the data of
the temperature field of the heating surface, so the summation
equations are shown in Equations (6) and (7). The GradReduce
method gradient data calculation and communication process
run independently. It does not affect the execution of other
routines in the calculation process.

Dcal =

L∑
i=1

Dcal(i) (6)

Dcom =

L∑
i=1

Dcom(i) (7)

Layer i gradient data calculation end time is obtained from
the computing amount of gradient data of this layer and the
computing capacity of hardware parameter GPU; the start
time of gradient data calculation is obtained based on the
end time of upper gradient data calculation. The calculation
in Equations (8) and (9) can be expressed as follows:

Tecal(i) = Tscal(i) +
Dcal(i)

ν
(8)

Tscal(i) ≥ Tecal(i− 1) (9)

Theoretical time of gradient data communication at layer
i is determined from the gradient data traffic of this layer
and hardware parameter GPU communication, as calculated
by Equation (10).

T (i) =
Dcom(i)

B
(10)

Layer i network communication starts at Tscom(i). It needs
to wait for the end of the communication of the upper layer
network. In addition, communication can be conducted only
after the gradient calculation of the layer i is completed, and
the time when the gradient calculation ends is Tecal(i), so
Equation (11) can be acquired as follows:

Tscom(i) ≥ max(Tecal(i), T ecom(i− 1)) (11)

The end time of data communication at layer i should
be calculated according to the start time of communication
plus the communication cost. The communication cost is
usually composed of the total time and the fixed cost time
of communication. Data communication incurs a time-cost,
multiplied by its extra cost coefficient, and Equation (12) can
be obtained as follows:

Tecom(i) ≥ (Tscom(i) + Ttal(i) · (1 + Ex) + Cost) (12)

When the data communication of layer i does not start,
the theoretical sending time of the data that has not been
communicated is T (i). It can be calculated and added to
the data buffer of layer i. Whether or not to join the cache
is determined by the input parameter State(i), which is a
Boolean array representing the initial way in which the data
are sent. This indicates that if the data of the layer i are sent
immediately, then State(i) = 1. If the data of this layer are
not sent and stored in the buffer area, then State(i) = 0.
Since the last data must be sent, the layer i corresponds to
State(i) = 1.

If the data pertaining to the layer i are not sent, the buffer
area Bf(i) of this layer is at least composed of the value of
the buffer area of the previous layer Bf(i− 1) plus the data
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communication duration of this layer. If State(i) = 1 of the
layer i, it means that the gradient data calculated by this layer
and the accumulated data in the buffer area Bf(i) will be sent.
Therefore, Equation (13) can be obtained as follows:

{
Bf(i) ≥ (Bf(i− 1) + T (i)) State(i) = 0,

Bf(i) ≥ 0 State(i) = 1,
(13)

Combining Equation (13), the value of gradient data cache
can be calculated as per Equation (14).

Bf(i) ≥ (Bf(i− 1) + T (i)) · (1− State(i)) (14)

Since the theoretical total duration of data communication
Ttal(i) denotes the sum of the theoretical communication
duration after the fusion of all gradient data of the layer i.
When State(i) = 0, the data of this layer are not sent and
stored in the buffer area. Ttal(i) is recorded as 0.

If State(i) = 1 of the layer i, it means that the gradient
data calculated by this layer and the accumulated gradient
data in the buffer area will be blended, that is, the gradient
data will be sent together after gradient fusion. The total time
of communication of this layer, Ttal(i), is composed of the
theoretical data communication duration T (i) of this layer
and the accumulated value Bf(i − 1) in the buffer area of
the previous layer. Equation (15) is derived as follows:

{
Ttal(i) ≥ 0 State(i) = 0,

Ttal(i) ≥ (Bf(i− 1) + T (i)) State(i) = 1,
(15)

Combining Equation (15), the total theoretical duration of
gradient data communication can be calculated as per Equation
(16)

Ttal(i) ≥ (Bf(i− 1) + T (i)) · State(i) (16)

According to the Equation (17), State(i) is decided by
Buffer, T (i) and Bf(i).

State(i) =

{
0, Buffer > T (i) +Bf(i)

1, Buffer ≤ T (i) +Bf(i)
(17)

The process of obtaining State(i) with the above equation
constraints is one of linear programming; this is a way to solve
the optimal solution of the objective function in the feasible
region, which can be implemented using the CPLEX technique
[33].

There are two cases about the solvers with GradReduce
using the linear programming to optimize data communication
of Ring-AllReduce (Fig. 2).

To better understand the communication mode advantages
of the GradReduce distributed algorithm, we combined the
Theoretical time and extra cost into communication cost.

Communication cost encompasses both the time required
for theoretical data transmission (Theoretical time) and the
delay caused by insufficient device bandwidth during GPU
communication (Ex). Theoretical time can be calculated as
a mathematical function of the gradient data traffic of a

(a)

(b)
Fig. 2. Communication-calculating pipeline and the spatio-temporal dia-
gram of the solvers using GradReduce and Ring-AllReduce. (a) Case 1:
Multiple small-sized gradient data communication-calculating pipeline spatio-
temporal diagram.(b) Case 2: Single large-sized gradient data communication-
calculating pipeline spatio-temporal diagram.

layer and the GPU communication hardware parameters, as
shown in Equation (10). Extra cost specifically refers to
the delay caused by insufficient device bandwidth in GPU
communication, which is generally proportional to the size of
data transmission. On the other hand, fixed cost (Cost) is inde-
pendent of data size and is typically related to communication
preparation between GPUs. This includes data transmission,
memory allocation, thread synchronization, and other costs
that do not change with data size but increase with an increase
in communication frequency. In distributed training, fixed cost
is a crucial factor that must be considered.

Case 1: The spatio-temporal diagram of Case 1 is shown
in Fig. 2(a). The solvers will send three small-sized calculated
data for communication. If the solvers use GradReduce, the
three calculated data will merge in Buffer and be sent
simultaneously, which generates one fixed cost. If the solvers
using Ring-AllReduce send the same three calculated data,
they will generate one fixed cost for each item of data
sent. In this case, the solvers calculate and communicate
with some small-sized gradient data items. The solvers using
GradReduce or Ring-AllReduce have a same start time of
data communication Tscom(i). According to Equation (9),
if a calculated data is communicated to another GPU, the
time cost of this data communication is composed of the
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Communication cost, and the fixed cost. Therefore, each data
communication of the solvers consumes the fixed cost Cost.
According to Equation (14), if the solvers use GradReduce,
the small-sized gradient data can be deposited in the buffer
area when State(i) = 0. In addition, State(i) = 1 means
that the size of buffer area Buffer is too small to deposit
the calculated data of this layer. The data in buffer area and
the calculated data are merged for data communication. The
solvers using GradReduce communicate with some small data
to further generate less fixed cost. If the solvers use Ring-
AllReduce, it will generate more time consumption cost from
the fixed cost.

Case 2: The spatio-temporal diagram of Case 2 is shown
in Fig. 2(b). In this case, the solvers calculate, and prepare to
communicate with, a large-sized gradient dataset. The solvers
using GradReduce or Ring-AllReduce have a same end-time
for their data calculation Tecal(i). In layer i, State(i) = 1
refers to that the solvers using GradReduce will communicate.
In addition, the solvers using Ring-AllReduce calculate and
communicate with large-sized gradient data, which have a
fixed clock frequency. The clock frequency is the frequency
of the request calculated data for GPU communication. If the
clock frequency of the solvers is set to some large value, it
generates excessive waiting time after the calculated data are
prepared. If the clock frequency of the solvers using Ring-
AllReduce is set to some small value, the problem of Case
2 which has an excessive waiting time will not be obvious,
but the problem of Case 1 happens, which generates more
fixed costs. Since GradReduce uses a linear programming
method to optimize communication, the waiting time problem
arising in Case 2 will not occur in GradReduce. The linear
programming model can be constructed through the above
equation constraints, in which the decision dependent variable
is set to Tecom(end), that is the time at which the gradient
data of the end layer are sent to the end. The decision objective
of the linear programming is to minimize the dependent
variable Tecom(end). If the value of Tecom(end) is smaller,
the communication scheme of GradReduce is also better, that
is, the training efficiency of the model is higher. The execution
of GradReduce is shown in Algorithm 1.

In the GradReduce algorithm, FluxPara refers to the
parameters of the neural network. EnvPara denote the pa-
rameters of training environment. These parameter sets are all
used to construct and solve the linear programming model,
and then obtain the optimal gradient data sending scheme of
this layer, from which the gradient sending start and end times
follow.

GradReduce not only follows the Ring-Allreduce communi-
cation architecture to solve the problem of high cost of cross-
machine implementation of data and model parallelisms, but
also uses the linear programming to achieve greater effect than
Ring-AllReduce.

IV. EXPERIMENTS

A. Experiment Setup

Since this research uses a deep learning method to estab-
lish a multi-layer convolution-deconvolution neural network,

Algorithm 1: GradReduce
Input: Number of training network layers:Layer

Training environment parameters: EnvPara;
Flux network Parameters: F luxPara.

Output: End time of gradient data calculation for the
last layer: Tecom(end).

1 EnvPara is determined by the training environment,
including: ν, B, Ex, Cost

2 FluxPara is generated by the torchstat tool, including:
Dcal, Dcom, Tscal.

3 for i = start; i ≤ end; i+ = 1 do
4 if i ≤ Layer then
5 Executing torchstat →
6 Dcal(i), Dcom(i), State(i), Tscal(i).
7 end
8 Executing linear programming model:
9 while Tecom(i) is the minimum value do

10 State from equation(14)
11 T (i) from equation(7)
12 Bf(i) from equation(10)
13 Ttal(i) from equation(12)
14 Tecom(i) from equation(9)
15 end
16 Update Tecom(i) in GPU memory;
17 end
18 return Tecom(end);

sufficient training data are required by the COMSOL tool.
These data are all derived from the model for solving the
heat conduction problem in the single-bubble boiling process
in plate-type scenarios. The parameters of the model in Case
1 are shown in Table II. The specific calculation of the data
features is displayed as follows:

cP = 462+ 023 ∗ (Θ− 273.15)+ 0.24 ∗ (Θ− 273.15)2 (18)

k = 62+0.0378 ∗ (Θ− 273.15)− 0.01 ∗ (Θ− 273.15)2 (19)

In this case, the initial temperature is set to 1550 ◦C. Lower
surface heat flow: qi = 5000W/m2. Side heat flow: qr =
0. According to the heat flow [34], upper surface heat flow
calculation is governed by Equations (20) to (22).

qs(t, x, y) = a(t) · b(x, y) (20)

a(t) =

{
0.1 sin(100π(t− 0.02)) + 0.1 0.015 ≤ t ≤ 0.035,

0 otherwise,
(21)

b(x, y) =

{
1 (x, y) ∈ ΓS1

,

0 (x, y) ∈ ΓS \ ΓS1
,

(22)

The upper surface space domain boundary conditions are
shown in Equation (23).
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TABLE II
PARAMETERS OF THE MODEL IN CASE 1

Parameter Values

Geometric properties
Length,L(m) 10−3

Width,W (m) 10−3

thickness,d(m) 2.5× 10−5

Physical properties
Density,ρ(kg/m3) 7850
Specific heat capacity,cP (J/(kg ·K)) Equation(18)
Heat conductivity coefficient,k(W/(m ·K)) Equation(19)

Grid discretization

Grid type hexahedron (Structured network)
Number of grids 50000
Size(x.y−Direction,m) 10−5

Size(z−Direction,m) 5× 10−6

Time discreteDt(s) 0.001(50 step)

Amount of computation
Degrees of freedom 624276
Calculating time(s) 714

ΓS1 : r − 0.1 ≤
√

(x−m)2 + (y − n)2 ≤ rmm;

z = 0.025mm;m,n ∈ [0.5, 0.7]mm
(23)

The running memory of this data case is 2-3 G, the
calculation precision is set to 1 × 10−4, and the size of the
entire model after the calculation is completed is 531 MB.

The experimental platform used was a heterogeneous system
consisting of an Intel i9-10850K CPU with 10 CPU cores
and multiple NVIDIA GeForce RTX 3090 GPUs. The dataset
used for this study included 1040 training samples, 130
testing samples, and 130 validation samples. The model’s
hyperparameters included using the Adam optimizer with a
learning rate of 10−4, training for 50 epochs, and using a
batch size of 32. The neural network model was trained on up
to 4 GPUs and 2 CPUs, using the Deep Learning of PyTorch.
The solver model’s parameters and computational information
can be found in Table III.

TABLE III
PARAMETERS AND TRAINING INFORMATION OF HEINEX

Parameters Values

Data size
Training 1040
Validation 130
Test 130

Model Parameters

Optimization
Adaptive Moment
Estimation (Adam)

Learning rate 10−4

Epochs 50
Batch size 32

Traning modes with multiple GPUs
(NIVIDA GeForce RTX 3090 GPU)

Single CPU
(Intel i9-10850K CPU 10 cores)
Multiple CPUs
(Intel i9-10850K CPU 10 cores)

B. Impact of spatio temporal resolution on results

In this experiment, the settings of the learning rate and batch
can be adjusted according to the specific experimental platform

and data characteristics. For the experimental platform with
strong multi-GPU distributed cluster computing capability, the
batch of training data can be appropriately increased the better
to estimate the computing performance of the solvers under
different distributed methods.

A data case of the constructed heat conduction partial
differential equation inverse problem solvers trained on a
single-machine single-GPU platform is displayed in Fig.3. It
is found that the SSIM of the image exceeds 90% which meets
the requirements of industrial calculating applications.

In the previous section, we presented our experimental setup
and results. Building on our earlier analysis of the impact of
temporal resolution on image quality, we then examined the
impact of four major hyperparameters (learning rate, epochs,
batch size, optimizer) on SSIM. To complement our earlier
findings on the impact of temporal resolution, we analyzed
the changes in SSIM with respect to temporal resolution for
different hyperparameter values, and provided a figure (Fig.4)
to illustrate the results.

We were able to identify the following patterns through our
analysis using Fig.4:

Batch size has a significant impact on training time. Firstly,
reducing the batch size will result in longer training time for
the deep learning model. Secondly, as shown in Figure 4(a),
increasing the batch size can lead to increased fluctuations in
SSIM. Therefore, in our testing of six different batch sizes
(512, 256, 128, 64, 32, 16), we found that a batch size of 32
is the most stable and achieved the best results.

The number of epochs is positively correlated with the
training time of the deep learning model, but increasing the
number of epochs can also improve the SSIM performance.
As shown in Figure 4(b), increasing the epochs will lead to
longer training time, but we found that achieving good results
is possible with 200 epochs.

A learning rate that is too small can lead to poor perfor-
mance of the deep learning model, while a larger learning
rate may achieve better SSIM performance (as shown in
Figure 4(c)). Although the Adam optimizer has the function
of adapting to adjust the learning rate, too large a learning rate
can increase instability, while too small a learning rate may
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Fig. 3. Deep learning-based prediction of heat flux density distribution im-
ages (left figure). COMSOL simulation of actual heat flux density distribution
(right figure).

result in poor optimization of SSIM. Therefore, when using
the Adam optimizer, we selected a relatively stable learning
rate of 0.001.

Among the four optimizers that were tested, the Adam
optimizer yielded the best performance (as shown in Figure
4(d)). We compared the SGD, Adam, Adagrad, and RMSprop
optimizers. While SGD could steadily reduce the model’s loss,
its improvement in SSIM was relatively slow, requiring a large
number of iterations to achieve better results. Adagrad adapts
the learning rate according to different parameter gradients, but
its performance showed significant fluctuations despite finding
a relatively good SSIM value. RMSprop is similar to Adagrad,
but it introduces exponential weighted averages to smooth the
gradient’s historical information and adapt to different gradient
changes. On the other hand, Adam combines the advantages
of momentum and the RMSprop algorithm. It can adaptively
adjust the learning rate and momentum coefficient and can
adapt to different gradient changes, which ultimately results
in the best performance.

C. Training Time for Each Experiment

In this research, the solvers are trialed by applying the tradi-
tional data parallelism on a single computer. The experimental
results are summarized in Table IV.

In the control experiments of heterogeneous systems with
single computer with multiple GPUs, the data parallelism
improves the speedup ratio of the solver model training by
1.61. Data parallelism has a centralized architecture that uses
a single CPU as a parameter server to schedule gradient
data. Data parallelism requires assigning solver models of
the same structure to different GPUs, sending gradient data
to different GPUs to update the gradient data. The updated
gradient data are merged in a single CPU that is transferred
to the parameter server. Therefore, the data parallelism cannot
be applied on multiple CPU heterogeneous system, rendering
data parallelism unsuitable for solvers required to run on a
multiple-CPU, multiple-GPU distributed platform.

Model parallelism is applied in the same experimental en-
vironment. The model parallelism improves the computational
efficiency of the solvers by a factor of 1.37, and the increase
in efficiency is not as good as the effects of data parallelism.
The solvers of the model parallelism can be executed in
the systems with multiple computers with multiple GPUs,
but only achieves the desired accelerating factor of 1.42,
the model training efficiency is improved very little, and the
computing performance of multiple GPUs is not fully utilized.
The experimental results show that the training efficiency is
very small. So, model parallelism is not the best distributed
strategy for the solvers in the course of the execution.

The results show that the solver models use the Ring-
Allreduce method to obtain accelerations of 1.94 and 3.46
times on a system running on a single computer with multiple
GPUs as well as those using multiple computers with multiple
GPUs. This indicates that the solvers are distributed on the
platform for which the accelerating effect is significantly better
than that arising from data and model parallelisms.

In addition, the solvers using the GradReduce method obtain
an acceleration ratio of 2.03 and 3.84 over the system with
a single computer with multiple GPUs as well as multiple
computers running with multiple GPUs. The performance im-
provement effect is better than the Ring-AllReduce. It indicates
that the GradReduce method is a distributed strategy that is
suitable for the solvers of heat conduction partial differential
equation inverse problems. It can be applied on heterogeneous
systems with multiple CPUs and GPUs. The GradReduce
technique invokes a linear programming routine, which can
determine the optimal data communication scheme according
to the prior data communication time-cost and is more suited
to handling the training features associated with the large
amount of data calculation needed in problems involving heat
conduction and partial differential equation inverse problem
solvers.

V. CONCLUSION

In this paper, a solver for the inverse problem of heat
conduction partial differential equation is constructed based on
the distributed deep learning method. The experiments show
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(a)The spatio-temporal variation of SSIM under different batch sizes.

(b)The spatio-temporal variation of SSIM under different Epochs.
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(c)The spatio-temporal variation of SSIM under different Learning Rate.

(d)The spatio-temporal variation of SSIM under different optimizer.

Fig. 4. Visualization of the impact of hyperparameter settings on SSIM with respect to spatiotemporal resolution.
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TABLE IV
COMPARISON OF SSIM AND TRAINING TIME ON DIFFERENT HETEROGENEOUS SYSTEMS

Heterogeneous system Model parallelism Data parallelism Ring-Allreduce GradReduce
SSIM Time(s) SSIM Time(s) SSIM Time(s) SSIM Time(s)

Single computer with single GPU 0.938 532.849 0.9426 521.500 0.9417 532.917 0.9551 531.849

Single computer with multi-GPUs 0.9455 389.110 0.9374 323.198 0.9488 274.073 0.9519 261.350

Multi-computers with multi-GPUs 0.9424 373.048 0.9413 292.389 0.9416 153.9103 0.9583 138.328

that the SSIM of the image predicted is more than 94%,
which can meet the needs of industrial application. Then,
data parallelism and model parallelism methods are used to
optimize the performance of the solver. The data parallelism
and model parallelism can achieve an acceleration ratio of
1.61 and 1.36 in a single computer with multiple GPUs,
respectively. Due to updated gradient data being merged in
a single parameter server, the data parallelism cannot be
invoked on multiple computers. The performance optimization
of the model parallelism running on multiple computers with
multiple GPUs is insignificant. Furthermore, we propose a
GradReduce method that follows its ring data communication
architecture, which optimizes its gradient transmission method
and replaces the mechanical clock-frequency gradient trans-
mission scheme with a linear programming gradient transmis-
sion scheme. The experimental results show that GradReduce
method achieves an acceleration ratio of 3.84 on a heteroge-
neous system platform with two CPUs and four GPUs.
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