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Analysis of Countermeasures Against Remote and 

Local Power Side Channel Attacks using Correlation 

Power Analysis. 
Aurelien T. Mozipo, John M. Acken, Member, IEEE 

Abstract— Countermeasures and deterrents to power side-

channel attacks targeting the alteration or scrambling of the power 

delivery network have been shown to be effective against local 

attacks where the malicious agent has physical access to the target 

system. However, remote attacks that capture the leaked information 

from within the IC power grid are shown herein to be nonetheless 

effective at uncovering the secret key in the presence of these 

countermeasures/deterrents. Theoretical studies and experimental 

analysis are carried out to define and quantify the impact of 

integrated voltage regulators, voltage noise injection, and integration 

of on-package decoupling capacitors for both remote and local 

attacks. An outcome yielded by the studies is that the use of an 

integrated voltage regulator as a countermeasure is effective for a 

local attack. However, remote attacks are still effective and hence 

break the integrated voltage regulator countermeasure. From the 

experimental analysis, it is observed that within the range of designs' 

practical values, the adoption of on-package decoupling capacitors 

provides only a 1.3x increase in the minimum number of traces 

required to discover the secret key. However, the injection of noise in 

the IC power delivery network yields a 37x increase in the minimum 

number of traces to discover. Thus, increasing the number of on-

package decoupling capacitors or the impedance between locally 

measured power and the IC power grid should not be relied on as 

countermeasures to power side-channel attacks, for remote attack 

schemes. Noise injection should be considered as it is more effective 

at scrambling the leaked signal to eliminate sensitive identifying 

information. 
Index Terms—Integrated voltage regulator, noise injection, 

power delivery network, on-package decoupling capacitors, side 

channel attacks, countermeasures, remote attacks, local attacks 

I. INTRODUCTION 

OWER-side channel attacks (SCAs) exploit the sensitive 

identifying information present in the leaked power of 

the internal operation of a cryptographic engine. For this 
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reason, some techniques published in the literature have 

attempted to change the signature of the leaked information to 

reduce or eliminate its correlation with the encryption algorithm 

by altering the IC power delivery network (PDN). One method 

uses an integrated voltage regulator (IVR) within the IC [1][2], 

which scrambles or filters the cryptographic engine current and 

delivers the regulator input current to the external world, which 

should now be only loosely correlated to the regulator output 

current, which is the IC operating current. Another method of 

scrambling the power delivery network is by injecting noise 

with either the integrated regulator or clocking circuitry into the 

IC grid PDN to reduce the correlation between the intrinsic IC 

power signature and the signal leaked to the outside world at 

the circuit board level [3][4]. 

One common practice for keeping IC power grid noise from 

propagating into external portions of the design is adopting on-

package decoupling capacitors (OPDs). Filtering the signal 

generated by the cryptographic compute core is typically 

performed with the placement of decoupling capacitors close to 

the device pins to limit the voltage droop created by PDN 

impedance. Modern circuit designs move the decoupling caps 

on the package substrate closer to the IC bumps. However, 

given their functions, these OPDs can intuitively serve as a 

countermeasure against power SCA. The filtering performed by 

these OPDs has the unplanned but desirable effect of reducing 

the relationship between the encryption engine power trace and 

the trace captured at the board level by the malicious agent in a 

local attack scenario. However, how effective can they be, and 

how can their implementation be optimized to become an 

effective power SCA countermeasure? This novel approach is 

analyzed herein to quantify its effectiveness within a reasonable 
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and implementable design space. 

II. BACKGROUND 

The theoretical success rate of a local power SCA scenario 

depends on the ability of the agent to closely correlate the 

leaked measurements with an estimated power model using 

non-profiled attacks, with distinguisher such as differential 

(DPA) [8] and correlation power analysis (CPA) [9], or profiled 

attacks such as template-based attacks [12], machine learning 

(ML) side channel attacks [13], and deep learning side channel 

attacks (DL-SCA) [21]. 

A. Power Side Channel Attacks Techniques 

The distinguishers such as SPA, DPA, and CPA are classified 

as non-profiled attacks. As opposed to a non-profiled attack, a 

profiled attack emulates the behavior of the target victim on a 

similar device/environment to create a leaking template 

(profiling phase), then compared the correlated power traces of 

the victim with the template to uncover the secret key 

(extraction phase). 

1) - Correlation power analysis 

The basic hypothesis of DPA and CPA is that an estimation of 

the power consumed by an FPGA at time t is given by the 

number of bits that change values in the registers. However, the 

correlation can be significantly reduced or eliminated with the 

injection of noise into the captured traces by scrambling the 

encryption IC power grid [3][4]. 

Likewise, the result of a local attack can be impacted by the 

impedance of the subcircuit network between the source of the 

leakage at the IC’s bumps and the location of the measurements 

by the agent on the system circuit board. Such a network 

presents a loop impedance and a path resistance that contribute 

to filtering the signal and thus impact the success rate of a local 

attack. 

However, the PDN techniques described above fail to address 

the threat model of remote power SCA, where the malicious 

does not require physical access to the victim to orchestrate a 

successful attack. 

Do remote power SCA (where the trace is captured by a trojan 

logic running inside the device) constitute a residual 

vulnerability for the PDN scrambling techniques described 

herein? To evaluate the effectiveness of the proposed 

countermeasures, the minimum traces to discover (MTD) are 

computed based on the correlation coefficient between the 

measurements (remote and local) and the estimated power of 

each key guess. 

2) - Profiled attacks 

The most popular profiled attacks in literature are template-

based attacks [10][11][12], machine learning side channel 

attacks [13][14], and deep learning side channel attacks (DL-

SCA) [15][16][17][18][19][20][21]. 

Template-based attacks, which are based on the Gaussian 

assumption (i.e., observed traces are well described by a 

Gaussian distribution) use the multivariate normal distribution 

to create a profile, which consists of the traces’ specific 

covariance matrices and mean vectors [12][22]. 

Another example of profiled attack is a machine learning (ML) 

based attack. In ML-based attacks, an ML technique replaces 

the multivariate normal distribution used in template-based 

attacks [13][22]. The binary classifier Support Vector Machine 

(SVM) can be used to first reduce the length of the power trace 

(feature selection), and then to learn the features of the power 

traces (classifier phase). SVM has been demonstrated as being 

effective to attack symmetric algorithms [23]. 

DL-SCA are very effective against not only single 

countermeasures such as masking, jitter, and random delay 

insertion but also on multiple countermeasures combined in 

implementations [21][22]. [20] has demonstrated a DL-based 

template attack technique named similarity learning used to 

derive relatively low-dimensional space data that are then fed 

into a template attack to improve its success rate. 

B. Local vs. remote attacks 

FPGA side channel attacks can be classified as local vs. remote. 

Local or direct side channel attacks are implemented when the 

agent has physical access to the targeted device (FPGA in our 

case) by observing the current consumed by the device [24]. 

Such current constitutes leaked information that can be 

exploited by the malicious agent to guess the algorithm 

encryption key. Fig. 1 depicts an example of a local attack vs. a 

remote attack. 

With the emergence of the cloud computing field, such as 

FPGA as a service (FPGAaaS) and CPU/FPGA co-packaged 

chiplet architectures [25][26], more cryptographic algorithms 

are implemented in an FPGA located in a data center, where the 

compute fabric is shared with unknown workloads from 

unknown customers. Such co-implementation of multiple 

algorithms on the same FPGA fabric allows a malicious agent 

to launch an attack against a cryptographic algorithm 

implemented nearby to decipher the encryption key. The 

malicious agent who is renting partial sectors in the FPGA will 

be running a snooping IP that monitors vital FPGA information, 

such as the local voltage and temperature. The feasibility of 

such an attack was demonstrated by [27], where a malicious 

program consisting of a ring oscillator (RO) delivers a clock 

frequency depending on the IC local voltage. Time-to-digital 

converters (TDC) have also been demonstrated as an effective 

method for monitoring nanosecond scale transient voltage 

fluctuations [28][29][30] in an FPGA[31]. For both the RO and 

the TDC voltage monitoring scheme, the digital information 

returned is a representation of the local voltage, i.e., where the 

Fig.1: Side channel leaked information of an FPGA 

running a cryptographic algorithm. Left: power leaked for 

measured for a local attack. Right: malicious IP running in 

an FPGA to monitor local information and sending back to 

the malicious agent. 
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malicious agent logic is implemented within the fabric. The 

voltage information is then used to run a power analysis to 

attempt to guess the encryption key of a cryptographic 

algorithm implemented nearby. 

Besides PDN based countermeasures, masking is an effective 

method of protecting the implementations of crypto algorithms 

against power SCA. Some masking and PDN-based 

countermeasures are effective in fully preventing the successful 

power SCA, but others only increase the number of plaintexts 

or ciphertexts necessary to successfully attack the system. 

C. Masking and Threshold Implementations Countermeasures 

Masking undoubtedly constitutes the most effective 

countermeasure against the SCA under practical and rational 

leakage assumptions. Masking provides security against power 

and electromagnetic SCAs under a first-order DPA 

distinguisher. It consists of the technique of splitting sensitive 

information and variables inside a cryptographic algorithm into 

parts called shares so that each share analyzed on its own 

contains sensitive information. Therefore, only the 

combinations of all shares will contain information needed to 

uncover the sensitive information of interest. 

At the application level, masking consists of modifying the 

execution of the algorithm implementation to ensure that the 

power or the leaked EMI is modified in a way that will not 

correlate to the power consumption of the unmasked algorithm 

implementation [32]. It has been proven that masking the AES 

by fake key addition reveals the fake key instead of the 

candidate's secret key. To some extent, this type of 

countermeasure is resistant to power SCA methods, such as 

CPA, the difference of means (DPA by Kocher), and the t-test. 

Masking has thus far been thought to be one of the most 

efficient countermeasures against power SCA [29][33]. 

Three-share threshold implementations (TIs) are also used as 

masking countermeasures in cryptography. The authors in [34] 

apply TI to lightweight ciphers and the AES in the Internet of 

Things (IoT) applications and use the DPA to verify improved 

protection against SCA. TI is a change in the cryptographic 

algorithm implementation to protect against the SCA. With TI, 

transactions from a single party in the communication cannot 

be used to uncover secret information. 

TI is an improvement on Boolean masking because it provides 

security in the presence of glitches. 

D. Threat models and vulnerability hypothesis 

The models of the threats analyzed in this section assume the 

insertion of a voltage measuring logic circuit as a trojan RTL 

inside an FPGA or the insertion of a voltage monitoring circuit 

inside an ASIC by a contracting third-party house, unbeknown 

to the design owner. With the trojan RTL measuring the local 

IC PDN grid voltage, will the PDN-based countermeasures be 

effective in preventing remote SCA? Or will they only increase 

the number of plaintexts or ciphertexts necessary to 

successfully attack the system? 

E. Our contribution 

This research studies four PDN-related topics that by design are 

used as countermeasures to protect a cryptographic system 

against power SCA. Specifically, the study characterizes and 

evaluates the effectiveness of these PDN practices in improving 

the side channel leakage ability to reveal secret information. 

The practices analyzed in-depth herein are (i) the integration of 

an on-die voltage regulator, (ii) noise injection to scramble the 

IC PDN, (iii) the impedance of the subcircuit from the local 

capture point to the IC power grid, and (iv) the adoption of on-

package decoupling capacitors. The current literature 

demonstrates the effectiveness of noise injection and integrated 

voltage regulators (IVRs) for local attacks; however, the 

effectiveness of those measures has not been studied in the case 

of remote attacks, which is one of this study's main focuses. 

The goal is to generate methods for evaluating the PDN of a 

cryptographic system before fabrication to assess the ability of 

countermeasures to eliminate or lessen the exposure to 

malicious attacks for local attacks. Then, the study analyzes and 

characterizes the residual vulnerability threats of remote 

attacks. These vulnerabilities are still present in the system even 

after implementing a countermeasure. 

A fast PDN simulation method for an IC is proposed and 

implemented. The method is applied on an FPGA running an 

AES256 cryptographic algorithm, followed by the 

implementation of the CPA distinguisher to successfully attack 

the device. The method is based on end-to-end system-level 

modeling that includes the chip power grid model, the package 

organic substrate PDN model, and the active elements 

representing the IC dynamic current. The simulations also focus 

on remote attack scenarios to contrast and compare the results 

against local attack schemes published in the prior art. 

F. Organization of the paper 

The paper starts with a summary analysis of PDN-based 

countermeasures' strengths, and a deduction of the residual 

vulnerabilities a cryptographic system still displays after the 

countermeasures have been implemented is given in Chapter 

III. Then, chapter IV expands the analysis with an in-depth 

theoretical analysis of the PDN-based deterrents to power SCA 

considered herein: IVR integration, voltage noise injection, on-

package decoupling capacitors addition, and IC bumps-to-

circuit board loop impedance. Chapter V focuses on the 

experimental studies that derive the results of local vs. remote 

attack scenarios, the impact of PDN noise injection, and OPD 

integration. The tail end of chapter V summarizes the impact of 

these power SCA countermeasures and deterrents while 

exposing their shortcomings in protecting against remote 

attacks. 

III. INTRODUCTION TO RESIDUAL VULNERABILITIES ON PDN-

BASED COUNTERMEASURES 

Since power side-channel attacks target the device power 

consumption signature, various prior studies have focused on 

altering the power delivery network (PDN) to scramble the 

device power signature to eliminate or reduce device 

vulnerabilities. Various PDN-based techniques have been 

proposed as countermeasures. Table I summarizes the 

categories and their strengths (the SCA techniques they are 

content may change prior to final publication. Citation information: DOI 10.1109/TDSC.2024.3370711
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protecting). A deduction of the residual countermeasure 

vulnerabilities is also proposed in the 3rd column. Most 

techniques involve the use of an IVR to scramble the current 

leaked to the external world[1][2][5][6][7]. However, voltage 

noise injection is also shown to be effective in reducing the 

vulnerability of the implementation against power SCA in local 

attack scenarios [35][36][37]. Decoupling capacitors are also 

used to decouple the crypto engine's current consumption from 

the current leaked outside the device. They are introduced on 

the Si power delivery grid or the power delivery network to 

reduce coupling among hardware shares [38][39][40][41][42]. 

The on-chip voltage regulator topologies used are multiphase, 

interleaved, buck converters, and multiphase switched 

capacitor converters. Conventional interleaved buck converters 

or switched capacitor converters have limited effectiveness in 

reducing the correlation factors used in CPAs. However, 

introducing random phase ordering or loop randomizing further 

reduces the correlation coefficients and thus renders the device 

less vulnerable [5][6]. However, those techniques are 

demonstrated only with local attacks. The side channel 

information is the power measured outside of the device power 

grid, with physical access to the victim. In the next subsections, 

the study attempts to show that remote attacks are still possible 

in the presence of PDN-based countermeasures. Remote attacks 

are the opposite of local attacks, as they require the attacker to 

be neither physically in proximity nor in the vicinity of the 

target device. Remote power measurement with a DPA 

distinguisher and with a higher number of traces is theorized to 

be a common weakness that these new techniques exhibit. 

IV. ANALYSIS OF POWER DELIVERY NETWORK-BASED 

DETERRENTS TO POWER SIDE-CHANNEL ATTACKS 

A. Integrated voltage regulator as a countermeasure 

The concept of using an IVR as a countermeasure works on the 

premise that the attacker measures the leaked power 

information locally by sensing the device's power pins or 

somewhere between the power pins and the external voltage 

regulator. 

1) - Impact of an integrated voltage regulator against local 

attacks 

The IVR aims to scramble the device's input current to reduce 

or remove the correlation with the internal operation. In Fig. 2a, 

the voltage or current measured at the local sensing point 

(which is representative of the IC power consumption) is a 

linear transformation of the current at the AES engine and thus 

will show a good correlation to this internal current of the AES 

engine. However, with the IVR integration, Fig. 2b, the 

transformation is active nonlinear and, therefore, there will be 

a poor correlation between the internal AES engine current and 

the leaked current measured by the attacker [7]. The impact of 

IVR as a countermeasure for local attack schemes has been 

studied in [1][2][5][6][7], therefore we’ll refer the readers to 

this prior literature. 

2) - Analytical formulation of correlation power analysis for 

remote attacks 

For applications where the encryption is implemented in FPGA 

softcore logic, the attacker can implement a trojan logic that 

measures the voltage locally at the power grid and sends it to an 

offline processing center to run DPA or CPA [27][43]. In Fig. 

2c, the voltage measured by the malicious agent remotely is 

tightly coupled to the cryptographic engine current and thus will 

exhibit a good correlation to this current. 

Let us quantify the correlation impact for the various scenarios 

outlined in Fig. 2. Let us use the voltage at the node as a 

representative of the current through the node. This is a valid 

assumption because there is a linear relationship between both 

quantities and hence, a strong correlation exists between the 

two. 

For a local attack scenario, the leaked measured voltage and the 

voltage at the engine are linked as follows: 

𝑉1 = 𝐺𝑠𝑉1
′
                                                              1 

𝑐𝑜𝑣(𝑉1, 𝐻) = 𝐸[𝑉1𝐻] − 𝐸[𝑉1]𝐸[𝐻] = 𝐸[𝐺𝑠𝑉1
′𝐻] −

𝐸[𝐺𝑠𝑉1
′]𝐸[𝐻] =  𝐺𝑠𝑐𝑜𝑣(𝑉1

′, 𝐻)    2 

𝜎𝑉1
= 𝐺𝑠𝜎𝑉1

′                                                          3 

where: 

TABLE I 

PDN BASED COUNTERMEASURES STRENGTHS AND RESIDUAL VULNERABILITIES 

PDN Countermeasure 

Schemes 

Type of Power SCA analysis or distinguisher 

protected Against 

Residual vulnerabilities 

On-Chip Voltage Regulators 

as a Countermeasure [1][2] 
• DPA 

• CPA 

• SCA by remote power measurement 

• DPA with higher number of traces 

Security-Aware Integrated 

Buck Voltage Regulator [5] [6] 
• TVLA 

• CPA 

• SCA by remote power measurement 

Fully Integrated Inductive 

Voltage Regulator [7] 
• TVLA 

• CPA 

• SCA by remote power measurement 

Noise Injection [3] • DPA 

• CPA 

• SCA by remote power measurement 

• CPA with an increased number of traces 

Clock noise and voltage noise 

combination [4] 
• Protection against SCA when noise is injected, 

and a clock randomizer (CR) is utilized. 

• Noise injection alone or CR alone performs 

efficiently against CPA 

• Vulnerable to CPA/DPA SCA with remote 

measurement if the trojan logic is adequately 

located 
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𝐺𝑠 is the power delivery network impedance gain from 

the encryption engine to the local onboard measurement point, 

H is the power estimation made by the attacker for 

CPA, 

𝜎𝑉1
 and 𝜎𝑉1

′ are the standard deviations of the random 

quantities 𝑉1 and 𝑉1
′, respectively. 

Similarly, the correlation coefficients are linked by the 

following relationships: 

𝜌𝑉1𝐻 =
𝑐𝑜𝑣(𝑉1,𝐻)

𝜎𝑉1𝜎𝐻
=

𝑐𝑜𝑣(𝑉1
′,𝐻)

𝜎
𝑉1

′ 𝜎𝐻
= 𝜌𝑉1

′𝐻  4 

𝑉2
′ = 𝑉1

′ + 𝐺𝑎𝑒𝑠𝑉2 5 

𝑐𝑜𝑣(𝑉2
′, 𝐻) = 𝑐𝑜𝑣(𝑉1

′ + 𝐺𝑎𝑒𝑠𝑉2, 𝐻) = 𝐸[(𝑉1
′ + 𝐺𝑎𝑒𝑠𝑉2)𝐻] −

𝐸[𝑉1
′ + 𝐺𝑎𝑒𝑠𝑉2]𝐸[𝐻] = 𝐸[𝑉1

′𝐻] − 𝐸[𝑉1
′]𝐸[𝐻] +

𝐺𝑎𝑒𝑠(𝐸[𝑉2𝐻] − 𝐸[𝑉2]𝐸[𝐻]) = 𝑐𝑜𝑣(𝑉1
′, 𝐻) + 𝐺𝑎𝑒𝑠𝑐𝑜𝑣(𝑉2, 𝐻) 

6 

𝜎𝑉2
′

2 = 𝜎𝑉1
′

2 + |𝐺𝑎𝑒𝑠|2𝜎𝑉2
2

 7 

𝜌𝑉2
′𝐻 =

𝑐𝑜𝑣(𝑉2
′,𝐻)

𝜎
𝑉2

′ 𝜎𝐻
=

𝑐𝑜𝑣(𝑉1
′,𝐻)+𝐺𝑎𝑒𝑠𝑐𝑜𝑣(𝑉2,𝐻)

𝜎𝐻√𝜎
𝑉1

′
2 +|𝐺𝑎𝑒𝑠|2𝜎𝑉2

2
8 

𝜌𝑉1𝐻 and 𝜌𝑉2
′𝐻 are the correlation coefficients between the 

locally onboard measured voltage and the estimated device 

power and between the remotely measured voltage and the 

estimated device power, respectively. 

𝐺𝑎𝑒𝑠 is the gain of the power delivery network impedance from 

the encryption engine to the IVR output. 

𝜎𝑉2
, 𝜎𝑉2

′, and 𝜎𝐻 are the standard deviations of the random 

quantities 𝑉2, 𝑉2
′ and H, respectively. 

The IVR is designed to generate a voltage containing signature 

patterns that can scramble the encryption engine signature to 

protect against power SCA. It is an independent random 

variable and uncorrelated to the device's estimated power 

consumption. Hence, the correlation factor between the crypto 

device voltage and the estimated power consumption is written 

as: 

𝜌𝑉2
′𝐻 =

𝑐𝑜𝑣(𝑉2
′,𝐻)

𝜎
𝑉2

′ 𝜎𝐻
=

𝑐𝑜𝑣(𝑉1
′,𝐻)

𝜎𝐻√𝜎
𝑉1

′
2 +|𝐺𝑎𝑒𝑠|2𝜎𝑉2

2
=

𝜌𝑉1𝐻

√1+|𝐺𝑎𝑒𝑠𝐺𝑠|2(
𝜎𝑉2
𝜎𝑉1

)

2
9 

3)- Impact of an integrated voltage regulator as a 

countermeasure on FPGA remote attacks 

The relationship between the correlation coefficients in the 

remote measurement scheme in the presence of the IVR and the 

local measurement derived in Equation (9) above yields the 

following conclusions: 

- Introducing the IVR reduces the magnitude of the correlation 

coefficients in the remote attack scenario and thus reduces the 

probability of uncovering the secret key. 

- It shows how the new correlation factor can reject even the 

right key candidate. For example, if the IVR noise level is 

1000x higher than the noise level at the local measurement 

point, the correlation factors are 100 to 1,000 times smaller. 

Hence, the number of plaintexts/ciphers required to 

successfully attack the implementation is significantly 

increased. 

- The impedance of the power delivery network between the 

IVR and the remote sense location (i.e., the physical location 

of the encryption device) impacts the correlation coefficients 

and the probability of uncovering the secret key. As the gain 

𝐺𝑎𝑒𝑠   approaches 1, i.e., the impedance 𝑍𝑎𝑒𝑠   approaches zero, 

the correlation coefficients increase, signaling the increased 

effectiveness of the IVR in scrambling the voltage at the 

output of the crypto engine and thus reducing the probability 

of recovering the secret key. 

Let us assume the following notations: 

- The IVR random voltage source standard deviation 

normalized to the local sense voltage standard deviation, 𝜎 =
𝜎𝑉2

𝜎𝑉1

, 

- The product of the gain of the impedance networks is called: 

𝐺 = 𝐺𝑎𝑒𝑠𝐺𝑠                                          10 

Fig. 2: Modeling of: a) -  Local attack without IVR; b) - Local attack with IVR; c) -  Remote attack with a trojan IP, in presence 

of IVR 
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- The ratio of the correlation coefficients is denoted 𝜌 =
𝜌

𝑉2
′ 𝐻

𝜌𝑉1𝐻

Equation (9) above can be written as: 

𝜌 =
1

√1+|𝐺|2𝜎2
11 

Let us illustrate the impact of the IVR as a countermeasure 

with Fig. 3. The figure shows the plot of the IVR normalized 

correlation factor 𝜌 vs. the IVR voltage standard deviation, 

normalized to that of the voltage noise of a local attack, 

parametrized by the product of network impedance 

attenuations. This shows that the IVR can reject the correlation 

factors used by the attacker in a remote scheme by attenuating 

them. The higher the IVR voltage spread (standard deviation) 

is, the higher the rejection. However, lower PDN attenuation 

renders IVR integration ineffective. As seen on the chart, the 

higher the gain G is, the lower the correlation coefficients. As 

an example, for an IVR relative noise level of 10 (10x higher 

than the voltage at the sense point of a local attack scheme), a 

reduction in impedance network attenuation from 0.9 to 0.1 (9x) 

results in an increase in the correlation coefficients from 0.11 

to 0.7 (6.4x). Therefore, the use of IVR as a countermeasure is 

not an effective method, as the device PDN network may still 

allow the correlation coefficients to yield the secret key in a 

cryptanalysis case. 

However, even in the presence of high attenuation, the IVR 

correlation coefficients, although reduced, may only increase 

the number of plaintexts or ciphertexts necessary to attack the 

system. Therefore, the effectiveness of the countermeasure 

hinges on the ability of the attacker to successfully mount an 

attack with an increased quantity of captured data. 

4)- Comparison of theoretical correlation coefficients with 

prior art 

[7] has demonstrated that with the integration of an IVR as a 

countermeasure, the reduction in the correlation factors is 

between 5x and 30x, resulting in increases in the minimum 

traces to discover (MTD) from ~5,000 to more than 500,000. 

Let us reiterate that the attack in their analysis is a local attack, 

i.e., the traces are now measured at the input of the IVR after it 

has scrambled the AES block signature. 

Table II summarizes the correlation factor reduction obtained 

in the prior art by [7] with IVR used as a countermeasure against 

cryptanalysis of the implementation of the AES128 algorithm. 

In addition to a standard IVR, they also introduce the concept 

of a loop randomizer to randomize all transformations through 

the IVR. Thus, the IVR input current signature has an increased 

noise level, as seen by the local attacker, because there is no 

constant relationship between the captured measurements. The 

standard IVR produces a correlation factor reduction of 5x, 

whereas the introduction of a loop randomizer improves the 

reduction to 30x. However, as in our analysis, a remote attack 

on an IVR implementation has a reduction of ~1.4x - 9.1x when 

the relative IVR noise is 10 and 10.1x – 90.1x when the relative 

IVR noise is 100. A relative IVR noise of 100 amounts to an 

IVR feature with an efficiency higher than the loop randomizer. 

To our knowledge, such a feature does not yet exist in the 

current literature. 

In conclusion, an IVR with a remote attack only results in 

increasing the minimum trace to detection but still leaves it 

vulnerable to power side-channel attacks with correlation 

power analysis (CPA). The use of an IVR as a countermeasure 

is effective for a local attack, as shown in [7], but remote attacks 

can still be very effective and hence break the IVR 

countermeasure. 

B. Voltage noise injection 

Adding noise to a system to counter power side-channel attacks 

can be modeled as shown in Fig. 4. If vn denotes the noise 

injected, Zn denotes the impedance of the subcircuit from the 

noise injection point to the local measurement point, and Zaes 

denotes the impedance of the subcircuit from the AES core 

location to the local measurement point, then the voltages are 

related by the equation below: 

𝑉1
′ =

𝑍𝑎𝑒𝑠+𝑍𝑛

𝑍𝑛
𝑉1 −

𝑍𝑎𝑒𝑠

𝑍𝑛
𝑣𝑛  12 

Assuming that the estimated power and the injected noise are 

uncorrelated, the correlation coefficients of the remotely 

measured voltage and the estimated power are: 

Fig. 3: Correlation factors reduction ratio as a function of the 

IVR (or other noise sources) relative noise, for various PDN 

impedance attenuations. 
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TABLE II 

COMPARISON OF CORRELATION FACTOR REDUCTION BETWEEN AN IVR IMPLEMENTATION ON A LOCAL ATTACK, TO 

POTENTIAL IVR IMPLEMENTATION WITH REMOTE ATTACK 
IVR and 

local 

attack [7] 

IVR with Loop 

Randomizer 

and local attack 

[7] 

IVR with remote 

attack 

IVR rel. noise: 10 

PDN att: 0.1 

IVR with remote 

attack 

IVR rel. noise: 10 

PDN att.: 0.9 

IVR with remote 

attack 

IVR rel. noise: 100 

PDN att.: 0.1 

IVR with remote 

attack 

IVR rel. noise: 100 

PDN att.: 0.9 

Correlation 

coefficients 

reduction ratio 

1/5 1/30 1/1.4 1/9.1 1/10.1 1/90.1 
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𝜌𝑉1
′𝐻 =

𝑐𝑜𝑣(𝑉1
′,𝐻)

𝜎
𝑉1

′ 𝜎𝐻
=

𝑐𝑜𝑣(
𝑍𝑎𝑒𝑠+𝑍𝑛

𝑍𝑛
𝑉1,𝐻)−𝑐𝑜𝑣(

𝑍𝑎𝑒𝑠
𝑍𝑛

𝑣𝑛,𝐻)

𝜎𝐻√𝜎𝑉1
2 +𝜎𝑣𝑛

2
=

𝜌𝑉1𝐻

√1+𝐺′2
(

𝜎𝑣𝑛
𝜎𝑉1

)

2
13 

Denoting 𝜌 as the correlation coefficient reduction ratio 

between the local board-level measurement and the remote 

silicon-level measurement: 

𝜌 =
𝜌

𝑉1
′ 𝐻

𝜌𝑉1𝐻
=

1

√1+𝐺′2
𝜎2

14 

where 𝜎 =
𝜎𝑣𝑛

𝜎𝑉1

is the relative noise standard deviation, i.e., 

normalized to the locally measured voltage standard deviation, 

and G′ = |
𝑍𝑎𝑒𝑠

𝑍𝑎𝑒𝑠+𝑍𝑛

|                                                                    15 

This result is similar to that of the IVR integration presented 

above when the gain of the impedance is equal to G, (Fig. 3) 

and G=G’. 

An observation can be made by analyzing the comparative data 

in Table III: for a sample noise level of 2.38, a local attack 

scenario achieves a reduction ratio of 1/22.5 with noise 

injection only [4], and a remote attack scenario, assuming G’= 

0.5 (equal impedance between the AES path and the noise 

injection path), achieves a correlation coefficient reduction of 

1/1.6. Stretching the impedance gain ratio to 1 improves this 

reduction to 1/2.6. In the next chapter, the practical experiments 

of this research focus on analyzing the impact of such a 

reduction on the minimum number of traces required to 

discover the secret key in a remote attack scenario. 

C. Effect of on-package decoupling capacitors as side channel 

attack countermeasures 

This section studies the impact that the integration of on-

package decoupling capacitors (OPDs) has on the success of 

power SCAs for local attacks (onboard trace capture) and 

remote attacks (on-die trace capture). OPDs are incorporated 

into system designs to reduce the voltage droop from high-

frequency switching activities. 

Fig. 5 illustrates OPDs on a package soldered on a motherboard 

with an onboard voltage regulator. The transient response to a 

step load is illustrated for measurements made at the power grid 

and the board voltage regulator decoupling capacitors. The 
Fig. 4: Model of a noise injection as a power SCA 

countermeasure 
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TABLE III 

COMPARISON OF CORRELATION FACTOR REDUCTION BETWEEN NOISE INJECTION AND LOCAL ATTACK AGAINST NOISE 

INJECTION WITH REMOTE ATTACK 
Noise Addition Only, local 

attack [4] 

Noise Addition w/Attenuated 

Signature, local attack [4] 

Noise addition and 

remote attack, G’=0.5 

Noise addition and 

remote attack, G’=1 

Relative noise 

power 

0.317 2.38 3.7 0.006 0.013 0.053 0.1 1 2.38 3.7 0.1 1 2.38 3.7 

Reduction 

ratio 

1/4.5 1/22.5 <1/36 1/7.5 1/12 <1/45 1 1/1.1 1/1.6 1/2.1 1/1 1/1.4 1/2.6 1/3.8 
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transient response of the PDN is divided into four parts. The 1st 

droop is the initial response to the current step provided by the 

on-die decoupling capacitors and sometimes the OPDs because 

of their low impedance path to the die. The frequency range is 

typically in the 10s or 100s of MHz. The 2nd droop is the 

response provided by the OPDs after the charge from the on-die 

caps has been depleted. The 2nd droop frequency is in the single 

digit MHz range. Similarly, once the OPD charge is depleted, 

the onboard regulator capacitors kick in, which creates the 3rd 

droop [44]. Here, the frequency ranges from KHz to single digit 

MHz. The high-frequency noise riding on the average 

waveform is from the logic switching activities. Its frequency 

ranges from 100 s MHz to multiple GHz. 

The system model of on-package decoupling capacitors 

integration is similar to that of Fig. 4, with the noise source 

removed and the impedance Zaes replaced with the capacitor 

equivalent circuit of Fig. 6. The correlation coefficients in a 

remote attack scenario are defined by: 

𝜌𝑉1𝐻 =
𝑐𝑜𝑣(𝑉1,𝐻)

𝜎𝑉1𝜎𝐻
=

𝑐𝑜𝑣(
𝑉1

′

𝐺𝑂𝑃𝐷
,𝐻)

𝜎
𝑉1

′

𝐺𝑂𝑃𝐷
𝜎𝐻

= 𝜌𝑉1
′𝐻 16 

With: 

𝑉1
′ = 𝐺𝑂𝑃𝐷𝑉1 

and 𝐺𝑂𝑃𝐷  is the gain of the OPD circuit in Fig. 6. 

It is derived from the analysis that the linear effect of 

decoupling filtering has no impact on the correlation 

coefficients and thus the power side-channel resistance. This is 

because filtered versions of the 1st and 2nd droop are propagated 

to the board level and are thus captured by the malicious agent 

in a local attack scenario. Furthermore, the 3rd droop signal that 

is seen at the board level by the malicious agent has a magnitude 

independent of the OPD scheme. Thus, the 3rd droop magnitude 

is the main carrier of sensitive distinguishing information in a 

local attack scenario. 

V. EXPERIMENTAL ASSESSMENT OF THE IMPACT OF REMOTE 

ATTACKS, NOISE INJECTION AND DECOUPLING CAPACITORS ON 

POWER SIDE-CHANNEL ATTACKS SUCCESS 

The experiments to ascertain the impact of a remote attack on 

the correlation coefficients are carried out in three steps: (i) 

generating the current profile of an AES algorithm; this is 

performed by measuring the current of an Artix 7 FPGA while 

running an AES256 algorithm implemented with the 

ChipWhisperer side channel attack environment; (ii) applying 

the current profile to a generic FPGA platform SPICE model, 

then running simulations with target victim and malicious agent 

models attached to the FPGA die; (iii) CPA run, then computing 

the correlation coefficients for local attacks and remote attack 

scenarios. 

A. FPGA remote attack modeling framework 

In a remote attack scenario, a malicious agent remotely 

uploads its trojan program into the FPGA to attempt to monitor 

the IC power grid voltage. The ability of the on-die silicon 

power grid to act as a filter for a high-frequency signal crossing 

over from the victim's location to the attacker’s trojan logic 

location determines how successful the malicious agent will be 

in guessing the victim's secret information. 

Fig. 7 highlights the silicon layout of an FPGA used in 

datacenter cloud applications, modeled based on the FPGA 

architecture shared in [45]. The FPGA is divided into its core, 

a 2x5 sector array, two transceivers, and two IO and embedded 

external memory interfaces (EMIFs). The malicious agent logic 

and the victim logic are physically placed as far away as 

possible around sectors 10 and 1, respectively. 

B. Power delivery network modeling 

The device PDN modeling consists of three parts: the 

die+metal-insulator-metal (MiM) capacitors, the package 

substrate, and the voltage regulator. The die, on-chip MiM, and 

package substrate are extracted as a distributed model with 71 

ports each. The equivalent circuit model of the FPGA on-chip 

MiM is represented by the simplified RC model, derived from 

the equivalent model of [46] but with the parasitic elements (the 

series inductance Ls and the oxide capacitance Cox) neglected. 

For each distributed port x (x=1,2,…,71), the MiM capacitor is 

thus represented with Rmimx/Cmimx, as shown in Fig. 8. The 

vertical contact to other layers is represented by the resistance 

Rvert. Similar to the MiM, the die is extracted as an RC model, 

as shown in the figure. Table IV summarizes the values of the 

components, which are also included in the SPICE models. 

Each sector of the FPGA and the corresponding power grid is 

distributed into seven ports. The traces are probed in the SPICE 

model at the load locations to illustrate the attacker’s remote 

sensing of the victim’s actual voltage. For the local attack 

scenario, the voltage is measured on the PCB, which 

corresponds to where the adversary measures the voltage when 

they have physical access to the device. 

Fig. 6: Equivalent circuit modeling of the OPD with hook-

up impedances. 
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C. Simulation setup 

In practical applications, the malicious agent implements 

trojan logic such as a ring oscillator or a time-to-digital 

converter in the vicinity of the victim’s logic to measure the 

voltage that serves as a trace for the differential power analysis. 

However, the effectiveness of such a circuit depends on the 

algorithm topology and the accuracy of the instrumentation 

portion of the circuit. We removed this complexity from the 

scope of this research and instead measured the voltages 

directly at the FPGA power grid and package balls in the SPICE 

simulations. 

As shown in Fig. 9, the side channel attack (AES current 

capture on Artix 7 and correlation coefficient computations) on 

the FPGA is carried out in the ChipWhisperer environment 

[47]. The environment provides certain APIs for random 

plaintexts and random key generation. The traces captured 

during the AES256 core encryption are passed to the Hspice 

simulator via text files. The Hspice simulator is embedded 

within the time domain traces capture subblock and invoked 

within the Python notebook framework. The simulator is 

invoked in a loop for each trace captured. The outputs of the 

simulator are the traces captured at various locations: at the die 

bumps closest to the malicious agent trojan logic (remote attack 

scenario) and at the board level (local attack scenario). The 

correlation power analysis (CPA) and the computation of the 

correlation coefficients are carried out according to methods 

and principles developed in [48][49]. The attack on the AES256 

algorithm is performed in the last round using the side channel 

attack leak functions and the corresponding Hamming distance 

shared in [49]. 

D. Local vs. remote attack simulation results 

The nature of FPGAs provides malicious agents 

opportunities to remotely configure or reconfigure a portion of 

the fabric with a trojan IP that serves as a telemetry agent, 

monitoring the IC power grid voltage fluctuations in its vicinity. 

The path between the power grid and the physical onboard 

attack point is characterized by the package’s physical 

dimensions and the substrate stack-up. These physical 

characteristics present a loop inductance between the Si power 

grid and the onboard measurement location. In addition, the 

package substrate stack-up composition, such as the number of 

CU layers and the CU layer thicknesses, defines the path 

resistance. The impedance parameters of various package sizes 

and stack-up compositions were extracted, and each of them 

was characterized by loop inductance and path resistance. For 

the same resistance packages (Rpath = 0.5 mΩ), a remotely 

carried attack requires only 25 traces to discover the secret 

encryption key, whereas 36, 46, 38, 45, and 82 traces are 

required for loop inductances Lloop of 0.5 nH, 1.0 nH, 1.5 nH, 

2.0 nH, and 2.5 nH, respectively. However, the package 

resistance has little effect on the MTD, as shown in Fig. 10. 

The experiment carried out reveals that at constant loop 

inductance, package resistance does not impact the MTD, but 

the MTD increases with the inductance (irrespective of 

resistance), as shown in Fig. 11. Hence, with larger packages 

(higher loop inductance), it takes more captures to uncover the 

secret key, as evidenced by the surface tilted upward on the 

inductance axis. In summary, the extra PDN impedance 

between the IC power grid and the external local attack 

measurement point acts as a countermeasure against local 

power SCA. Thus, remote attacks are more effective than local 

attacks, assuming that the attacker can maximize the trojan IP 

telemetry accuracy. 

Fig. 8: Distributed PDN modeling of local and remote side 

channel attack 

TABLE IV 
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Cmin Rmin Cdie Rdie Rvert 
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E. Impact of PDN noise injection on the power side-channel 

attack success rate 

For power SCA experiments, the signal-to-noise ratio 

(SNR) is introduced as [50][51]: 

𝑆𝑁𝑅 =
𝜎𝑡𝑟𝑎𝑐𝑒

𝜎𝑛𝑜𝑖𝑠𝑒
17 

where 𝜎𝑡𝑟𝑎𝑐𝑒 and 𝜎𝑛𝑜𝑖𝑠𝑒  represent the standard deviation of the 

IC power consumption and the injected noise, respectively. 

Noise is injected into the system at the injection point shown 

in Fig. 9. In practical applications, voltage traces are a 

collection of signals from various IPs running concurrently with 

the victim IP. Hence, for real-life applications with multiple 

IPs, the traces from other IPs constitute the noise that provides 

SCA countermeasures. 

To quantify the impact of a noise source on SCA success, a 

Gaussian noise source is injected into the extracted model. 

Then, the simulation is run, and the measurements taken at the 

C4 bumps closest to the attacker trojan IP emulate a remote 

attack. A statistical analysis (CPA) is then performed to 

compute the correlation coefficients and the MTD for various 

SNR levels. Based on the results of the previous section, attacks 

carried out remotely are far more effective than local attacks; 

thus, it is predicted that with noise injected into the PDN 

network, a local attack will still require more traces to uncover 

the secret key. 

The MTD for the baseline without noise injection is 

computed and plotted for five SNR levels: 10, 5, 3, 2, and 1 

(Fig. 12). Note from the figure that the MTD increases 

gradually as we go from no noise to noise injection of SNR = 

10 and 5. Then, there is an exponential increase as the SNR 

decreases from 5 to 1. We could not mount a successful attack 

with 1,000 traces when the SNR is equal to 1. 

Fig. 13 summarizes the impact of the noise injection by plotting 

the maximum correlation coefficients, the experimental and 

theoretical correlation coefficient reduction ratio, and the MTD 

versus the noise relative magnitude (which is the inverse of the 

SNR). The plot also shows a linear interpolation of the MTD. 

The maximum correlation is attained for each trace where the 

estimated leak function correlates with the measurements, 

which is during the last round of encryption. The correlation 

coefficient reduction represents the ratio of the max correlation 

coefficients for the noise level over the baseline max coefficient 

a) b) c) 

d) e) f) 

Fig. 10: Impact of package inductance on local attack success. Constant resistance Rpath=0.5m: a)–Remote attack; Local attack 

with various package loop inductances: b)–Lloop=0.5n; c)–Lloop=1.0n; d) – Lloop=1.5n; e)–Lloop=2.0n; f)–Lloop=2.5n. 
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without noise injection. As expected, the max correlation 

coefficient decreases as the noise magnitude increases, as does 

the reduction ratio. A comparison between the theoretical 

reduction ratio for a system impedance with gain G=8, as 

defined in equation (10), shows a close match with the 

experimental results. Therefore, an empirical deduction is made 

that our system PDN network has a gain of G=8. Likewise, the 

MTD shows a similar trend, with a marked exponential increase 

above a relative noise magnitude of 0.3. In summary, the 

experimental results show that the presence of noise in the PDN 

is an effective countermeasure to power SCA. 

F. Impact of on-package decoupling capacitors on side 

channel attack success 

The OPD filters the 1st and 2nd droop signals seen at the die 

level. With OPDs modeled as shown in Fig. 14, simulations of 

the AES256 cryptosystem are run, and on-die and onboard 

waveforms are captured with OPD scenarios. Comparing the 

voltages with no OPD and with 20 OPDs, in Fig. 15, it is 

apparent that the OPDs significantly reduced the magnitude of 

the voltage measurement at the board level, from 14 mVpp to 

1.6 mVpp (8.75x). They have also impacted the magnitude of 

the on-die voltage, albeit with a lower ratio, reducing it from 2 

mVpp to 0.6 mVpp (3.33x). 

Simulations were run with multiple settings of OPDs to 

gauge their impact on the success rate or the probability of an 

attacker uncovering the secret key while mounting either a local 

attack (capturing traces onboard with physical presence at the 

scene) or a remote attack (capturing the voltage at the die level 

with a trojan IP). With no OPDs, 39 and 29 traces are required 

a) b) c) 

d) e) f) 

Fig. 12: MTD with and without PDN noise injection: a) – Baseline, no noise injection; b) – Noise injection: SNR=100; c) – 

Noise injection: SNR=25; d) – Noise injection: SNR=11.1; e) – Noise injection: SNR=4; f) – Noise injection: SNR=1. 
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to mount a successful local and remote attack, respectively. 

This is a reduction of 25.6% from local to remote attack 

scenarios (Fig. 16a, and Fig. 16b). With 5, 10, 15, 20, 30, and 

40 OPDs, the MTDs for a local attack are 38, 39, 42, 48, 49, 

and 49, respectively, as shown in Fig. 17. Although the locally 

measured waveforms in the presence of OPDs show a gain 

attenuation, it should be observed that there is little distortion 

present on those waveforms compared to the waveforms 

without OPDs. This explains the CPA results that show only a 

small increase in the MTD: 39 to 48. The gain attenuation is a 

linear transformation that has no impact on the correlation 

coefficients. This is rooted in the principle of Pearson 

correlations, which constitute the basis for CPA [52][9]. When 

the estimated power accurately models the measured power, a 

deviation in the magnitude of the measured power, in the same 

direction as the no-OPD scenario, will lead to similar 

correlation coefficients as the no-OPD case. However, for 

remote attacks, the MTD remains constant at 29-30, regardless 

of the number of OPDs. 

A summary of the impact of the OPDs on the MTD is 

presented in Fig. 18. The local attack MTD increases from 39 

to 49 (or ~25%) from no OPD to 40 OPDs but remains constant 

for remote attacks. 

G. Summary of PDN countermeasures experimental findings 

For the practical system considered herein, the design space 

is defined by the acceptable values of the design parameters that 

can be practically implemented to keep the product viable and 

realistic. The range of realistic values for the number of OPDs 

is 0 to 40, and the max implementable package size yielded a 

loop inductance of 2.5 nH and path resistance of 1.5 mΩ after 

extraction with broadband spice. Additionally, the maximum 

magnitude of the noise that can be injected into the design is set 

to be equal to the signal magnitude, hence a relative noise 

magnitude of 1. Therefore, the design space is defined as the 

trivariate (relative noise magnitude, number of OPDs, package 

impedance): 

Fig. 15: Simulated waveforms of AES256 engine. Left: No OPD; trace measured at the die (green) and at the board (blue), 

vs. AES256 engine current (red). Right: 20 OPDs, trace measured at the die (green) and at the board (blue), vs. AES256 

engine current (red). 

a)                                                                                b) 

Fig. 16: Correlation coefficients vs. number of traces: MTD with no OPD for local attack (a) and remote attack (b). 
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The normalized MTD versus each of the design space 

variables is plotted in Fig. 19. The MTD is normalized to the 

following minimum value for each parameter: no noise 

injection (noise magnitude), no OPD (number of OPDs), and 

0.5 nH, 0.5 mΩ (impedance). The Y-axis shows the relative 

increase in MTDs, and the X-axis shows increasing design 

parameter values. It can be observed that in the range of 

practical values, OPDs and larger packages provide only 1.3x 

and 2.3x increases in the MTD. However, the noise injection in 

the PDN yields a 37x increase in the MTD. In summary, one 

should not rely on increasing the number of OPDs or the 

distance between locally measured power and die location 

afforded by a larger package size as efficient power SCA 

countermeasures. Noise injection is by far the best 

countermeasure mechanism. 

VI. CONCLUSION 

This paper analyzed the impact of IVR, noise injection, 

OPDs, and circuit impedance on the ability of a cryptographic 

system PDN to reduce the amount of leaked identifiable 

information in a remote side channel attack scheme. The prior 

art narrowly focused on IVR and noise injection to local attacks 

with a physical presence, whereas this study shows that remote 

attacks with traces captured at the IC power grid are 

significantly less impacted by IVR and OPD. The proximity 

and low impedance of the remote trojan IP to the victim are 

great security vulnerabilities, as it is shown that it requires 

fewer traces to uncover the secret key than a locally carried 

attack that captures the traces farther away on the system board. 

However, it was demonstrated that noise injection constitutes 

an effective countermeasure to remote SCA as it increases the 

MTD by 37x, compared to 1.3x for OPDs increase. 

Additionally, a local attack requires 2.3x fewer traces to 

discover the secret key than a remote attack. Considering circuit 

a) b) c) 

d) e) f) 

Fig. 17: Correlation vs. number traces for various OPD settings: a) – 5 OPD; b) – 10 OPDs; c) 15 OPDs; d) 20 OPDs; e) - 30 

OPDs; f) - 40 OPDs. 
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loop impedance as a factor for remote vs. local attack analysis, 

which is a novel art, circuit impedance alterations, including 

IVR, are not effective at reducing the correlation between the 

measured traces and the encryption key. 
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