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represent a growth pressure on the housing supply due to job location. Furthermore, from 

the results presented in this study, factors such as venture capital, industrial incentives, 

amenities, and transportation accessibility were found to have very low or negligible 

association with the growth rate of high-technology firms. Other location factors, such as 

taxes, were negatively related. 

The research findings of this study tended not to support the product cycle model. 

On the basis of these findings, the present research suggests caution in using the product 

cycle model for interpreting and explaining the development of high-technology complexes. 

This study concludes that there may be a need to incorporate market, time. and place

oriented concept to future study that will contribute more to the understanding of high

technology development so that communities seeking to attract high-technology firms can 

understand the stages of a company's growth, the products it makes, the type of work force 

it employs, and the attributes of the area. 



CHAPTER I 

INTRODUCTION 

THE GENERAL SCOPE OF THE PROBLEM 

The theme of high-technology economic base and regional development has been 

receiving increasing attention from policy makers in recent years. This partly reflects the 

reappraisal of emerging structural changes which have been stimulated by the negative 

effects of the economic recessions of the past decade (Bergman and Goldstein, 1983). It 

also reflects the rapid growth and expansion of high-technology firms in centers like the 

well-publicized Silicon Valley in California, Route 128 in Massachusetts, and the Research 

Triangle in North Carolina. 

Promoting a high-technology economic base thus has been widely adopted as a 

regional development policy for the '80s (Mier, 1983; "America Rushes to High Tech," 

1983). State and local government leaders are attracted to high-technology initiatives 

because they believe it promises new jobs, clean industry, and rapid economic growth. 

Some also believe that high-technology firms can provide a new era of growth in distressed 

regions. 

State and local governments have initiated a variety of programs to promote the 

development of high-technology firms (Office of Technology Assessment, 1984; National 

Governors' Association, 1983; Joint Economic Committee, 1982; Dorfman, 1983; Brennan, 

1981). Some of these programs are based on strategies to attract relocating or expanding 
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high-technology firms, while others try to encourage new business start-ups through local 

innovation and business developments. Little consideration, however, has been given to the 

feasibility of this policy as it relates to the. plant and job creation potential of high-

, technology firms and their locational characteristics. 

The objective of this research is to examine and analyze attributes of the regional 

economy that contribute to the start-up, closure, expansion, contraction, and net change of 

high-technology activity. It is hypothesized that the forces determining the birth rates of 

new firms are different from forces determining whether existing firms expand, contract, or 

close. This research utilizes the product life cycle theory and locational attributes of areas 

to identify characteristics associated with growth patterns of high-technology firms. 

This study postulates that from 1976 to 1984 the formation, expansion, contraction, 

closures, and net changes in the number of high-technology firms in 100 large U.S. 

metropolitan areas were related to some or all of the following variables: high-technology 

employment as a percent of total metropolitan employment, total employment, the number 

of venture capital firms, research and development expenditure as a percentage of sales, 

housing costs, tax effort (ratio of per capita taxes to per capita income), state corporate tax 

rates, average manufacturing wage rate, amount of industrial incentives, air transportation 

access, climate, effective property tax rates, and presence or absence of a unitary tax. It 

is further hypothesized that these relationships have not remained stable through time 

because these processes are subject to different forces such as competition and economic 

conditions. 

A descriptive analysis of the geographic variations in dependent variables, and tests 

of significance to determine if there are differences in values among U.S. census regions, 

were done. 
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Multiple regression analyses were used to test relationships between variables. The 

dependent variables are birth rates, closure rates, expansion rates, contraction rates, and net 

change rates of high-technology firms in the 100 U.S. metropolitan areas for the time 

period of 1976 to 1984. High-technology-based firms were defined and selected similar to 

a procedure used by Riche, Hecker, and Bergan (1983). The independent variables consist 

of business-related costs, governmental activities, and several metropolitan characteristics 

thought to be related to the growth or decline of high-technology activities. 

Data for the change in high-technology firms-formation, expansion, contraction, 

closure, and net change-were obtained from the U.S. Establishment Longitudinal Microdata 

(USELM) files developed for the Small Business Administration by the Brookings 

Institution. The USELM files are condensed from U.S. Enterprise and Establishment 

Microdata (USEEM), also developed for the Small Business Administration. The USEEM 

files contain such information as the number of employed, location, age, organizational 

status, and firm ownership (e.g., independent vs. affiliated) on individual business 

establishments from 1976 to 1984. The USELM file contains observations on a sample of 

roughly half of the establishments represented in the USEEM file. Data in both the 

USEEM and USELM are derived from Dun & Bradstreet's Market Identifiers files and 

have been edited and supplemented with data from other sources (Boden and Phillips, 

1985). The condensed and weighted data (USELM) contain information on measurable 

growth and such characteristics as the location of the establishment's owner, organizational 

status (independent vs. affiliated establishment), SIC (four-digit), establishment employment 

size, number of employees or size grouping, and reporting year. The USELM data are 

appropriate for this study since they enable longitudinal comparisons of establishment 
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geographical distribution and changes over time. The further advantage of the USELM 

data file is that it is ordered by four-digit SIC codes. 

ORGANIZATION OF THE STUDY 

The following chapters are organized as follows. Chapter II presents a brief 

discussion of the debate over which factors contribute to regional economic growth and 

decline, and discusses past studies of high-technology firms' locations. The chapter also 

reviews how other researchers have defined high-technology firms, and presents the major 

hypotheses regarding the factors which influence growth rates of high-technology firms. 

Chapter III presents the methodology used for the analyses in this study. Included 

in this chapter are the hypotheses applicable to this research and a description of the data 

sources used for testing the hypotheses. 

Chapter IV presents a descriptive analysis of regional growth rates of high

technology firms. Included in this chapter are discussions about geographic variations in 

dependent variables and differences in value among regions, and also interpretation of the 

lists of top 10 and bottom 10 metro areas for each dependent variable. 

Chapter V presents the results and analysis of the research findings. The chapter 

also discusses problems of misspecification and limitations of data and analytic implications. 

Chapter VI presents the summary and conclusions. 



CHAPTER II 

REVIEW OF THE LITERATURE 

Before developing a model of birth, expansion, closure, contracture, and net change 

rates of high-technology firms growth process, a brief overview of factors influencing 

location and the literature related to high-technology firms are reviewed. 

PREVIOUS STUDIES OF ECONOMIC FACTORS 

INFLUENCING LOCATION 

In the late 1970s and early 1980s, state and local government officials placed greater 

emphasis on development programs to attract industry and accelerate economic growth. 

These efforts centered, in part, around economic inducements in the form of special 

incentives, such as revenue bond financing, low interest loans, and lower taxes, which were 

thought to influence industrial location decisions (e.g., Gray an~ Spina, 1980, Industrial 

Development Research Council, 1976). 

Systematic analysis dealing with the combination of economic and non-economic 

factors influencing the location decisions of industries has produced unclear results. Recent 

attempts to construct indices of a business climate in attracting industry have compounded 

. the problem (Fantus Company, 1975; Minnesota Tax Commission, 1978; Alexander Grant 

and Company, 1981). While the indices attempt to consolidate the factors bearing on plant 

location, composite business climate scores create interpretational problems and do not 

indicate what course of action should be taken by any local jurisdiction to enhance its 
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locational appeal when it comes to a specific industry. 

Previous studies (Due, 1961; Fuchs, 1962; Thompson and Mattila, 1958; Williams, 

1967) have found that state and local taxation have little effect on industry location. 

Further studies have reached a similar conclusion about the effectiveness of other forms of 

state and locally provided inducements to business firms (Morgan and Brownlee, 1974; 

Mulkey and Dillman, 1976; Harrison and Kanter, 1978; Stafford, 1979; Smith, 1981). In 

effect, public inducements are not major variables affecting industry location because they 

cannot outweigh regional transportation and other cost differentials. Despite this evidence, 

plant location consultants working directly with companies searching for new sites have 

suggested that the availability of grants, subsidies, and inducements from states and foreign 

countries will become a major locational criterion in the 1980s (Ady, 1981). 

Other researchers have suggested that high personal taxes in certain areas may 

repress the growth of high-technology firms because of difficulties in attracting highly-skilled 

professionals (Ecker & Syron, 1979). This view is further supported by a 1982 report 

finding that the tax climate is the third most important of 12 factors influencing regional 

choices ~f locations for high-technology companies, and within regions the second most 

important factor (Joint Economic Committee, 1982). 

In sharp contrast to the negative finding of the previous studies on taxes and other 

policy incentives, studies on regional growth and decline in the United States have 

emphasized the shifts in resources or in other exogenous sources of product demand 

(Perloff et aI., 1960; North, 1955). It has also been suggested that in manufacturing 

employment, the divergence of population and employment growth by regions implies that 

important structural changes were occurring in addition to aggregated growth (Wheaton, 

1979). Taking a somewhat different approach, Borts (1960), Kuznets (1964), Muth (1971), 
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Greenwood (1975), and Steinnes (1978) have emphasized the role that labor plays in 

economic development. This suggests that perhaps the most significant resources of a 

region are its work force and existing industrial structure. Other writers such as Chinitz 

(1961), Berry (1967), and Parr (1973) have advanced the notion that the presence of 

complementary industries and urban scale are important determinants for growth. It is 

suggested in several other studies that the diverse labor pools, scales of services, and 

industrial linkages found in large cities are the most important resources necessary for 

growth (Alonso, 1971; Richardson, 1972; Mera, 1973). 

Researchers have also looked at specific industries and concluded that there are 

other factors which substantially alter the earlier views about the role of natural resources. 

For instance, Schnee (1978) has suggested that federal government policies and funding of 

research and development in electronics, computer, and aerospace industries have provided 

greater growth in these industries than would have been the case without federal defense 

and space programs (i.e., federal funding of research and development is central to the 

creation and maintenance of regional pools of technical labor). This advantage over time 

(coupled with the existing agglomeration of similar industries) can be critical to economic 

growth of regions (Clark, 1972; Freeman, 1974). 

WHAT IS HIGH TECHNOLOGY? 

To date, there is no widely accepted definition of high technology firms. Virtually 

all sectors of the economy contain some degree of high-technology activity. To some state 

and local government officials, high-technology firms simply mean electronics industries 

which have high employment growth potential. Others have based their defmition of high

technology firms on the relative intensity of research and development (R&D) activity, 
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rates of innovation or research expenditures, the relative employment, or a combination of 

these factors (Riche, Hecker, and Burgan, 1983; Armington, Harris, and OdIe, 1983; 

Glasmeier, Markusen, and Hall, 1983). 

For example, Riche, Hecker, and Burgan (1983) identified three groupings of high-

technology industries. The first group includes industries where scientific and technical 

workers as a proportion of total employment was at least 1.5 times the average for all 

industries. They defined scientific and technical workers as engineers, life and physical 

scientists, mathematical scientists, engineering and science technicians, and computer 

specialists. This wide-ranging group contained 48 industries, of which not all would be 

commonly thought of as high technology. 

Group II, the most narrowly defined group, included industries with a ratio of R&D 

expenditures to net sales at least twice the average for all industries. In this group, only 

the following six industries met the criterion: drugs, office equipment and computers, 

communication equipment, electronic components and accessories, aircraft and parts, and 

guided missiles and space vehicles. 

Group III, the next broadest group, was defined to include: 

Manufacturing industries with a proportion of technology-oriented workers 
equal to or greater than the average for all manufacturing industries, and a 
ratio of R&D expenditures to sales close to or above the average for all 
industries. Two non-manufacturing industries are also included (Riche, Hecker, 
and Burgan, 1983, p. 52). 

This group included only 28 industries, excluding such mature manufacturing industries as 

motor vehicles and certain machinery industries. 

Although high-technology industries accounted for a relatively small proportion of 

all new jobs created nationwide during the 1972-1982 period, employment in high-

technology industries increased faster than average industry growth (Riche, Hecker, and 
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Burgan. 1983). The narrowly defined (Group II) of six high-technology industries showed 

job growth of 39.6 percent between 1972 and 1982, compared to 20.1 percent for all wage 

and salary workers (see Table 1). Group III employment accounted for 27.3 percent 

increase, while growth for Group I was 23.6 percent. The BLS projected that employment 

in these groups will grow between 34 and 38 percent from 1980 to 1995, while employment 

in all industries will grow between 25 and 32 percent (Riche, Hecker, and Burgan, 1983). 

Another definition of high-technology encompassed the notion of innovation in 

products and processes performed by scientific and technical personnel. Armington, Harris, 

and OdIe (1983) defined high-technology as those industries with more than 8 percent of 

its employees in scientific, engineering, and technical occupations, and at least 5 percent of 

industry employment in the more narrow class of scientific and engineering occupations. 

They identified 29 of the 158 three-digit Standard Industrial Classifications (SICs) in 

manufacturing and business services as high-technology sectors. These were further broken 

out into 88 four-digit SICs. 

Other researchers used the industry-occupation matrix from the 1980 Occupational 

Employment Survey and defined high-technology as those industries with more than 8 

percent of their employees in scientific, engineering, and technical occupations, and with 

at least 5 percent in the more narrow class of scientific and engineering occupations 

(Green, Harrington, Vinson, 1983). These cut-off points were determined by the average 

proportion of high-technology jobs in durable goods manufacturing, which of the major 

industrial groups in the economy employs the largest number and highest proportion of 

technical workers. 

Another definition of high technology used input-output analysis and both direct and 

indirect R&D expenditures to develop an index ranking on the basis of technology intensity 
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TABLE I 

EMPLOYMENT IN THREE GROUPS OF HIGH-TECHNOLOGY 
INDUSTRIES, 1972, 1980, 1982 

. EmRlo~ment (in thousands) Percent Chan~ 
1972 1980 1982 1972-80 1972-82 

All wage and salary workers 76.547.0 92.611.2 91,950.1 21.0 20.1 

Group I 9,989.7 12,550.1 12,349.6 25.6 23.6 

% of total employment 13.1 13.6 13.4 

Group II 1.819.4 2,486.9 2,543.0 36.7 39.6 

% of total employment 2.4 2.7 2.8 

Group III 4.468.9 5,694.8 5,691.1 27.4 27.3 

% of total employment 5.8 6.2 6.2 

Source: Riche, Hecker, and Burgan, 1983, p. 53. 
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(Davis, 1982). Another included industries possessing above-average levels of scientific 

andengineering skills and capabilities, compared to the other industries, and currently 

experiencing the accelerating technological growth associated with the germination and 

evolution stages along with their respective S-curves (Lawson, 1982). 

A report of the Congressional Joint Economic Committee (1982) pointed out that: 

High-technology industries consist of heterogeneous collections of firms that 
share several attributes. First, the firms are labor-intensive rather than capital
intensive in their production process, employing a higher percentage of 
technicians, engineers, and scientists than other manufacturing companies. 
Second, the industries are science-based in that they thrive on the application 
of advances in science to the marketplace in the form of new products and 
production methods. Third, R&D inputs are much more important to the 
continued successful operation of high-technology firms than is the case for 
other manufacturing industries (p. 4). 

The report went on to say that although analysts have reached no· general agreement on 

a definition of high technology, they have generally agreed that the following SICs 

qualified: 28, 35, 36, 37, and 38 (Joint Economic Committee, 1982). 

To most researchers, high-technology production in general refers to "firms with a 

relatively large amount of scientific or engineering input to their work, and it encompasses 

firms that use highly specialized production processes which are not widely diffused" 

(Hekman, 1980a, p. 35). Weiss (1983) carries this further by suggesting that: 

A high technology industry (which mayor may not have a U.S. Department of 
Commerce Standard Industrial Classification) is defined as an above-average 
percentage of its labor force engaged in engineering, scientific, professional, and 
technical work (p. 52). 

Similarly, Malecki (1984) emphasizes that: 

High technology is best defined as non-routine economic activities directed 
toward developing new products and processes, and toward small-volume 
production of innovative products and services. High technology relies most 
heavily on the availability of professional personnel and the diverse cultural, 
educational, and labor market attributes that attract the personnel (p. 262). 
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Smith and Borowski (1985) also defined high-technology to mean manufacturing 

industries that share the characteristics of scientific activity and technological innovation. 

Similarly, Giese and Testa (1987) used occupational criterion to define high-technology as 

those industries employing high proportions of scientific, engineering, and technical 

personnel. 

These definitions suggest that the existence of R&D within a region and the 

availability of skilled manpower tend to attract activities related to high technology. They 

also suggest that high-technology firms should be looked at in terms of their product type, 

client characteristics, and production process. These definitions essentially provide a 

starting point for discussing why high-technology firms are important, and why certain 

regions are attractive to these firms. 

In this research, high-technology firms will be defined similarly to the BLS's group 

III. This group includes the 28 three-digit industries listed in Table IT and excludes such 

mature industries as motor vehicles. This definition was chosen because (a) it has a logical 

consistency in measurement and application; and (b) it corresponds closely to two other 

definitions used to investigate the structure and regional distribution of high-technology 

firms (one used by the Brookings Institution in conjunction with a Dun & Bradstreet data 

base, and the other used by the researchers at the University of California at Berkeley in 

conjunction with data from the Bureau of the Census). 

Although the definition in this research attempts to capture aspects of the 

technological innovation process, high-technology industries are far from homogeneous and 

are made up of different kinds of jobs and products at different times and places. These 

industries are at different evolutionary stages, and the determinants of their Iocational 

characteristics are the subject of the next section. 



SIC 

281 
282 
283 
284 

285 
286 
287 
289 

291 
348 
351 
355 

357 
361 
362 
365 

366 
367 
369 
372 

376 
381 
383 
384 

386 
737 
7391 

TABLE II 

HIGH TECHNOLOGY INDUSTRIES 

Industries 

Industrial inorganic chemicals 
Plastic materials and synthetics 
Drugs 
Soaps, cleaners, and toilet preparations 

Paints and allied products 
Industrial organic chemicals 
Agricultural chemical products 
Miscellaneous chemical products 

Petroleum refining 
Ordnance and accessories 
Engines and turbines 
Special industry machinery except metalworking 

Office, computing, and accounting machines 
Electric transmission and distribution equipment 
Electrical industrial apparatus 
Radio and TV receiving equipment 

Communication equipment 
Electronic components and accessories 
Miscellaneous electrical machinery 
Aircraft and parts 

Guided missiles and space vehicles 
Engineering, laboratory, scientific, and research instruments 
Optical instruments and lenses 
Surgical, medical, and dental instruments 

Photographic equipment and supplies 
Computer and data processing services 
Research and development laboratories 

Source: Riche, Hecker, and Burgan, 1983, p. 52. 
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HIGH-TECHNOLOGY LOCATIONAL CHARACTERISTICS 

The process of high-technology ftrms' formation and growth is generally related to 

Thompson's (1965) and Pred's (1977) views about urban growth and development. They 

consider the creation of new firms to be the major force in urban growth. Early studies 

on the formation of new technology-based firms have been largely in the context of 

technical research-oriented companies which literally spin off from large complexes of 

government laboratories, federal defense and space programs, and local technical-oriented 

universities (Shapero, Howell, and Tombaugh, 1964; Deutermann, 1966; Roberts, 1970; 

Cooper, 1971; Schnee, 1978). Deutermann (1966) suggests that there are three basic 

requirements for starting a science-based company, namely: 

An engineer or scientist with an idea for a better mousetrap. Second, the man 
with the idea must want to start his own firm. Third, the community where he 
is employed must show receptiveness to new ideas by tangible support of 
fledgling R&D companies (p. 3). 

Other researchers suggest that federal R&D facilities are not major sources of start-

ups (Shapero, 1971; Cooper, 1971). Schnee (1978) suggests, however, that federal funding 

of R&D in the electronics, computer, and aerospace industries has provided greater growth 

in these industries than would have been the case without federal defense and space 

programs. 

Shapero (1972) suggests that favorable local conditions are more influential than are 

university incubators to start-ups of high-technology firms. Nonetheless, Browne, 

Mieszkowski, and Syron (1980) note that: 

High technology firms employing many professional and technical workers may 
rate highly the proximity of a major university complex. Not only will it 
provide a local source of professional workers, but also the intellectual stimulus 
and the recreational opportunities usually associated with universities (p. 12). 
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The start-up rate and location of high-technology-based firms can be attributed to 

other sets of local characteristics. It has been suggested that the location of science-based 

firms could be related to (a) the presence of potential entrepreneurs; (b) the availability 

of professional manpower; (c) the proximity to demand for products and services and 

government demand in particular; (d) ease of communication; (e) venture capital; and (1) 

community attitudes and amenities (Schimshoni, 1971). Others studying the growth and 

formation of high-technology industries put heavy emphasis on indicators such as: (a) the 

pool of potential entrepreneurs; (b) the relative costs of doing business; (c) the level of 

activity in that industrial sector; (d) regional economic conditions; (e) the quality of the 

labor force; and (f) the general attractiveness of the city (Armington, Harris, and OdIe, 

1983). 

The technical labor force in a particular locale is perhaps the most critical condition 

of high-technology start-ups. For instance, studies describing the factors important to high

technology firms in both the Route 128 area near Boston and the Silicon Valley in 

California argue that these complexes owe much to the stimulation of local technically

oriented universities, a particular person, or firm (Deutermann, 1966; Roberts, 1970; 

Cooper, 1970; Brennan, 1981; Dorfman, 1983). Freeman (1974) suggests, however, that 

innovative potential can exist within an enterprise if it possesses certain characteristics 

combined with a strong R&D department that has connections with the wider research 

community. It is also suggested that the firm is more likely to innovate if it recruits and 

trains well-educated personnel who are encouraged to push technology forward in the 

organization (Langrish et aI., 1972; Freeman, 1986). This trend, over time, leads to the 

comparative advantage of certain regions as R&D activities and high-technology labor 

mutually attract each other (Clark, 1972; Nelson and Norman, 1977). Clark (1972), Oakey 
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(1985), and Hall and Markusen (1986), for example, suggest that the pool of scientific 

manpower and infrastructure in certain areas tends to attract others and finally will produce 

agglomerations of R&D very similar to the notions of agglomeration economies in 

manufacturing. Nelson and Norman (1977) similarly assert that the availability of well

educated manpower tends to attract activities related to products and firms in the early 

stages of their respective life cycles. 

Recent literature on high-technology firms postulates a more specific link between 

their birth and expansion, and such variables as the availability of skilled and scientific

oriented workers. Hekman (1980a) argues that high-technology firms are footloose because 

they are not tied down to the location of natural resources or energy supplies, and because 

transportation costs are not a major share of production costs. He further suggests that the 

most important locational determinants are the need for high skills and scientific workers. 

Along similar lines, Browning (1980) suggests that the availability of skilled technical and 

professional workers needed in the non-routine activities is the greatest single locational 

factor for new products and high technology. Malecki (1984) argues that two patterns are 

evident in the location of non-routine high-technology activity, namely, "continued 

agglomeration in established urban centers of high technology, and dispersal to some new, 

smaller cities that have a set of attractive amenities" (p. 262). Although evidence points 

to the growth of high-technology firms throughout the country, data from the BLS indicate 

that most high-technology employment remains in the largest metropolitan areas (Office of 

Technology Assessment, 1984). 

Malecki (1980, 1981) says that agglomeration in R&D results from the preferences 

of technical personnel for large-city locations and pieasant environmental conditions as well 

as the attraction of existing R&D pools for corporate research activities. This supports 
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Pred's (1977) and Thompson's (1965) notions of agglomeration processes as the dynamic 

mechanisms involved in urban and regional growth. Pred (1977) maintains that innovation, 

scientific capability, and new firm formation are essential parts of a healthy region. Thomas 

(1986) carries this further by suggesting that: 

Innovations may provide a competitive edge and increased growth prospects for 
innovative firms and industries. In addition, the presence of innovative 
industries or their component firms or establishments in a region enhances both 
the competitive position and economic growth prospects of the region (p. 131). 

Along similar lines, Carlton (1979) finds that the creation of new firms is highly 

dependent on the industry size, or what he calls "agglomeration economies." In this case, 

the size of the industry can be viewed as the aggregate pool of potential entrepreneurs. 

Shapero (1975) similarly suggests that the greater the pool of potential entrepreneurs or 

the aggregate set of "incubator organizations," the greater the number of business start-

ups. In other words, certain regions appear to offer a promising environment for new 

technology-based firms because the locational concentration of resources enhances firm 

productivity by creating external economies of scale similar to those in larger corporations. 

As Dorfman (1983) notes, agglomeration of new firms not only retains and attracts skilled 

professionals in the region, it strengthens and diversifies the technological infrastructure, 

promotes informal communication, and draws venture capital to the region by creating 

opportunities for profitable investment. Moreover, agglomeration places entrepreneurs at 

the center of competition for new markets, thereby encouraging entrepreneurial activity by 

providing local role models and a supportive atmosphere. 

Research by Hekman (1980a) on the computer industry in New England suggests 

that computer firms have kept their R&D and administrative activities in places like 

California, Massachusetts, Minnesota, and New Jersey, but have moved their production 
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facilities to the Southern states and foreign locations to take advantage of lower labor costs. 

In another study, Hekman (1980b) looked at the medical instruments industry, and asserts 

that since most of the production in that industry cannot be standardized in large plants, 

manufacturing takes place near medical research centers such as Boston and Chicago, where 

the industry's R&D is also conce"ntrated. 

A more recent study by Rees and Stafford (1986) named the following variables as 

key locational factors of high technology firms: (a) skilled labor; (b) academic institutions; 

(c) quality of life and amenities; (d) market and transportation; (e) taxes; and (f) financial 

capital. Similarly, Malecki (1986) reviewed the development of high-technology complexes 

in four U.S. regions: Boston, Silicon Valley, Research Triangle, and Austin. He identified 

the following factors as important for high-technology locations: (a) skilled labor; (b) 

research universities; (c) urban size; (d) quality of life; (e) venture capital; and (f) the 

quality of local infrastructure. Armington (1986) examined the regional patterns of change 

in the formation of high-technology businesses. Her empirical research of metropolitan 

growth rates in high-technology business formation found population growth rate, city size, 

and technical occupation share of the labor force to be positively associated with growth 

rates, while energy costs, local tax rates, and wage rates were negatively associated. 

Armington (1986) also found no measurable association of high-tech formation with the 

share of local employment in high-tech industries, and suggests that, "perhaps it is too 

highly correlated with the technical occupation share to measure separately, or it may only 

be detectable with less aggregated industrial groupings" (p. 85). 

In another empirical study, Glasmeier, Hall, and Markusen (1983) focus on regional 

differences in the location of high-tech industries. In their study, the following variables 

were included: (a) air pollution; (b) airport access; (c) art index; (d) black population; (e) 



19 

climate index; (1) defense spending per capita; (g) educational options index; (h) educational 

spending; (i) Fortune 500 headquarters; (j) freeway density; (k) house sales price; (1) labor 

force; (m) major university; (n) Spanish population; (0) unemployment rate; (p) percent of 

unionized state labor force; (q) industrial utility rates; (r) percent voted Republican; and 

(s) average manufacturing wage. Their analyses of the distribution of high-tech industries 

at the metropolitan level, however, found positive association with only percent black 

population and per capita defense spending. This result on defense spending corroborates 

the findings of Markusen (1986) who argues that the patterns of defense spending and 

the development of high-technology industry is a function of land, labor, and military bases. 

Other researchers have also suggested a similar list of factors as important for high

technology firms location. For example, Oakey and Rothwell (1986) stressed the 

importance of venture capital in the San Francisco Bay Area of California in facilitating the 

rapid investment capital for fast-growing firms. Feldman (1985), and Rees and Stafford 

(1986) suggest that air travel for transportation of employees and high value products are 

important factor. Glasmeier, Hall, and Markusen (1983) found that airports were significant 

contributors in explaining high-technology locational changes. 

Although all these factors are mentioned in the literature as very important in the 

locational characteristics of high-technology firms, some studies suggest otherwise. For 

instance, Stafford (1979) and Schmenner (1982) suggest that amenities are important to 

highly skilled workers in high-technology firms. Amenities are, however, difficult to measure 

or evaluate; in most cases, a proxy for amenities is used. For instance, Glasmeier, Hall, 

and Markusen (1983) used the arts index and found it not to be a significant factor for 

high-technology firms. Armington (1986) indicated that "demand for most high-tech 

products is national, rather than regional, and most have such high value to weight ratios 
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that transportation costs are insignificant" (p. 83). She also argues that "there are local 

differences in the availability of venture capital, but most expansions of existing high-tech 

businesses, and formation of new high-tech establishments, do not rely on venture capital, 

but on internal financing or borrowing through regular channels" (Armington, 1986, p. 83). 

In general, these studies suggest that the locational pattern of high-technology 

activity is consistent with a regional development life cycle. That is, high-technology firms 

exhibit a pattern in which the highly skilled professional functions remain concentrated in 

regions where the resource base is characterized by a pool of technical labor and other 

factors combined with agglomeration economies, while standardized tasks are found at low

wage locations. 

THE RELEVANT THEORETICAL FRAMEWORK 

The treatment of high-technology development as outlined in this research revolves 

around the theory of the product life cycle. The product life cycle model relates to the 

classical industrial location theories (Losch, 1954; Isard, 1956; Weber, 1929), which 

emphasize demand, supply, and cost factors. The model can also be associated with 

hierarchical diffusion or filtering down of innovations from urban cores to peripheral areas 

(Berry, 1972). 

The notion that regional growth initially occurs around one or more regional centers 

can be traced to the work of a French economist, Francois Perroux (1950). Perroux 

introduced the concept of growth poles in 1955; however, his concept had no explicit 

geographic basis (Darwent, 1969). The attempt to introduce space in the growth pole 

theory was later done by Myrdal (1957) and Hirschman (1958). Locational forces suggest 

that external economies exist (specifically, agglomeration economies), and that the space-
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time clustering of innovations is embodied in the process of production. Growth poles are 

described as foci which emanate centrifugal forces and attract centripetal forces. The 

polarization of growth, in this case, through technological linkages, accelerates local growth 

by enhancing the potential for invention and innovation (Pred, 1975). The theory also 

suggests that in the early stages of development, polarization effects are very strong. Over 

time, a natural counteraction induces an outward movement of factors of production 

(Hansen, 1973). Friedman (1972), in his center periphery model, argues that innovation 

diffusion from the core to the periphery is not only technical as suggested by the growth 

pole theories, but may also involve changes in society, culture, economy, or political 

organization. 

How does growth pole theory relate to high-technology firms? According to Rees 

and Stafford (1983): 

The growth pole theory recognizes the importance of propulsive high 
technology sectors in the urban growth process, and explains how such centers 
can perform as incubators or seedbeds for the birth of new companies (p. 97). 

Growth pole theory emphasizes the notion that industrial growth is an urban

dominated paradigm. Investment is concentrated in the major urban centers and filters 

down over time, spreading income and employment throughout the region. This is the line 

of argument in two historical studies published in the 1930s: Kuznets' (1930) and Bum's 

(1934). They conclude that industries appear to pass through a regular development cycle. 

Their findings are known as the "law of industrial growth"-a tendency for industries to 

follow a common pattern in their course of development. According to Alderfer and 

Michel (1957), industries "pass through a period of experimentation, a period of rapid 

growth, a period of diminished rate of growth, and a period of stability or decline" (p. 13). 

This process reflects the interplay between the scale of output and the rate of tech~ological 
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process with industries. This relationship between stages of development and innovation 

can be conceptualized as is shown in Figure 1. 

Alderfer and Michel (1957) emphasized that: 

As a result of the period of experimentation, both the product and the process 
have been materially improved as the industry enters its second phase of 
growth. The growth is further accelerated by reduction in the price of the 
product and by improvements in the marketing of it. One improvement leads 
to another and the price is further reduced. New markets are tapped, and 
demand swells, and the industry is in a position to manufacture on a large scale 
and to reduce price still further. More new devises are brought into play, 
better merchandising demands are established, export sales may be pushed, and 
the terms of installment selling may be made more attractive. Consequently, 
the second period is one of rapid progress and growth. The industry passes 
next to the third stage, diminished growth. The rate of technical process begins 
to slacken. . .. Usually only refinements of existing processes are affected. 
. .. During the third period, external forces may be at work counteracting the 
efforts of the industry to expand, and forcing it into the fourth period, that of 
stability or decline. Competing industries may be established in foreign 
countries, and competition from them not only reduces exports but frequently 
results in reduced domestic sales (p. 15). 

It is in this context that Vernon (1966) emphasized the spatial dimensions of an 

industry's development cycle. Although Vernon's broader thesis centers around 

technological progress and the changing importance of "external economies" in the context 

of international trade and location, his observations have been the subject of considerable 

regional-oriented research .. The work of Erickson (1972); Leheron (1972); Krumme and 

Hayter (1975); Thomas (1971, 1975, 1986); Rees (1979);· and Markusen, Hall, and 

Glasmeier (1986) are good examples. 

What does product cycle have to do with high-technology firms? Norton and Rees 

(1979) interpret the trends in the location of U.s. manufacturing in terms of such cycles 

and shifts from old to new industries. High-technology activities are characterized according 

to product cycle theory, and the attributes of the regional economy are examined with 

respect to the stages of the product cycle. 
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Figure 1. Curve of industrial growth. 
source: Alderfer and Michel, 1957, p. 14. 
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As Rees and Stafford (1983) point out: 

Product life cycle theories recognize that products, firms, and industries have 
different locational requirements at various stages of their technological 
development; while new development tends to take place in R&D-intensive 
locations like Boston or San Francisco, mass production techniques allow 
product development to take place in more peripheral low-cost areas like the 
Sunbelt or the Far East (p. 97). 
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This suggests that the progression from R&D to innovation to technical change and finally 

economic growth can be viewed as an evolutionary process. This view is parallel to 

Thompson's (1965, 1975, 1977) and Pred's (1977) broader thesis about urban growth and 

the locational evolution of industry. For a single industry or product, this process has been 

defined in terms of stages comprising initial product development, commercialization, and 

final obsolescence. Vernon (1966) defines this progression as the "product-cycle." 

The product cycle-model has a profit maximization and competition dimension. 

The model also has an explicit locational dimension, since each phase of the product cycle 

has a different locational requirement (Rees and Stafford, 1986). For instance, the major 

role of R&D processes and highly-trained technical personnel is apparent in the early 

stages of the product cycle. As the product becomes mature or standardized, the relative 

importance of highly-trained labor tends to decline. The heart of the model, therefore, is 

its treatment of the role of highly educated and skilled labor combined with locational 

factors that relate to the attributes of the area. 

The produce-cycle model has its critics. The viewpoint of several writers (Storper, 

1981; Sayer, 1983; Walker, 1985) discussing industrial restructuring is that the product-cycle 

model is "technological determinism." Structuralists argue that the location of economic 

activities is based on the ability of entrepreneurs to understand historic trends and associate 

their activities with macroeconomic fluctuations. 
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In general, the structuralist model does not differ much from the product-cycle 

model because both address the notion of competition and profit maximization. The 

exception is their interpretation of the roles of technology, capital, and labor. By and 

large, no one model or theory can adequately treat or account for variations in growth and 

decline of an industry in all areas. As Rees and Stafford (1986) indicate: 

There does not appear to be a need for any new theory of regional growth to 
explain the development of high-technology complexes. There may be a need 
to extend existing theory, particularly theories of growth poles and product 
cycles (p. 35). 

The product-cycle model, therefore, has some relevance for conceptualizing the 

processes for variations in high-technology firm activities. Although it has its critics, it is 

an important model and concept that can be used to understand and explain factors 

influencing changes in high-technology firms' locational behavior. For example, recent 

research by Markusen et al. (1986), Barkley (1988), and Smith and Barkley (1988) used the 

product-cycle model to show that high-technology industries are locating in small urban 

areas and geographically isolated rural communities. 

As discussed earlier, researchers such as Shimshoni (1971); Clark (1972); Nelson and 

Norman (1977); Malecki (1980a, 1981, 1986); Hekman (1980a); Browning (1980); Ioint 

Economic Committee (1982); Wolff (1982); Dorfman (1983); Armington, Harris, and OdIe 

(1983), Armington (1986), Glasmeier, Hall, and Markusen (1983), Rees and Stafford (1986), 

and Markusen (1986) have suggested that the list of locational factors includes variables 

such as availability of skilled technical workers, agglomeration in R&D activities, venture 

capital, taxes, amenities, and housing costs. 
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SUMMARY 

This chapter's review of several studies analyzing regional economic growth and the 

location of economic activities shows that models for regional development, especially the 

produce cycle model, provide a useful framework for analyzing growth of high-technology 

complexes. For example, Rees (1979) used the model to examine spread effects and 

changes in locational patterns of firms whose products are at different stages of maturity. 

He concluded that spatial evidence in the Dallas-Fort Worth area supported the model. 

Other writers (Erickson, 1976; Hansen, 1979; Cromley and Leinbach, 1981; Park and 

Wheeler, 1983) used the product cycle model to examine changes in employment at the 

state level. Their analyses showed that the availability of highly-skilled labor has helped to 

keep administrative activities in core areas, whereas modest wages and trainable labor force 

were the key factors in the location of production facilities in peripheral areas. 

Numerous other studies have found that labor often is the most important 

determining factor in the location of new plants. For example, Borts (1960), Greenwood 

(1975), Steinnes (1978), Stafford (1980), and Joint Economic Committee (1982) provided 

evidence that labor plays an important role in economic development. Browning (1980), 

Hekman (1980b)u, and Malecki (1984, 1986) found that labor costs and the availability of 

high-skilled technical personnel are important for high-technology-based firms. 

Industrial location models have traditionally emphasized the costs of transportation. 

While transportation is generally a factor of some Ioeational importance, for high-technology 

firms there is less emphasis on transportation costs because these firms are not tied down 

to the location of source materials, and their products are not characterized by large 

amounts of weight. The emphasis is on air travel for transportation of employees and high 
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value products (Feldman, 1985; Rees and Stafford, 1986). The empirical evidence 

(Glasmeier, Hall, and Markusen, 1983) found that airports were significant contributors in 

explaining high-technology Iocational changes. 

The issue of taxes and their effects on plant location is a widely debated one in the 

literature. However, empirical evidence from previous studies (Due, 1961; Stafford, 1980; 

Schmenner, 1982; Armington, Harris, and Odie, 1983) has concluded that taxes are minor 

locational determinants. How taxes influence high-technology firms' locational changes is 

unclear in view of the fact that taxes are used to pay for services which high-technology 

firms value. 

The effect of agglomeration advantages on high-technology firms' locational behavior 

is that over time, the existing agglomeration of similar industries can be critical to economic 

growth of regions (Clark, 1971; Freeman, 1974; Oakey, 1985). However, research by 

Carlton (1979), and Armington, Harris, and Odie (1983) indicates that there is no 

measurable association of high-tech growth with the level of activity in that industrial sector. 

The other attributes of areas outlined in the literature are quality of life, or 

amenities, and business incentive variables. Although the amenities factor is believed to be 

important to highly skilled workers in high-technology firms (Stafford, 1980; Schmenner, 

1982), it is difficult to measure or evaluate. Usually a proxy for amenities is used in the 

studies of growth of high-technology complexes. For example, Glasmeier, Hall, and 

Markusen (1983) used, among other variables, the arts index and found that a rich cultural 

environment is not a significant pull factor for high-technology plants. 

Another debated issue in the literature concerns the business climate, or incentive 

variables. Many types of incentives are offered to both new and expanding firms, and these 

vary across space. In addition, the role of R&D and venture capital in high-technology 
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firms' growth behavior is not very clear and has not been empirically tested. It is often 

assumed that venture capital is equally available in every location (Smith, 1981). A recent 

study (Leinbach and Amrhein, 1987) shows that the venture capital industry in the U.S. is 

not evenly distributed. 

In summary, the determinant variables and locational attributes of areas discussed 

in this chapter are critical to understanding the growth rates of high-technology firms. 

Since high-technology firms' locational patterns are described in the context of the product 

cycle model, each factor discussed in this chapter is expected to vary in its relationship to 

the growth rates of high-technology firms. Some of the variables in this chapter will be 

addressed further following discussion of the conceptual development of the methodology 

for this study. 



CHAPTER III 

METHODOLOGY 

As indicated in Chapter I, the purposes of this study are (a) to formulate and 

quantify certain changes in the locational distribution of high-technology firms, and (b) to 

examine selected processes (e.g., formation, expansion, contraction, and closure) that have 

produced these variations. The approach consists of an overview of general hypotheses, 

research design and model formulation, definitions of data sources and selected variables, 

and an analysis of data. 

A number of studies (Allman and Birch, 1975; James and Struyk, 1975; Carlton, 

1979; Hekman, 1980a; Glasmeier, Hall, and Markusen, 1983; Armington, Harris, and Odie, 

1983) provide support for the argument that economic and other forces influencing the 

birth of new firms will be different from those that influence their expansion, contraction, 

closure, and net change; and that these processes should be analyzed separately. These 

studies do not use the product-life cycle model as a conceptual framework; however, their 

results are consistent with the elements of that model. 

Previous studies suggest several lessons about modeling high-technology firms' 

location and growth patterns. First, one must carefully define high-technology firms. 

Second, high-technology firms display widely different location patterns and vary widely in 

plant and job creation potential. This calls for a disaggregated analysis of high-technology 

firms' formation, expansion, contraction, closure, and net change. 


