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Numerical Model of a Radio Frequency Ion Source for Fusion Plasma Using
Particle-In-Cell and Finite Difference Time Domain

Augustin Griswold
Department of Physics, Portland State University.
P.O. Box 751, Portland, Oregon 97207-0751
(Dated: August 17, 2020)

Radio frequency (RF) plasma sources are common tool for application and study, and of particular
interest for inertial electrostatic (IEC) fusion. Computational analysis is often carried out using
particle in cell (PIC) methods or finite difference time domain (FDTD). However, a more holistic
analysis is necessary as the particle distribution is highly dependant on the fields created by the
plasma source. Herein, an analysis of a particular planar RF electrode with deuterium gas is provided
which covers the fields and the particle behaviour using first FDTD then PIC. Further applications
are discussed as well as further directions for this study.

I. INTRODUCTION

In inertial electrostatic confinement fusion (IEC), high
ion currents are desirable to achieve high fusion rates.
This is given by Miley as a modified version of the Lawson
Criterion: or reactions occurring only with beam-beam
interactions, the fusion rate, f, is

f=mnguo(T), (1)

with ng being the density of fuel (deuterium in this case)
and vo (T) is the cross sectional area of the reaction aver-
age over all the velocities of the species. Specifically, this
is the beam-beam fusion rate per volume. Compared to
the background-beam fusion rate per volume,

f= nbkndUU(T)a (2)

where np is the density of the background species. IEC
devices are designed with a semitransparent mesh held
at high voltage within a vacuum chamber. The is held
in by a stalk and ions are fed into it via some ion source.
As it is the novel aspect of an IEC, the grid has been the
focus of research. Similarly, the stalk requires a thin, and
resilient design as it is likely to face ion implantation[!]
and breakdown, so it too has been a topic of research[2].
Other than adding more ion sources to an IEC, the ion
source does not garner much attention even though a
few studies have seen improvements coming from choice
of ion source [3]. In fact, the general development of ion
sources aids many more fields than just IEC fusion. The
devices themselves are embedded into the private sector
and see novel applications (such as the Plasma Focused
Ton Beam [1]) today).

While the physics within the various types of plasma
sources are well understood, the analysis and optimiza-
tion of these devices is somewhat limited. In most cases
PIC methods[5][6][7] or FDTDI[8], rarely both[9]. How-
ever, given the ability of modern computing, more thor-
ough and rigorous numerical solutions can be reached by
mixing the three methods. An analysis of an RF ion
source is provided here as a case study to display the
process.

II. IEC FUSION

Nuclear fusion research has been carried out since the
1940s, but, as of yet, has not reached break-even as shown
by the net power equation(P):

P:n(Pf—Pc_Pr)a (3)

where 7 is the efficiency, Py is energy output by fusion
processes, P. is the power lost to conduction and P, is
the power lost to radiative processes like Bremstrahlung
radiation. This equation shows the overall goal of fusion,
but is nebulous as to what the dependant variables. In-
stead, the more useful relation is fusion rate[10]. Trivially
modified versions of this were shown in equations 1 and
2, but for two species of gas n; and ns, the fusion rate
per volume is given by

f =ningvo(T). (4)

The goal of IEC fusion is to hold deuterium ions within a
grid (which is used as a spherically convergent ion focus)
in order to achieve high density regions in the hope of in-
creasing the fusion yield. The major components of IECs
were brought up before, but for the sake of completeness:
the high voltage is held in a vacuum chamber by a stalk
and ions enter the system via some ion source.

The grid is the aspect of the device which has received
the most attention. Most studied s have been spherical
in shape with either geodesic -lines or semi-Cartesian -
lines[11] (though often these differences are ornamental
as the performance in terms of symmetry is saturated).
Due to the original IEC design[12], the majority of fusors
have used spherical geometry[2], however, there are a few
notable studies which have looked at cylindrical or semi-
spherical designs. For cylindrical designs, the goal is to
create a dense core region, which is particularly useful
for neutron sources. These designs come in two types:
hollow cathode (C-type) and 2D ded (cylindrical IEC.
Either design is not suitable as a fusion source due to the
scaling: as the z-axis increases, so does the power con-
sumption. It is however ideal for beam-beam fusion[2].
However, since they lack the third axis of the spherical
system, they show lower neutron rates overall[13].



For systems running a multi-well[14] configuration a
desirable trait in a grid, regardless of the geometry, is
electron emission. Since the system operates at high tem-
peratures and fields, thermionic emission is the best way
to do so. The high temperature results in high emission,
while the fields lower the work function. This improves
ion space charge within the grid and allows for extra ion
production for neutrals which may stream into the cham-
ber. However, these are all negatives for systems running
a single well system. The power input P.,; is defined by

Pea:t = (Zz + iei + ieo)u (5)

where i; is the ion current, i.; is the electron current from
the inner surface of the grid and 4., is the electron cur-
rent from the outer surface of the grid. Note that as the
electron currents increase, the ion currents lower, result-
ing in a lower fusion yield. As such, an important criteria
for a single well system must support high ion bombard-
ment and have a high work function to lower thermionic
emission, and a high melting point. It must also be re-
sistant to sputtering, as the grid material could coat the
stalk, causing pathways for dielectric breakdown, or, un-
der continued use, a short circuit. It was found that a
W-Re (25:75) alloy met the criteria above, and was easy
to manufacture[15].

III. FINITE DIFFERENCE METHOD

The Finite Difference Method (FDM) is a particularly
useful tool in computational physics as it provides nu-
merical solutions to ordinary differential equations and
nonlinear partial differential equations by applying differ-
ence equations to derivatives. The method is employed
by many fields, but is of particular interest in compu-
tational electrodynamics as it can be useful in solving
Maxwell’s equations for complicated systems.

A. Finite Difference Time Domain

FDTD is a method in which the electric and magnetic
fields of a system are solved suing a staggered system (a
Yee lattice, named after Kane Yee and shown in FIG.
1) in which each point on the must satisfy Maxwell’s
equations. For non-dispersive media, fields are calculated
via

B2+ L+ D) - B2+ A kv d)
At

Az

E?(ZL] + 17k+ %) - Eg_l/2(17]ak+ %)

A . ©

where F and B are the electric and magnetic field and
(4,4, k) denotes a spatial location within the calculation
volume. Similarly, an equation can be constructed for D
and H which include an additional term for J [16]. The
size (iAx, jAy, kAz) must be small enough such that the
change in the field from cell to cell is small. Commonly,
the Courant factor S is used for cell sizing and the time
step size :

cAt
s 7)
where ¢ is the velocity of light and At is the time dif-
ference. Stability itself has been an area of research re-
sulting in a few different metric for stability [17]. The
Courant factor is also generalized for other PDE solvers,
but the consequence here is that for electrodynamics sim-
ulations the wavelengths employed must be much larger
than the cell size and the time step must be significantly
small such that the change within a single cell is small[18].
The method itself is fairly intuitive, accurate, and robust,
giving it a lot of appeal. It has been adapted to provide a
diverse set of inputs in terms of materials, cell structure
and excitation. More modern adaptions include complex
dispersive media [19]. The time-domain solutions allows
for broad band excitation or single frequency response.
FDTD has seen almost constant innovation[20] since
its introduction. Within the first ten years of Yee’s orig-
inal paper, sinusoidal steady state simulations in three
dimensions were implemented [21]. The first, absorbing
boundary condition was demonstrated in 1981 [22], with
an improved version coming out in 1984[23]. Around
1990, frequency dependant dielectrics were demonstrated
for FDTDI[24][25][26]. 1994 saw the integration of SPICE
(Simulation Program with Integrated Circuit Emphasis)

circuits[27] and the implementation of perfectly matched
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zZ
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FIG. 1. The characteristic Yee lattice showing the offset E

and B fields. Figure was originally created by F. Dominec
(Creative Commons).
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layers (PML)[28]. Over time, FDTD has become an
incredibly robust method, and despite that, it remains
fairly simple.

IV. PARTICLE IN CELL

PIC is a common tool used to model low density
plasma. The process works by solving the Vlasov equa-
tion, which solves for distribution function a six dimen-
sional of 7, ¥ = ¢ and time. The equation ignores col-
lisions, which is applicable in plasma[29] and is written
as:

d

- 4.2, - A _
SHETY 0 Vel + L(E+7x B) - Vaf =0, (8)

where f is the distribution function and % is its total

time derivative. This equation demonstrates that along
an orbit the particle density stays constant. Looking at
particles in the 6-dimensional space 7, ¥ simplifies the sys-
tem such that all particles at the same coordinates have
the same velocity.

Macro-particles, comprised of many particles, are de-
fined to deal with the distribution function statistically.
Considering the one-dimensional case, a cell at r,v will
hold a number of macro-particles. They have a velocity,
allowing them to move across the r direction in accor-
dance to the polarity of v. When particles are affected
by a field, they will change their velocity, adjusting their
phase-space location. Similarly, when two particles enter
a cell, and the conditions for collision are met, there is
a probability of them colliding as determined by o, the
reaction cross section. A portion proportionate to that
probability will interact, and particles will have new ve-
locities, or masses in the case of reactions, moving them
in the v direction.

V. METHODS

The device itself was modelled via Autodesk Inventor.
This model included the FR-4 board with the copper elec-
trode embedded, the quartz cup and the poly-carbonate
cylindrical shell. For the FDTD, two solutions were con-
sidered. First, MEEP (MIT Electromagnetic Equation
Propagation)[30] was used in the 2D cylindrical mode
(the documentation on the 3D C++ interface is minimal)
using an approximation of the electrode as current loops.
While the project was functional, and showed the char-
acteristics one would expect from a set of current loops,
it lacked the resonance which is shown by unique geo-
metrical electrodes. Furthermore, while MEEP has been
used to analyze plasmas The project was then moved
to REMCOM™™ 6. While REMCOM™™ lacks the effi-
ciency of MEEP, it is useful for providing fully 3D results
due to its graphic user interface. It also provides adap-
tive meshing allowing for fine tuning around parts of the
mesh which require high resolution. This allows for the

regions of either high detail or of high interest. As a re-
sult, the computational cell is defined via meshes shown
by Fig 2. Overall, this led to a 648x648x121 volume, or
about 50 million cells.

Via REMCOM”M’s component system, which uses cir-
cuits to emulate voltages (either AC or DC) and current
densities on an object, the driving circuit for this par-
ticular device was emulated running at 27.1 MHz. Due
to the constraints of FDTD, the first wave is not a true
sine wave at the desired frequency. Instead, it ramps up
to one in such a way that the Courant factor is still sat-
isfied. As such, the transients introduced by this must
be allowed to die out. The program was run for 10 pe-
riods (around 2 million iterations) in order to allow this
to happen, with the last period being recorded. FIG.
3 shows an example of the fields created via this simu-
lation. The data was recorded every 1000 iterations to
reduce the size of the overall data. As a result the data
discretized over 384 points ranging from the beginning
and end of the period.

While the advanced meshing options of REMCOM™TM
are advantageous in lowering the total run time of the
FDTD simulation, it increases the difficulty of rebuilding
the for the PIC simulation. For this task, a program was
written in C4++ to take in the field and geometry data
at each of the REMCOM™™ cell locations and interpo-
late them at the cell locations in the PIC. This involved
turning the field files into a class of their own in terms
of the header and the fields (E, B, and J) at all points
within the REMCOM”M computation volume. At run
time, the program picked valid time steps, grabbed the
file data, and found the valid REMCOM™M cells sur-
rounding each PIC location. Using four REMCOMTM
cells and the PIC location in between, the field data was
interpolated using bilinear interpolation to find the field
values[18]. Let (xg,y0) and (z1,y1) be points forming a
of field values f(2m,yn) and let (x,y) be a point of in-
terest. To find f(x,y) first f(x,y0) and f(z,yl) must be

-63dB

FIG. 2. A rendering of the resulting H Field at iteration
1830857 of the resonator.

0dB = 2.486e-006 A/m
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FIG. 3. Adapting mehsing in x (a) and z (b). The y axis is excluded as it is identical to the x. The algorithm uses logarithmic

scaling to adjust regional cell sizes.

found via linear interpolation:

- r1 — T Tr — X

f(z,y0) = p— xof(l“o,yo) + p— xof(ﬂfl,yo)’ (9)
- rp — Tr — X
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Then the same calculation is run using the newly gotten
points but with y:

-y
Y1 — Yo

f (:E ) yO) + Y

Y1 —
The new field is then summed with other fields at the
same point when determining the PIC behaviours.

Two different iterations of the particle in cell program
were run. For the first iteration, the macro-particles were
270 microns in each direction forming a rectangle and
had a charge of 1le. The mesh was 198x98 and the time
step was 5ns. As such, this iteration is low density and
was more of a test to show the effects of the RF field
on the particles. The second iteration had a smaller
time step of 0.1ns. There were 100,000 super-particles
each with a charge of 10ke and a mass corresponding to
the charge/mass ratio. An example is shown in figure 4.
Each of these simulations assume the chamber of the res-
onator is full of deuterium gas, and that there are some
free electrons within as well.

flx,y) =

y;oﬂx,yn. (11)

VI. DISCUSSION

The outputs of the PIC simulation show two differ-
ent things depending on the simulation. In the first, the
electrons are peeled away in the region with a strong
magnetic field, streaming to the sides of the chamber
and streaming out of the chamber. In this simulation,

the ions remain still. The second simulation shows ion
movement, and thus shows waves in the plasma formed.
Furthermore, the ions are pulled towards the center, and
flow out of the device. This shows an ideal situation in
which an ion current out of the device forms regardless
of the lack of an extraction electrode. Furthermore, this
simulation shows the most movement around the region
in which the magnetic field is strongest, indicating a re-
gion in which the plasma would likely form.

There are some limitations to this however, due to the
difficulty in ionizing deuterium. Deuterium gas would
likely need to be accompanied with argon or some cata-
lyst, which was not implemented in the simulation. Fur-

FIG. 4. The 146th iteration in the particle and cell sim-
ulation a). the second running of the simulation, showing
waves in the plasma and ions flowing out to the right b). the
first simulation showing low movement in ions and removal of
electrons from the high magnetic field location. In both, red
regions indicate high negative charge and the blue indicates
the presence of a particle.



thermore, the simulation uses the assumption of a uni-
form gas distribution as opposed to an inlet of deuterium
gas. To properly investigate this device, gas needs to flow
into the chamber over time.

VII. FUTURE WORK

As mentioned in the last section, the simulation re-
quires more complex gas composition to model more re-
alistic situations involving deuterium gas. This would in-
volve implementing different reaction cross sections and
conditions into the simulation. There should also be anal-
ysis involving different gasses to show how this device
could be used in situations other than an IEC.

To properly compare the results with common indus-
try standards, an extraction system should be used, and
the model should be run with SIMION. The comparison
of the results will allow for validation of the simulation.
Another comparison which would further validate this is
the application of FDTD into the PIC system. While it
would likely run slower, developing the fields from FDTD
would allow for the plasma to evolve alongside the fields
and for the latter to be informed by plasma parameters.

VIII. CONCLUSION

The analysis of an RF electrode was provided to show
the integration of FDTD and PIC simulations in order
to find outputs for complex plasma sources. To do so,
an FDTD simulation developed fields which were inter-
polated for PIC simulations. Two simulations were run
and compared. Finally, limitations and future directions
were discussed to show how this blending of methodolo-
gies could be improved.
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