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Abstract. The automatic extraction of keyphrases from scholarly papers is a nec-
essary step for many Natural Language Processing (NLP) tasks, including text
retrieval, machine translation, and text summarization. However, due to the dif-
ferent grammatical and semantic intricacies of languages, this is a highly lan-
guage-dependent task. Many free and open source implementations of state-of-
the-art keyphrase extraction techniques exist, but they are not adapted for pro-
cessing Russian text. Furthermore, the multi-linguistic character of scholarly pa-
pers in the field of Russian computational linguistics and NLP introduces addi-
tional complexity to keyphrase extraction. This paper describes a free and open
source program as a proof of concept for a topic-clustering approach to the auto-
matic extraction of keyphrases from the largest conference on Russian computa-
tional linguistics and intellectual technologies, Dialogue. The goal of this paper
is to use LDA and pyLDAvis to discover the latent topics of the Dialogue con-
ference and to extract the salient keyphrases used by the research community.
The conclusion points to needed improvements to techniques for PDF text ex-
traction, morphological normalization, and candidate keyphrase ranking.

Keywords: Automatic Keyphrase Extraction, Topic Modeling, LDA, pyLDA-
vis, Scholarly Papers, Russian.

1 Introduction

A challenge which is familiar to all aspiring researchers is the task of understanding the
research areas and technical terminology of a scientific community. In addition to com-
prehending the current research directions of the community, it is important to develop
a familiarity with the existing literature of a particular research area. This literature
forms a foundation for understanding the state-of-the-art methods and participating in
the community’s discourse. The natural evolution of research over time and the varying
ways of naming and defining terminology further complicate this process, because there
exist multiple names for the same concept. For example, researchers have used different
terms to refer to “keyphrase” throughout the years, including: “term” [1], [2], “indexing
term” [1], [3], “domain-oriented multi-word term” [4], “technical term” [5], “keyword”
(xroueBoe cnoro) [6], [7], [8], [9], and “keyphrase” [10], [11], [12], [13], [14], [15].



Furthermore, the naming conventions for a scientific community may differ depending
on the language in which the literature is published. These complexities increase the
amount of work and knowledge necessary for aspiring researchers to participate in a
discourse, let alone in a cross-linguistic discourse. The aim of this paper is to apply a
topic modeling approach to the automatic extraction of keyphrases in order to explore
the research areas and technical terminology of a cross-linguistic research community,
in particular the international “Dialogue” conference on computational linguistics and
intellectual technologies®.

The Dialogue conference, which has hosted annual gatherings since 2000, is the
largest and oldest conference for Russian computational linguistics. In addition to the
Dialogue conference, there are two other major conferences in this field: AINL? and
AISTS. Previous research into the topical structure of these three venues shows that the
AINL and AIST conferences are more centered towards computer science, whereas the
Dialogue conference is more oriented towards linguistics [16]. The articles from Dia-
logue are available online and can be downloaded with a web scraper, but the articles
from AINL and AIST are only available through the Springer library and must be man-
ually downloaded. Also, AINL and AIST articles are required to be written in English,
while Dialogue articles may be written in English or Russian [16]. According to the
Dialogue website, “Scopus requires that all papers on computational linguistics be sub-
mitted in English,” and articles which “require knowledge of Russian are to be submit-
ted in Russian and should include an extended summary in English” [17]. The website
explains that the shift towards publishing articles in English is for attracting a wider
audience of specialists. Due to the accessibility limitations and lack of Russian-lan-
guage papers from the AINL and AIST conferences, this paper focuses on papers from
the Dialogue conference. Furthermore, this paper only considers papers written in Rus-
sian, because the techniques for processing a text and extracting keyphrases is largely
a language-dependent process. The code for this paper is free and open source and may
be accessed through GitHub*.

2 Literature Review

2.1  Keyphrases

Some scholarly papers include a list of keywords that are relevant to the important ideas
and terminology of the research. These lists include not only key words, but also key
collocations, which leads to the more encompassing term “keyphrase.” Keyphrases
should ideally identify the most relevant and novel concepts of the research. In effect,
keyphrases capture the essence of the research, forming a succinct summary of its se-
mantic content [6]. The creation of a list of keyphrases has been compared to the crea-
tion of a “domain vocabulary” [4] or a “back-0f-the-book index” [6]. Semantic-rich

! http://www.dialog-21.ru/

2 https://ainlconf.ru/

3 https://aistconf.org/

4 https://github.com/iyves/auto-keyphrase-extraction-ru



keyphrases are versatile in the field of Natural Language Processing (NLP) for various
Information Retrieval (IR) tasks, such as “text summarization, text categorization, opin-
ion mining, document indexing” [10]. However, only a few scholarly papers include a
list of keywords and the creation of such a list is a subjective process that is influenced
by the biases of the authors, professional indexers®, and readers® [18], [19]. Despite the
importance and versatility of keyphrases, automatic keyphrase extraction is an area of
research that performs worse than other areas of NLP [10]. The automatic extraction of
keyphrases from scholarly papers remains an active area of research [7], [18], [20].

2.2 Automatic Keyphrase Extraction

The process of automatic keyphrase extraction typically consists of two steps: the ex-
traction of candidate keyphrases and the ranking of candidate keyphrase [10], [21].
These steps are further broken down into sequential steps, forming a pipeline that in-
crementally processes raw textual data in a corpus into a list of keyphrases [6], [8]. The
earlier steps are important for the overall performance of keyphrase extraction because
errors from these steps will propagate to the later steps, affecting the overall quality of
the keyphrases and runtime performance.

Preprocessing and Candidate Keyphrase Selection. The first step of automatic
keyphrase extraction is the preprocessing of text and selection of candidate keyphrases.
Documents are broken down into keyphrase-sized chunks known as tokens, and tokens
are filtered based on a set of rules for determining whether the token is a candidate
keyphrase. Candidate keyphrase tokens may be defined as noun phrases, acronyms,
sequences of a number (n) of adjacent words (n-grams), and/or a combination of words
that match a set of parts-of-speech (POS) patterns [9], [13]. Redundancy control mech-
anisms can be used to remove a candidate keyphrase if it is included in a higher-ranked
keyphrase [5], [10]. Frequency thresholding can remove candidate keyphrases based
on how frequently the candidates occur in the corpus [5]. It is typical in NLP to remove
stop words, which are language-dependent and domain-dependent words that fre-
quently appear in the corpus but are not keywords, such as “the,” “a,” and “they.” Re-
search in improving the performance of automatic keyphrase extraction often neglects
the importance of document preprocessing, but effectiveness of preprocessing has a
significant influence on the performance of keyphrase extraction techniques [11].
Scholarly papers are most commonly stored in a PDF format. Before preprocessing
the papers, the text must be extracted from these PDF files. However, the automatic
extraction of plain text from scholarly papers in PDF format is a notoriously difficult
task [22]; special attention is required to deal with malformed text from corrupted files
and irrelevant text from tables, equations, and footnotes [11]. In instances when the text
cannot be extracted from the PDF files, i.e., when the files are scanned images, optical
character resolution is necessary. Boudin notes that the techniques for dealing with ex-
tracting only the relevant text from scholarly PDF files range from “simple heuristics

5 https://www.ebsco.com/products/research-databases/inspec
6 http://semeval2.fbk.eu/semeval2.php?location=tasks&taskid=6



to sophisticated document logical structure detection” [11]. After text is extracted from
a PDF file and the corrupted and irrelevant text is removed, it can be preprocessed and
transformed into candidate keyphrases tokens. The steps used for preparing text for
NLP depends on a number of factors, including the language, formality, and structure
of the text. For example, the techniques used for preprocessing Russian-language schol-
arly papers differ from those used for English-language tweets. In contrast to tweets,
scholarly papers have considerable length, which greatly increases the amount of can-
didate keyphrases that must be ranked. However, scholarly papers often have a fairly
consistent document structure, predictable topic change (keyphrases are more prevalent
at the beginning and end of papers), and keyphrases are usually correlated [10]. These
features of scholarly papers can be used to reduce the length of the text and the amount
of candidate keyphrases. This reduction improves the overall performance and quality
of keyphrase extraction.

In addition to considering the characteristics of scholarly papers, there are other con-
siderations that are dependent on the language of the papers. Most research for the au-
tomatic extraction of keyphrases is adapted towards processing English text [6], [23].
However, the linguistic features of a language may require different techniques for op-
timal performance [23], [24]. For example, compound-rich European languages like
Dutch and German contain long compound words that can be broken down through
decompounding strategies [11]. English is an analytic language, i.e., syntactic relation-
ships between words are primarily expressed through word order and helper words.
Russian, however, is a language with a rich morphology [7], [25], which places less
importance on word order and greater importance on the inflection of words. The
spelling of a word in Russian may change depending its grammatical role (houn, adjec-
tive, verb) and its syntactical relationship to other words (case, gender, number) [23].
A study of the noun case usage in a beginning-level Russian textbook shows that, even
in a corpus which overrepresents three of twelve case forms, the average case frequency
of nouns is approximately 8.3% and the highest frequency of any one noun case form
does not exceed 27% [26]. This means that the frequency of a single word is thinly
distributed among its various case forms, resulting in a large number of tokens with
relatively small frequencies. The morphological quality of Russian leads to regular ho-
monymy in the language; the sentence “ero pemienue 3aga4u ObUIO HENPABUIBHBIM
has over 100 variants of POS tagging and morphological labeling describing the gram-
matical role, number, gender, and case for each word [25]. Morphological normaliza-
tion techniques like stemming and lemmatization deal with the inflectional variation of
words by reducing words to a common stem form or dictionary form. On the one hand,
stemming uses algorithms to remove the suffixes and/or prefixes of a word, producing
stems that are not always real words. Stemming does not typically require access to
external resources. For example, the collocation “kitoueBbie ciioBa m3Bnexncy” would
produce the stemmed counterpart “xmroue cios u3ene” [8]. On the other hand, lem-
matization uses external resources and the POS meta-information about words in a sen-
tence to reduce inflected words to their dictionary equivalents. For example, the collo-
cation “xiIroueBBIe CJOBa M3BICKINCH” may lemmatize into “kimo4eBoil CiIOBO
nsBiekatbes” [8]. Lemmatization is shown to be beneficial for dealing with the prepro-
cessing of morphologically rich languages such as Russian [23].



Aside from the grammatical differences between languages, there may be ortho-
graphical differences. For English and Russian, the most obvious difference is the al-
phabet in which each language is written; Russian text is written in the Cyrillic alpha-
bet, while English is written in the Latin alphabet. Furthermore, Russian text may in-
clude punctuation that does not exist for English text, such as the guillemets («») and
the reversed double quotes (,,). The em dash (—) is used differently in Russian than in
English; it is often used for direct quotes or as a replacement of the verb “6pith.” These
punctuation differences mean that the patterns and techniques used for breaking down
text into tokens can differ between English and Russian. In some Russian texts, the
letter ‘e’ is used rather than the letter ‘€,” but this can be controlled by replacing all
occurrences of ‘¢’ with ‘e’ in the text. Also, while not relevant to this paper, Russian
text may exhibit spelling and orthographic variations throughout time as a result of
language reforms. It is important to consider the orthographic features of a language in
order to produce correct candidate keyphrase tokens. Incorrect tokens may impact the
quality of morphological normalization, which then impacts the quality of keyphrase
extraction.

Candidate Keyphrase Ranking. In the second step, candidate keyphrases are ranked
and filtered to remove unlikely keyphrases. Approaches in this step fall into the cate-
gories of supervised or unsupervised approaches. Both supervised and unsupervised
approaches may involve judging a candidate keyphrase on a combination of extracted
features. The taxonomy of extractable features is vast and will not be discussed in detail
in this paper [6], [10]. Some examples include heuristical, statistical, and external fea-
tures [7], [9]. Heuristical features may take into consideration the section of paper in
which a candidate keyphrase appears [11], statistical features may involve calculating
the term frequency—inverse document frequency (TF—IDF) of a candidate [3], [4], and
external features depend on external tools like a thesaurus or Wikipedia [4]. Earlier
supervised approaches train a machine learning model to classify candidates as
keyphrases or not. Later approaches involve training a machine learning model to rank
candidates. While supervised models are more resilient to noise in the data [11], an
annotated corpus with a list of gold-standard keyphrases is often required in order to
train the machine learning model.

In contrast to supervised approaches, unsupervised approaches do not require gold-
standard keyphrases. Unsupervised approaches to ranking keyphrases differ substan-
tially from supervised approaches and can be generally categorized into graph-based
ranking, topic-based clustering, simultaneous learning, and language modeling ap-
proaches [10]. Graph-based ranking is the most prevalent approach [5], [9], [12], [13].
Graph-based ranking derives from Google’s PageRank algorithm for ranking websites
[27]. A popular graph-based approach to keyphrase extraction is TextRank [9], [10],
which is inspired by the PageRank algorithm. The intuition behind graph-based ranking
approaches is similar to the intuition behind calculating popularity in a social network;
candidate keyphrases recommend one another based on a number of features, such as
co-occurrence relation [9]. The candidates with the highest recommendation scores are
the most likely keyphrases, and the recommendations from these candidates have a
greater impact on the scores of other candidates. Although graph-based approaches are



more prevalent for automatic keyphrase extraction, this paper focuses on a simplistic
topic-clustering approach. Topic-clustering approaches describe the corpus by discov-
ering its latent topics and the associated keyphrases which characterize each topic.
These approaches assume that the corpus is a combination of some number of latent
topics and that the ideal keyphrases are those that appear in multiple, main topics of the
documents [10].

This paper takes inspiration from sophisticated topic-clustering methods that include
complex keyphrase ranking techniques, but instead, uses a simplistic approach of
keyphrase extraction based purely on topic modeling. Topic modeling techniques in-
volve matrix decomposition algorithms or probabilistic machine learning models to
discover the latent topics that describe the semantic space of a document, as well as the
candidate keyphrases which characterize each topic. Under topic modeling, documents
in a corpus are typically represented as Bags-of-Words (BoW), where each document
is an unordered collection of tokens. This allows for representing the entire corpus as a
matrix, where the rows are documents, the columns are tokens in the vocabulary, and
the cells are frequency counts for each token in each document. The first topic modeling
technique is Latent Semantic Indexing/Analysis (LSI/A) and involves weighing a can-
didate keyphrase by its TF—IDF score instead of its frequency count, and then using
Singular Value Decomposition (SVD) or Non-Negative Matrix Factorization (NMF) to
factor out the topics and associated keyphrases from the corpus [28], [29]. Hofmann
takes a probabilistic approach to topic modeling with the introduction of probabilistic
LSI/A (pLSI/A), which is a generative probabilistic approach that learns topic distribu-
tions and word distributions for a corpus [2]. As a generative model, pLSA assumes
that a document in a corpus is a finite mixture over a pre-defined number of latent
topics, with each topic being an infinite mixture over the vocabulary of the corpus [5].
In summary, pLSA assumes that a document is created by repeatedly selecting a topic
associated with the document and writing down a candidate keyphrase associated with
the selected topic [29]. A shortcoming of the pLSA model is that it fails to probabilis-
tically calculate the topic distribution for each document in a corpus, which means that
each document is associated with a hidden parameter and, as a consequence, there is no
clear way to calculate the topic distribution of a document outside of the training da-
taset. Latent Dirichlet Allocation (LDA) addresses the limitations of pLSA by intro-
ducing a Dirichlet prior on the document-topic distributions. This makes LDA general-
izable to unseen documents and more computationally efficient than pLSA [30]. A
well-known topic-clustering approach that uses LDA, Topical PageRank (TPR) [5], is
a sophisticated technique that uses TextRank on each of the topics learned by LDA in
order to select the main keyphrases for a document.

2.3 Open Source Tools for Automatic Keyphrase Extraction

The creation of open source toolkits and resource repositories has grown in the recent
two decades as a response to the increasing complexity of implementing state-of-the-
art NLP algorithms, the resources needed for training sophisticated machine learning
models, and the need for reproducing experimental results [31]. For example, the



Natural Language Toolkit” (nltk) is a popular open source Python library that contains
methods for preprocessing text in various languages. Similarly, Boudin created an
“open source Python-based keyphrase extraction toolkit” (pke), which provides an im-
plementation of an automatic keyphrase extraction pipeline [32]. This toolkit allows for
the rapid prototyping and evaluation of keyphrases extracted from state-of-the-art su-
pervised and unsupervised approaches. However, this toolkit is not currently adapted
towards Russian text and therefore can not be used for this paper.

As an alternative to pke, this paper uses an open source Python library for topic
modeling, Gensim®. Gensim implements LSA and LDA and has been used in a previous
analysis of the topical structure of English-language papers from Dialogue, AINL, and
AIST [16]. In a paper [33], these researchers develop an open source toolkit, WebVec-
tors®, which includes code for preprocessing Russian text. This paper uses the prepro-
cessing techniques of WebVectors alongside the Gensim implementation of LDA to
process and extract candidate keyphrases from Russian-language Dialogue conference
papers. Although this topic-modeling based approach to automatic keyphrase extrac-
tion is not representative of state-of-the-art keyphrase extraction techniques, it can be
improved upon in future research and potentially expanded to an implementation of
TPR. To encourage future research in the automatic extraction of keyphrases from Rus-
sian-language scholarly papers, the code used for this paper is free and open source.

2.4 Automatic Keyphrase Extraction with Gensim and pyLDAvis

Before using the Gensim implementation of LDA, the corpus must first be transformed
into a BoW representation. Typically, a Gensim dictionary is created, mapping each
candidate keyphrase token in the vocabulary to a unique token identifier. Gensim al-
lows for frequency thresholding with the no_above and no_below hyperparameters.
The no_above hyperparameter is a float that controls the upper threshold for the maxi-
mum percentage of documents in the corpus in which a candidate keyphrase may ap-
pear to be considered. The no_below hyperparameter is a lower threshold, which is an
integer that controls the minimum number of documents in which a candidate
keyphrase must appear to be considered. The dictionary is then used to build the Bow
representation of the corpus. A BoW corpus is a sparse vector that contains the fre-
quency counts of candidate keyphrase token ids for each document and will be used to
train the LDA model. The number of latent topics that the LDA model learns, num_top-
ics, is another hyperparameter that must be optimized for a particular corpus. After
training, the Gensim library provides methods for displaying the main topics discovered
by a trained LDA model and the most probable candidate keyphrases which character-
ize each latent topic. Additionally, a Python library for generating interactive topic
modeling visualizations, pyLDAvis?, can be used to interactively explore the LDA

7 https://www.nltk.org/

8 https://radimrehurek.com/gensim/

9 https://github.com/akutuzov/webvectors
10 https://github.com/bomabey/pyLDAvis



topics and rank the candidate keyphrases. This library is a Python port for the LDAVvis
R package'!.

Hyperparameter optimization is an important step for controlling the candidate
keyphrases selected by the LDA model. The quality of a topic model after fine-tuning
hyperparameters can be judged by extrinsic or intrinsic measures. Extrinsic measures
involve indirectly measuring the quality of the topics by evaluating the performance of
the topic model on other NLP tasks, such as word sense disambiguation or document
retrieval. Intrinsic measures are more convenient for this research, as they do not in-
volve other NLP tasks; intrinsic measures are statistical and semantic measures of topic
model quality. The creators of LDA propose a statistical measure, perplexity or held-
out likelihood [30], which captures the degree to which a topic model is a comprehen-
sive representation of the semantic space of the corpus. Perplexity is used to determine
the optimal number of latent topics for a model to learn [16], [34]. However, perplexity
has been shown to correlate poorly and sometimes negatively with generating
keyphrases that characterize human-interpretable topics [35]. This is particularly prob-
lematic for the automatic extraction of keyphrases, because LDA tends to produce top-
ics which are less specific than the matrix factorization techniques, which further makes
the topics more difficult for humans to interpret [29], [35].

In response to the drawbacks of perplexity, coherence metrics have been proposed
for measuring the semantic quality of topics [35], [36]. Whereas perplexity measures
the comprehensiveness or generality of a topic, coherence captures how well candidate
keyphrases describe a topic. Coherence metrics typically involve a calculation of either
keyphrase co-occurrence for a topic in a corpus or the distance between candidate
keyphrases vectors in semantic space [29]. The Gensim library exposes methods for
evaluating topic models on perplexity and an array of coherence metrics. In addition to
the log perplexity calculated by Gensim, this paper considers the Cv coherence score
of LDA topic models. Cv coherence is an improvement on earlier coherence metrics,
such as the one proposed by Mimno [35] and the normalized Pointwise Mutual Infor-
mation (NPMI) coherence proposed by Bouma [37]. A study of various coherence met-
ics found that the Cv coherence metric was the best predictor for human interpretability
[38]. This paper uses perplexity for the optimization of the num_topics hyperparameter
and Cv coherence for the optimization of the no_below and no_above hyperparameters.

After optimizing the hyperparameters and using LDA to select candidate
keyphrases, the pyLDAVvis tool is used to calculate the marginal topical distribution of
the topics learned by LDA and rank the candidate keyphrases which characterize each
topic. The marginal topical distribution can be understood as the size of a topic and is
used in this paper to describe a topic’s distinctiveness or specificity. LDAvis intro-
duces a relevancy metric for ranking the terms associated with a topic. This metric is
a combination of a term’s lift and topic-specific probability. A term’s lift is the ratio
of the term’s “probability within a topic to its marginal probability across the corpus”
[39], and has a similar function as TF—IDF in reducing the ranking of terms which
are frequent in the entire corpus. The weight hyperparameter (1) for the relevancy
metric controls the extent to which a term’s topic-specific probability affects its

1 https://github.com/cpsievert/LDAvis



ranking. Gensim’s methods for generating keyphrases is purely based on topic proba-
bility, which is equivalent to setting the weight parameter to 1. Conversely, setting the
weight parameter to 0 in pyLDAVvis considers terms solely on lift, which can be noisy,
as it raises the ranking of rare terms that may only appear in a single document [39].
The optimal A value for producing the most human-interpretable topics is 0.6 [39].
This paper ranks keyphrases both by lift and human-interpretability in order to better
understand the topics in the Dialogue conference, as well as some specific keyphrases
associated with each topic.

3 Research Question

What are the salient keyphrases for Russian papers published in the Dialogue journal?

4 Methods

The code for this paper consists of a pipeline with six steps: the creation of the corpus,
preprocessing, hyperparameter optimization, candidate keyphrase selection, keyphrase
ranking, and post-processing. The modular quality of this pipeline allows for improving
or changing a single stage without requiring modifications in the other stages. The pipe-
line extracts all conference papers and online articles from the Dialogue website, parti-
tions papers by language, preprocesses each paper, performs topic modeling on the cor-
pus, and generates a list of topics and keyphrases.

4.1  Corpus Creation

The first step in the pipeline involves scraping the Dialogue website and downloading
all articles published in the online digest. Articles from the proceedings begin from
2000 and continue annually until the year of this paper, 2020. These articles are primar-
ily accessible in a PDF format, but some older articles are available only in text format.
The articles in PDF format are directly downloadable from the article’s URL, but the
articles in text format require extra web scraping in order to isolate and extract only the
relevant text of the article from the Dialogue website.

For a given range of years, all published articles from a conference and all online
articles are downloaded locally. Each article is accessed through the article URL and
saved as a file with the article title as the filename. To avoid conflict with filesystem
rules for naming files, article titles are transformed into URL slugs through the Django
slugify method* and any titles longer than 100 characters are truncated.

All articles from the dialogue conference are written in either English or Russian.
This paper focuses only on the articles written in Russian, so articles must be partitioned
by language. First, text from articles in PDF format are extracted through the pdftotext
command line tool*3, Only text present between the first 80 pixels and 650 pixels are

12 https://docs.djangoproject.com/en/3.0/_modules/django/utils/text/#slugify
13 https://www.xpdfreader.com/pdftotext-man.html
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extracted from the article, which removes extraneous text from the header and footer
of the document. This is a simplistic heuristic which is not representative of state-of-
the-art document logical structure detection techniques for removing irrelevant text
from tables and examples. Next, the text from each article is passed through the langid
language identification tool'* to classify the document as an English-language or Rus-
sian-language document. Finally, the extracted text is saved into a separate target folder
according to the language classification. Fig. 1 shows the language distribution of dia-
logue articles throughout the years. There is a notable shift in the language distribution
in 2011, which may be a reflection of Scopus requirements for papers in the field of
computational linguistics to be written in English [17]. This language distribution is
very similar to the language distribution visualized in the previous research on the top-
ical structure of Dialogue, AIST, and AINL [16]. It is notable to mention that, as a
consequence of the simplistic heuristic used to extract text from the PDFs, some papers
written in English are misclassified as Russian-language papers if they contain a sig-
nificant amount of Russian-language examples.

Language of Dialeg Papers from 2000-2020

=0 mm Russian

140 = English

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 201% 2020
Year

Fig. 1. The language distribution of articles published from the Dialogue conference.

4.2  Preprocessing

The preprocessing step expects the corpus to be represented as a list of text files, with
each file consisting of the raw text extracted from a single Dialogue article. After pre-
processing, the corpus will be represented as a list of document tokens, where each
document in the corpus is a list of lowercase, lemmatized candidate keyphrase tokens.
The document tokens for each conference year is saved in a binary format as a pickle
file, which allows for loading the preprocessed corpus at a later time in Python. The
pickle format preserves the data structure and character set encoding of the corpus.
First, the references section is removed from each document. This paper uses simple
heuristics to identify and remove the references section and irrelevant text. For this
paper, the references section is defined as any text following the final line which con-
tains ‘JIuteparypa’ or ‘Criucok jureparypsl’. Any paragraphs that are shorter than 100
characters are assumed to be unusual for a body paragraph and are removed. While the

4 https://github.com/saffsd/langid.py
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pdftotext tool automatically removes hyphenation for words split at newline bounda-
ries, it does not remove hyphenation from words split at new page boundaries. This
paper fills the gap by removing any words at the end of a paragraph and ending in a
dash, and any words at the beginning of a paragraph that does not begin with a capital
letter. In-text citations for the Dialogue journal are typically text inside either parenthe-
ses or brackets. All parenthesized and bracketed text are removed to reduce noise from
this irrelevant information. Fig. 2 shows the text before and after these transformations.

Raw text, before any preprocessing:

7. SarmoueHue

B mamuci paBoTe NpenCTAENeH ONKT CO3OaHUA

M pasEMTMS JMHTEO-CEMaHTWYECKMX ORECTaBNeHMIL

& MHTEUIEKTYAALHEX MHPOPMALMOHHEX CMCTEMAX,

paspaBoTasHNX Ha OCHOBE annapaTa DacHMpEHHHX

ceMaHTHMYeCcKMKX ceTeit (BCC). AnnapaT PFCC ofecneumesseT MOomHEEEe KMI0EpASMTENbHEE EOSMOXHOCTM IR

OnMcaHMA BCEX YDOEHEM eCTEeCTEEHHOrC ASHKa, BRINYad YPOEEHE INyOMHHO-CEMaHTMHYeCKMX NDEeNCTAEBJEHM, M MEeXbASHKC
BHMX COOTESTCTEMM. KoHxpeT:me

Bfter removing the references section, short paragraphs, parenthesized/bracketed text, and text at pagebreak
EH

7. ZarmmdexHwe B na=s=0d paboTe NpEenCTAEJSH OOHT COSO8HMA M DAaSEMTMA JIMETEC-CEMAHTMYECEMX NpPEeACTAEJISHWA B MHTE
JUIeXTYaNbHEX MHOOPMAUMOHHEK CUMCTEMaX, paspafoTaHHEX Ha OCHOBE annapaTa DacIMpeHHHX CEMAHTWMYECKMK ceTel . Aam
apaT PCC cBecnewmsaeT MOmHEE MS0GpasMTENbHHEe EOSMOEHOCTM JANA OOMCEHKMA ECEX VPOEBHEH BCTECTESHHODO ASHKa, BEIO
uaR ypOBeHE TUYOUHED-CeMAHTVYECKMX NDENCTAENeHM, W MSFBASHKOENE GOOTESTCTENY. KOHKDSTHHS SMHTEMCTMYECKME D

Fig. 2. Preprocessing the corpus; removing the references section, short paragraphs, in-text cita-
tions, and text at page delimiters.

Next, documents are tokenized and preprocessed using the methods developed by Web-
Vectores. Each document is split into paragraphs and passed through the rus_prepro-
cessing_udpipe processing method, resulting in a representation of each document as a
list of paragraph tokens. This method first passes the text through a UDPipe model to
transform the text to a CoNLL-U format. Words and punctuation are isolated as lower-
case, lemmatized tokens. Punctuation and newline tokens are kept to preserve infor-
mation about sentence and paragraph boundaries. Any tokens which are not a sentence
delimiter, paragraph delimiter, and do not have at least one Cyrillic letter are removed.
These tokens are primarily punctuation marks or English words. Fig. 3 shows the result
after conducting these preprocessing steps.

Afrter tokenization:

['=x', '.', 'saxmpuenwe', 's', 'maumemt', 'paBora', 'npepcrasnars', 'ommr', 'cospamwe', 'u', 'passwrue', 'JMHD
BO-CEMaHTMHYECKMIZ', 'mpencTraBiexue', 's', 'MHTENEKTYanbHEM', 'unbopManMoHHHR', 'cucTema', ',', 'paspaBaTHsaT
&', "Ha', 'ocHoea', 'amnapar', 'pacmmpuT:', 'cemasTuueckwmt', 'cere', '.', 'annapart::pcc', 'ofecneumear:', 'M
omuelt', 'usofpasuTenbHmit', 'BoSMOEHOCTR', ';mne', 'omvcamMe', 'Bech', 'ypoBesn', 'ecTecTeeHsmii', "Asmm', ',',
'spmouag', 'ypoBeHn', 'DoyBuHHESR', '-', 'ceManTHuscEKML', 'mpeacTaBdexme", ', ', 'M', 'MeXTASHKOBEIL', 'COOTEET
cTEMe', '.', 'KOHKDEeTHHN', 'JMHETEMCTMYEecCKMI', 'mOpousccop', ',', 'KoTopem', 'BeTe', 'masaTe', 'Ha', 'ocHOEa',

after removing tokens which do not have at least 1 alphabetical character and are not sentence delimiters:

['.', 'sammosesme', 's', 'memmsit', 'pabera’, 'mpemcTandsTs', 'emm', 'cosmemwe', W', 'pasmaTHe’, 'IMETEO-CEMAHTHESCKGE'
‘mpeacrasassue', 's', 'usTennexTyamemdt', 'wajopMauonmsst', 'cucwema', 'paspaSamsmaws', 'ma', 'ocsosa', 'aamapar', 'pacmm
puTs', 'cemarmmecwmnt', 'cews', '.', 'oBecmewwsaTs', 'Mommisi', 'wsoBpaswremessdi', 'sosmoxsocTs', 'mis', 'omucamme', 'secs

, 'yposess', 'ecrecTsemmdt', 'mmmx', 'swmouas', 'yposess', 'muyEwmmi', 'cemarmidecioni', 'mpencTasmemwe', 'u', 'MewnAIEK

osedt', 'coorsercTEme', '.', 'KomxpeTHmi', '/METEMcTMueckMit', 'mpousccop', 'xoropwsi', 'Buwrs', 'masaTs', 'wa', 'ocmoma', 's

Fig. 3. Preprocessing the corpus; tokenization, lemmatization, filtering punctuation, and filtering
non-Cyrillic tokens.
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Bigrams and trigrams are added to the document tokens through the Gensim collocation
detection class®®. Bigrams that appear at least three times in a document are considered,
as well as all trigrams. Stop words do not contribute to the word count of n-grams;
bigrams and trigrams which contain a stop word have more than the expected amount
of tokens. Then, numbers and tokens shorter than three characters or longer than 100
characters are removed. This filters out punctuation and any unusually long tokens. Fig.
4 shows the result after these steps. Finally, all stop words are removed from the corpus
and the list of paragraph tokens is flattened out into a list of document tokens. At the
end of preprocessing, each document in the corpus is represented as a list of candidate
keyphrase tokens. Fig. 5 is the state of one document from the corpus after prepro-
cessing. The preprocessed text for articles from each year are saved into a binary pickle
format, allowing Python to load the text as input for the following step. It is noted that
some PDF files are in an unknown format, which causes the pdftotext tool to extract
malformed text. While it would be best to remove documents with malformed text or
perform OCR to correctly extract the text, this paper removes only malformed tokens
and keeps valid tokens. Fig. 6 shows the input and output after preprocessing two sen-
tences with malformed text.

After adding bigrams and trigrams:

['sawmodenme', 'B', 'maHuedr', 'paCoTa'’, 'mpeicTasnATe', 'omHT', 'cosmanue', 'u', 'passuTHue’, 'IMHIBO-CEMaHTWYECKMHA

', 'mpemcraeieHue', 'B', "MHTEIUIEKTYaJIbEEI', 'MHQOPMAaLMOHHEDT', 'cHcTema', 'paspabaTmBaTh', 'Ha', 'ocHoBa', 'amnapar
', 'pacmmpuTh', 'ceMaHTMYecCKMit', 'ceTn']

['obecneunsaTs ', "MOmHBIL', 'MsSOOpasSUTENBHEN', 'BOSMORHOCTL', 'Ona', 'omucanme', 'Bech', 'ypoBeHb', 'eCTECTBEHHHH A3
BK', 'BUOUag', 'ypoBeHb', 'TUIyOMHHEDR', 'ceMaHTHMYecKwii', 'mnpemcTaBieHuMe', 'u', 'MEXBASHKOBEN', 'cooTBeTCTBHME']

Bfter filtering short tokens, long tokens, and stop words:

['maHHeWi', 'mpencTaBiATe', 'omwT', 'cosmamme', 'DassuTME’, 'IMHTBO-CEMAHTMYECKMI', 'NpeNcTaBieHne', 'MHTEIUIEKTYallbH
Eni', 'MEQOpMAIMOHHENL', 'paspabaTwBaTh', 'OCHOBA', 'ammapaT', 'pacmMpHTh', 'ceMaHTMYecCKWit', 'ceTh']

['oBecneuuBaTs ', 'MOMHENE', 'MSOOpaSUTENBHBNL', 'BOSMORHOCTB', 'omucaHwe', 'ypoBeHb', 'eCTEeCTBEHHBI fASHK', 'BriOUAA',
'ypoBeHb', 'MIYCMHHENL', 'ceMmaHTMYeckwii', 'IpencTasneHMe', 'MeXBASHKOEBEIL', 'cooTBeTcTBME']

Fig. 4. Preprocessing the corpus; adding ngrams and removing stop words.

Final preprocessed text:

['nmanHent', 'OpencraBnATh', 'omeT', 'cospanue’, 'paseuTHMe’, 'NMHIBO-CEMaHTMYECKMIt', 'NpencTableHue', 'MHTEINEKTYalb
HED', 'MHQOpMalUMOHHEDT', 'paspabaTHBaTe', 'oOcHOBa', 'amnapat', 'pacmMpnTh', 'ceManTMYeckwuit', 'ceTr', 'ofecneumsaTh',
"MOmEEDE' , 'us0OpasUTENbHEEE', 'BOSMOERHOCTR', 'omucaHMe', 'ypoBeHb', 'eCTecTBeHHBM ASHK', 'Bipdasa', 'yposeHe', 'Tury®

MHHEIL', 'CEMAHTHMYeCKMit', 'OpencTraBleHue', 'MEWBASHKOBENL', 'COOTBETCTEMe', 'KOHKpPETHEN', 'JIMHIBMCTMYECKMHA', 'mOpolecc

Fig. 5. Preprocessing the corpus; final preprocessed text.

4. JarnmueHMEe

NMpepnaracsMeEid MeTOX NO3BONAST B eiMHooBpasHOM QOpMEe ONMCHEATE=
ITMMONOIMD IMPOKOTO MHOEESCTEZ CJOE Da3JMYHHX HIHKOE C IOMOMBER=
OTHeNBHHX MHPODMALMOHHEX MONyJIeR=-=MHOTOKDATHD MCIONL3YEMHX=
mafnoHos.=lpM 53ToM yoTpasdeTcs OyEJMpoBanve XpaHMMol uubopmMainmI=
COXpamaeTcd BEPOATHOCT: BOSHMEKHOBSHMA ommBoxI=a JJIA MCOpasieHMs=
SaMeueHHEX OomMEOX OOCTATOMHO OOHOKPATHOTO DPefarKTMpoEaxMA mabmoxa=-—=
WCnpaelesHad MEQOpPMALMA aBTOMATWHECKM NOABNASTCA EQ BCEX CTaTbAxl=roe=
sroT mafnoH MonodnIyeTcH.==

', 'BOSMORHOCTE', 'NMOMEH¥aThLCA', 'COOTHETCTEYOIM', 'MPEemNaraTe MeTON', 'MOSBONATL', 'emMHOOOpASHLN', '3TUMOIOTMA
', 'mMporuMit', 'MHOXECTBO', 'pasSIMYHEDL', 'S3mK', 'OTHENbHENL', 'MHQOPMALMOHHENL', 'yCTpaHATH', 'OyGimpoBaHMe', 'xpa
HUTBL', 'COKpamAaThCA', 'BEePOATHOCTE', 'BOSHMKHOBEHMe', 'ZaMeTHTh', 'omMOKa', 'HOCTATOYHO', 'ONHOKpaTHENL', 'DEXaxT
uposaHMe', 'MCOpaBUTE', 'MHEPopMauMa', 'aBToMAaTMYeckM', 'HOABIATBECA']

15 https://radimrehurek.com/gensim/models/phrases.html
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Fig. 6. Preprocessing the corpus; poorly parsed .pdf file.

4.3  Hyperparameter Optimization

After preprocessing the corpus, topic modeling may be conducted to discover the latent
topics of the corpus and the candidate keyphrases which characterize each topic. To
select the best topics, there are a few hyperparameters which should be optimized, as
these parameters have a dramatic impact on the quality of the LDA modes. LDA models
are trained on the entire corpus using varying hyperparameter combinations to find the
optimal hyperparameter values. The resulting LDA models are evaluated based on the
log perplexity and Cv coherence scores calculated by the Gensim library. LDA models
with a better perplexity have log perplexity scores that are closer to zero. This indicates
that the topics learned by these models are more representative of the entire corpus,
rather than a few documents in the corpus. Models with a higher Cv coherence score
indicate a better coherence. Better coherence scores correlate with generating candidate
keyphrases that characterize the topics in a manner that is most conducive to human
interpretation.

The first hyperparameter to optimize is num_topics, the number of latent topics for
the LDA model to learn. A larger number of topics allows for the discovery of more
topics which are likely more specific, but too many topics may produce results which
are less interpretable for humans. Perplexity is often used for the optimization of
num_topics, but perplexity may be considered alongside the Cv coherence score to get
a different perspective for judging the semantic quality of the keyphrases which char-
acterize each latent topic. A fixed value of 0.75 for no_above and 1.0 for no_below was
arbitrarily chosen in order to focus on the impact of varying num_topics. As seen in
Fig. 7, the perplexity decreases at a steady rate of about 0.2 as num_topics increases
from six to nine topics before rapidly decreasing. This suggests that the optimal
num_topics falls somewhere under nine latent topics. The coherence scores sharply
drop between num_topics of five and six, which suggests that the optimal num_topics
is five latent topics. In Fig. 8, three of the topics generated from nine num_topics are
identical. This topic, which is also present for 6 num_topics, contains a rare, outdated
keyphrase, “peueBatp,” and a phrase fragment that is a very unlikely keyphrase. As a
result, it is difficult to understand how each of the keyphrases are related. The third
topic for five num_topics also has some suspicious keyphrases, but the coherence scores
suggest that these keyphrases are more correlated than the keyphrases for the other
topic. Therefore, this paper uses five num_topics as the optimal number of latent topics.
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Cv Coherence for LDA w/ Varying num_topics
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Fig. 7. Optimization for num_topics; no_above=0.75 and no_below=1; average of 3 repetitions.

Topic # Top keywords
1 33[1aya, KaYecTeo, Yncno, MHHopMauKra, pasmeTka

2 Knay3aa, afkl, IMEHHOM, aHTEUROEHT, Npegnaor

3 rnaogd, Ncp, Hapey, Npeanor ¢ BUHYTA NYHKT, 0003HaYeHne ncp

4 BEK, YCTHbIﬁ, pennuka, JJ,HCKYpCHEHbIﬁ, KOMMYHWUEaUWA

5 BHIDAXATE, OTPULAHWE, CEMAHTHKA, CEMAHTHUECKMIA, COURTAHNE
Topic # Top keywords
1 [ANCKYPCUBHGI, PENVKa, CODECEAHNK, YCTHBIIA, KOMMYHUKILMA

2 330343, MHDOPMALNA, PA3METKE, UCNONLI0BAHHE, METOO

3 NPOCTYNOK, PEYERATH, N ThCA, M il A3bIK, PUBOMNTL K TO 4T0 CTYAEHT
4 BLID3XATh, CEMAHTHKE, CEMaHTNYECKWI, CobLTve, BeopHLI

5 CHHTAKCHYBCKUA, CTATh R, NOKA3LIEATh, 0KA3bIBATHCA, PasHLIR

6 napameTp, 3anpoc, 0TNHYATLEA, AOKYMEHT, BpEMEHHBI

Topic # Top keywords
1 BHID@XaTk, Pa3Helil, CODLITHE, YKaILIEaTE, EANHILE

2 NPOCTYNOK, peuesars, ThCA, NPen i A3LIK, NPHBOMMTL K TO UTO CTYAEHT
3 OTPULIHNE, CEMAHTUYECKWI, WHTEPNIDETALNA, NDEMMKAT, KOHHEKTOP

4 MPOCTYNOK, PEYEBaTh, NPE0GPasTLCA, NPENONaBaHNEe MHOCTRaHHEI A3LIK, NDHEONTE K TO YTO CTYIEHT
5 UHCNO, NPUAHAK, KAYECTBO, OLIEHKA, NOKA3LIBATE

6 pa3meTka, MHHopMALA, CBA3L, NOMCK, 330aua

v MPOCTYNOK, peyesars, TeCA, Npen i A3LIK, NPHBOMMTL K TO HTO CTYAEHT
) i, TOMALATE, C i, i, Tp i

9 NapameTp, 3anpoc, oTMMYATECA, NPOCOAMYECKAR, NOAKOPNYC

Fig. 8. Candidate keyphrases for num_topics of 5, 6, and 9; highest coherence of 3 repetitions.
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Hyperparameter optimization for LDA is usually limited to num_topics, but the Gensim
library exposes two dictionary-related hyperparameters that can be used for frequency
thresholding, no_below and no_above. The first hyperparameter sets a lower limit on
the minimum number documents in which a candidate keyphrase must appear, while
the second hyperparameter establishes an upper bound on the maximum percentage of
documents in which a candidate may appear. Fig. 9 displays the coherence and per-
plexity values for varying combinations of no_below and no_above with five num_top-
ics. Additionally, the candidate keyphrases generated by the three models with the high-
est coherence for each value of no_below is displayed in Fig. 10Fig. 10.

Although the coherence score for a no_below value of 1 is the highest on multiple
instances, the perplexity is consistently significantly worse compared to the other
no_below values. The perplexity for no_below values of 2 and 3 are similar, with the
no_below value of 3 performing better, but the coherence scores for the no_below value
of 2 are generally higher. A look at the candidate keyphrases generated by these models
shows that the keyphrases generated for the first topic for the no_below value of 1 con-
tain non-existent words and a fragment of a sentence that is very unlikely to be a
keyphrase. Given the lower perplexity for the no_below value of 1 and the unusually
high coherence for the no_above value of 0.8, these candidate keyphrases are likely
very rare terms that frequently occur in a single document. This noise is not present in
the keyphrases generated by the other models, which suggests that the optimal no_be-
low and no_above combination for this corpus is the combination of a no_below value
of 2 and a no_above value of 0.75.

Cv Coherence with varying no_below and no_above Perplexity with varying no_below and no_above

— no_below=1 05488 B
0541 == no_below=2 J— N
- no_below=3 _BE e =

agas5-==""""""

Perplexity
L

06 065 07 075 08 06 065 07 075 X
no_abave no_above

Fig. 9. Optimization for no_above and no_below; num_topics=5, averaged over 3 repetitions.
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Topics for num topics=5; no_below=1; no_sbove=0.8

Topic
p# Top keywords
01 rmaog, ncp, Hapey, 0603HAYSHUE NCP, NPESAMNON C BUHYTA MYHKT,
MECTUHCKHA, nen
12 IHaYEHHE, NPUMED, BEIPAKATL, OTPHLAHNE, CEMaHTHKa, COOLITHE,
BEOQHLIA
2 3 nayaa, QUKTOp, Npac i, CTpOKa, b, 3aMNUCk,
aKLEHT
34 THN, NPUMER, 3HAYEHNE, PEIYNBTAT, CEMAHTUYECKIA, NPHAHaK, Knact
4 5 paameTka, Pe3yNETaT, MeTof, 337343, MOMCK, 33N pac, anropuTh
Topics for num topics=5; no_below=2; no_above=0.75
TDW; Top keywords
01 0GWyi, NOKAILIEATE, PA3HLI, NPHECOMTS, EQMHILA, YHCNO, BLIDAXKATE
12 Nayaa, 3anuCk, AVKTOP, NPOCOMWYECKHI, CTPOKE, AKUEHT, He33BEPUIEHHOCTE
2 3 pa3amMeTka, MeToq, 33[aua, NoWCcK, MHEopMauna, 3anpoc, 03sa
3 4 BEK, PENNHKA, COGECEOHIK, ANCKYPCHEHBIA, CODLITME, aKT, aupecar
45 CEMAHTHYECKHIT, CEMaHTHKA, OTPHUEHNE, KNAcE, NPEVKaT, CoNeTaHne,
ofo3Hayats
Topics for num_tepics=5; no_belew=3; no_above=0.T
T°“‘; Top keywords
01 DPa3MeTKa, YACNO, NPU3HAK, CTRYKTYPA, CTATLA, NOKA3LIESTh, NPABUND
12 OMKTOP, NP KHI, 3KUEHT, i, i, pema,
HE33BEPIEHHOCTE
23 METOf, 3aNPOC, NOWCK, PECYPC, MHBOPMALWUA, NONL30BATENb, 337343
34 , CEMaHTHUECKIH, , , COUETaHNe, 0003HaETE,
WHTENPETALNA
45 BEO[HEIN, COBLITE, YKAILIBATE, 0TMEYATh, COBECEMHUK, BEK, XapaKTapHbIii

Fig. 10. Candidate keyphrases for the no_below and no_above combinations: (1, 0.8), (2, 0.75),
and (3, 0.7).

4.4  Topic Modeling and Candidate Ranking

Once the optimal hyperparameter values have been determined, LDA can be run on
various sub-corpora to extract and rank candidate keyphrases from the Dialogue papers.
Separate LDA models are trained on articles from each year and then on the entire
corpus. For analysis of the topics generated from this model, the top seven tokens as-
sociated with each latent topic is displayed, as well as the four documents that are most
related to these topics. After training the LDA models, the pyLDAvis tool is used to
interactively visualize the topics and associated candidate keyphrases. For analysis, A
is set to 0.6 to rank candidates by human-interpretability, and O to rank candidates by
lift. For the final set of extracted keyphrases, the top five keyphrases with 1 set to 0.6
are displayed to describe the topics, and the top ten keyphrases with 1 set to 0 are dis-
played as the salient keyphrases for the corpus. The pyLDAvis tool also calculates the
marginal topic distribution of each topic, which gives an idea of how large or general a
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topic is; topics with a smaller marginal topic distribution are representative of a smaller
percentage of total tokens in the corpus.

45  Post-Processing

After the completion of automatic keyphrase extraction, an analysis of the results may
call for iterating back to the preprocessing step to further optimize the quality of
keyphrases. The stop word list is a language-dependent and domain-dependent list of
words that are frequent to the corpus but are not desirable keyphrases. For automatic
keyphrase extraction with LDA, it can be beneficial to add dominating keyphrases to
the stop word list if these keyphrases commonly reappear in all topics and are ranked
highly. For example, it is expected that linguistic terms are extracted from the Dialogue
corpus, but certain linguistic terms, scholarly terms and abbreviations may not be par-
ticularly interesting keyphrases, for example: “Bo-nepBbix [=first],” “rabmuua [=ta-
ble],” and “nexcema [=lexeme].” The process of determining whether a term should be
added as a stop word is a subjective process that depends on the goals of the research.

The values of the hyperparameters for Gensim and pyLDAvis may also be modified
in the post-processing step. The num_topics, no_below, no_above, and A hyperparam-
eters control the generality of topics and specificity of keyphrases. Depending on the
goals of the research, these hyperparameters can be modified to extract different kinds
of keyphrases. Modifying the num_topics, no_below, no_above parameters will impact
the topics and candidate keyphrases produced by LDA. Adjusting the A parameter will
rank candidate keyphrases differently and can place more importance on either the lift
or the topic probability of a candidate keyphrase.

5 Results

This section displays the results of automatic keyphrase extraction from the Dialog cor-
pus and sub-corpora. The LDA models were trained with five num_topics, a no_below
value of 2, and a no_above value of 0.75. Then, pyLDAVvis was used to calculate the
marginal topical distribution of the learned topics and to rank candidate keyphrases. A
A value of 0.6 and 0 was used to rank candidate keyphrases both in a way that charac-
terizes the topics in the most human-interpretable manner, and in a way that produces
specific keyphrases. Fig. 11 plots the perplexity and coherence of the topics discovered
for each sub-corpus by year. The coherence score for each year normally ranges from
around 0.33 to 0.4, with an average of approximately 0.3651. Notably, the score for
2013 is unusually high and the score for 2017 is unusually low. The perplexity scores
before 2011 average at around -7.90, while the scores from 2011 and later average at -
7.69.
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Fig. 11. Perplexity and coherence of sub-corpora by year.

For each annual sub-corpus, pyLDAVvis is used to explore the latent topics and gener-
ated keyphrases. Fig. 12 shows the pyLDAuvis visualization for keyphrases from 2006.
The five latent topics are reduced to circles plotted in two dimensions with Principal
Component Analysis (PCA), providing an idea of how similar or different topics are
from one another. The size of a topic circle is proportional to its marginal topic distri-
bution. Next to the PCA visualization is a list of thirty candidate keyphrases for a se-
lected topic. These candidates are ranked by the relevancy score, which can be con-
trolled from sliding 2 to a value from 0 to 1 (inclusive).
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Fig. 12. Visualization of keyphrases for 2006 via pyLDAVvis.

Through pyLDAVvis, the relevancy weight

parameter, 4, can be modified to change the

ranking of keyphrases. A weight value of 0.6 is optimal for ranking keyphrases in a
manner that describes a topic for human interpretation. However, a weight value of 0
ranks keyphrases solely on their lift, thereby generating keyphrases that are most fre-

quent and exclusive to a topic. Although th

e lift metric can be noisy and rank extremely

rare keyphrases highly, the top keywords are more specific. Table 1. displays the
keyphrases generated for an LDA model trained on all Russian-language articles from
the entire Dialogue conference, with a relevancy weight of 0.6 to understand the topic
and a weight of 0 to generate specific keyphrases.

Table 1. Keyphrases and related documents for the entire corpus.

Yr | # % Top 5 Keyphrases (A=0.6) | Top 10 Keyphrases (A = 0)
o OUCKYPCUBHbIW, pennuka, akT, KOMMYHUKa-
ONCKYPCUBHBIW, pennuka, 9
1 9.5 o TUBHbIW, agpecaT, NPOMNo3nLNA, akLeHT,
YCTHBIN, KOMMYHVKaLWs, akT o _
pemMa, UCNbITYeMbIr, UIITOKYTUBHbIN
BblpaxaTb, CEMaHTuKa, OT- BblpaXkaTb, OBWKEHWE, NeTs, Tocka, oTpuua-
2 24 puLaHne, ceMaHTUYECKUI, HWe, TONKOBaHue, yeaxaTb, CPaBHUTb, 3dh-
cobbiTne ekT, utak
OLeHKa, BapuaHT, nokasaTterib, YaCTOTHbIN,
= nokasblBaTb, YACIIO, OLlEHKa,
< {3419 . pasgen, 4acTOTHOCTb, AONyCKaTb, BbICOKO,
pasHblin, BapuaHT
rmnoTesa, KOHHeKTop
3anpoc, obyyeHve, AOKYMEHT, UHTEPHET,
3anpoc, pa3meTka, obyye- . o
4 i 8.6 caWT, BblAaya, aNeKTPOHHbIA, oby4aTb, CeTb,
HWe, JOKYMEHT, NOUCK o
NOWUCKOBbIW
Ter, aHHoTaums, knaccudukaTop, n3snede-
3afava, anroputm, MeToa, M
51 15.9 HWe, TeCTMpoBaHWe, Moaynb, UHTepdeENC,
CBSI3b, NPU3HaK
3KcnepT, atpubyT, rpad
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The marginal topic distributions indicate the specificity of the topics. The unusually
high marginal distribution of topic three suggests that the keyphrases are more repre-
sentative of scholarly language in computational linguistics as a whole rather than a
particular research area. Judging from the top five keyphrases ranked by pyLDAvis
with a relevancy weight of 0.6, the remaining four topics can be roughly described as
discourse and communication, semantics and word sense, IR, and machine learning.
Setting the relevancy weight to 0 allows for extracting specific keyphrases for these
topics. In the second topic, the keyphrase “nets” is a name that is very frequently used
in the examples for a single document. The keyphrase “nrak” is most likely a stop word,
which suggests that additional post processing may need to be done to improve the
performance of the LDA models.

For a deeper analysis of the keyphrases, LDA was induced on documents in each
sub-corpora to estimate the topic distribution of the documents, with the documents
having the highest topic distributions being displayed. Table 2. and Table 3. show the
results of the topics models with unusual coherence and perplexity scores. In contrast
to see how hyperparameters affect keyphrases, Table 4. and Table 5. show the results
of the topic models with the highest coherence scores and perplexity scores that are not
unusual for their relative years. The remaining yearly result data, showing the latent
topics, marginal topic distributions, and top five human-interpretable keyphrases, and
top ten specific keyphrases for each topic, can be found in the appendix.

Table 2. Keyphrases and related documents for 2013.

Yr | # % Top 7 Keyphrases (A = 0.6) B&iﬁgﬁ%i with Top 4 Highest Topic
[2013_>keCTuKynauMOHHbIe-Npo -

BEK, BIDKEHIE, NYLUKIH, aHANU- 69.51], [2013_>keCTuKyNsALMOHHbIE-NPO

1 17 ’ ’ ’ - 65.26], [2013_rpammaTtunyeckuii-crosa

3aTOp, MyroK, aHp, Lieka - 55.49], [2013_anekcaHap-eBreHbeBuY

- 55.48]
[2013_Ttunonornyeckasn-6asa- - 93.63],

4.1 onevarka, TeCTOBbIV, JOKYMEHT, [2013_A0pOXKa-M0-OLEHKe-Ma - 40.95]
KnaccudukaTop [2013_correcting-collocati - 28.68]
o . [2013_pacno3HaBaHune-aBys3bl - 76.33],
YaCTOTHbIV, FpaMMaTU4ECKUI, [2013_KNACCUAMKALIMA-OT3bIBO -
12.2 | METOA, CnoBohopMa, PacrosHa- 72.09]_, [2013_wncnonb3oBaHue-meToaa

NpuU3Hak, onnucaHue, nekcunye-

40.3 | ckui, Teno, xapakTepucTumka, 91.03], [2013_Bu3ayanusauns-aaHHbIX- -
3MEeMEHT, CEMaHTU4YeCckunin 82.16], [2013_cemaHTn4eckue-ponu-u -
78.94]
[2013_BmecTe-unu-pasgensHo - 80.35],
9 aHeknoT, dpasa, agpecart, oen- [2013_HeoTpuuaemble-npeavka -
g 26.4 | cTtBuWe, BblpaxaTb, OTpULaHue, 69.92], [2013_kTO-MLLeT-BCEraa-num-H -

NeHnH

3anpoc, oLmnbka, ucnpasneHve,

BaHue, yKpauHckuin, pacnpege-
nexvie

[2013_6onbLue-eaAnHMLbI-pYCCK -

69.82], [2013_to6unen-n-ronoBLUMHbI-B
- 66.35]

[2013_aBTOMaTMyeckoe-ucnpa - 76.14],
[2013_BnusiHne-pasnuuHbix-tu - 66.03],

- 59.88], [2013_multi-functional-web -
56.33]
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Table 3. Keyphrases and related documents for 2017.

Yr

%

Top 7 Keyphrases (A =0.6)

Documents with Top 4 Highest Topic
Distribution

cthann, npeamkaTue, MONONEKT,

[2017_aBTOMaTu3aums-noctpo - 82.82],
[2017_pycckosasbluHasi-Bonpoc - 32.82],

45 3NEeMEHT, NPOCTPAHCTBEHHbIN,
M [2017_pycckue-npeavkaTuesl- - 25.74],
TEKCTOBLIN, curHan [2017_ruskell-13-oHnaitH-uH - 17.50]
yacToTa. CoBLITHE. THM. UMEH- [2017_kopnyc-keTckux-un-ase - 90.33],
Z P ! ’ . [2017_automatic-generation - 84.68],
25.1 Hgﬁéycmbm, runotesa, Habnio [2017_wHTOHauua-nepeymcneH - 70.32],
A [2017_nagmomatuka-nbsHcTBa- - 65.37]
_ | [2017_semantic-halo-of-a-m - 95.80],
] MPUMED, OTPULIAHNE, CEMAHTHE [2017_tensed-and-non-tense - 84.49],
o 23.1 | ckvid, iKODbl, CEMaHTMKa, KOHHEK- [2017_peBepcusHbii-nepesos- - 70.01]
N _ - - . ’
Top, eqnHnLa [2017_kceHonoka3aTenu-no-4 - 69.49]
[2017_aBTOomaTnyeckoe-onpep, - 99.75],
npusHak, cBsi3b, NpaBuo, Habop, _expanding-hierarchic - 80.96],
15.9 6 2017 ding-hi hic - 80.96
' MeToA, anroputM, napa [2017_koapTuKynsUMOHHbIe-u3 - 59.17],
[2017 _cuHTakcuyeckuit-napce - 52.93]
o [2017_lingcorpora-co3nanue - 99.68],
PASNMAHEIN, MCTIONbIOBARNS, [2017_aBTomaTnieckoe-onpe - 99.66],
31.4 | npoBOAUTL, NOKa3bIBaTb, KONMUYe- [2017_ruskell-13-oHnaiiH-uk - 82.26]
CTBO, CBS3bIBaTb, OKa3bIBaTbCS [2017_aHaﬂI/I3-MeTO,E|,OB-KJ'IaCT - 76.43]
Table 4. Keyphrases and related documents for 2008.
Yr % Top 7 Keyphrases (A = 0.6) g&iﬂgﬁ?&i with Top 4 Highest Topic
[2008_apudmeTunka-oT-aHaeke - 78.72],
naysa, nageHue, akUueHTHbIV [2008_6a3a-aaHHbIX-MHTOHaum - 52.79],
8.3 cxema, NogbeM, akLeHT, npeau- [2008_uHTOHaUWA-He3aBEPLLEH -
Kauus, 3anucb, TOH 50.35], [2008_cnocobbl-B3anmoaencTs
- 46.63]
arenT, hpasa, COCTOsHME, KNa- [2008_rnaronbi-norpyxexusi-c - 62.15],
’ ’ ’ : [2008_penkcuc-s-otcyTeTBme - 54.84],
11.9 ﬁihi@piﬁf’ SEOTOKO“’ npvAa [2008_pomaiuHue-cnosa-s-acn - 53.17],
’ u [2008_onbIT-BbIGOpOYHOrO-Nog - 47.02]
o o 2008_BapuaHTHOCTb-B-pycck - 61.24],
© YCTHBIIA, AANeKTHbIM, B3anMo- {2008_SBCF))HIOLM$I—d)OpMPgequO ) ]
I 11 geg.\c,.z.ﬁ. |7F|) aj(:zwiz:f(;ba’o%o' 53.44]_, [2008_Beb-npocTpaHCTBO-U-M -
p ’ P. ’ 40.14], [2008_TeKCTOBbIN-AManNeKkTono -
BapuaHT -
P 38.44]
3a1aya, UHBHOPMALVS, CrIOBOCO- [2008_komnnekcHas-TexHoror - 99.38],
48 qeﬂaHmé MeTop ci |‘(T a [2008_nopTan-3HaHuii-no-kom - 98.43],
onpe eJ'I’ﬂTb cs;lsbpgxe{nz ’ [2008_ocobeHHOCTU-M3BNEYEH - 93.23],
peA ’ ’ [2008_knaccudmkaumoHHas-cx - 92.69]
HOBEAECHME. SMOLIMOHANBHbI [2008_6naropoaHblii-HanBHO-A - 91.21],
20.8 | Be SceMéHTngcmﬁ cemat- [2008_vnes-oproumenrocT-s - 70.14],
. thlg paHbIl, Teno, Tonkopakme | 2008 _KOHCTPYKUMA-C-TBOPMT - 67.84],
P ' ’ [2008_si-He-6bin-meHs-He-6bIn - 66.63]
Table 5. Keyphrases and related documents for 2020.
vr % Top 7 Keyphrases (A = 0.6) Documents with Top 4 Highest

Topic Distribution
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[2019_driving-us-crazy-wit - 79.69],

BOMPOCUTENbBHbIA, MO3ULUS, KOC-
P " [2019_kopnycHas-rpammatuka -

BEHHbIN, NPeanonioxeHne, corna-

1: 171 COBAHME. MHTEDNDETALIAS, MMEH- 60.84], [2019_pragmatics-in-the-in -
oW ’ pnpeTaums, 56.12], [2019_cnoB0o-3T0-B-4aCTHOM- -
54.88]
o [2019_cemaHTnyeckune-TunbI-n -
VMNANKATypa, ACKypeuBHBI, OT- 38.67], [2019_pycckoe-uTo-To-KaK-A -
2! 55 rgg‘lft' Z?.iﬁé”ﬁfﬁf:ﬁ'}ﬁi’ 35.90], [2019_some-features-of-the -
et pen - nap 35.01], [2019_derivative-meanings- -
33.13]
o [2019 _adding-to-the-treasu - 99.92],
g MPUMEP, SHA4EHME, NIPAXOAUTD, [2019_conceptualization-of - 99.91],
~ |31 39.3 | dbakT, BCTpevaTbCH, NPUBOAUTD,

[2019_news-headline-genera - 99.07],
[2019_headline-generation- - 98.94]
[2019_evolution-of-dialect - 88.98],
[2019_an-interactive-dicti - 87.88],
[2019_named-entites-in-cyb - 84.67],
[2019 analysis-of-prosodic - 79.03]
[2019_camowncnpaBneHus-roso -
Koppekuus, CTpoKa, MOHOrIor, ne- 62.90], [2019_unified-multichannel -

ycrnoswve

pa3smeTka, pesynbTar, 3agava, ka-
4 | 28.6 | 4ecTBO, CYLLIHOCTb, AaHHbIN, NOKa-
3blBaTh

51 95 peckasuuk, QUCKypc, pparMeHT, 43.91], [2019_npocoausa-n-rpammaTtink
KOMMeHTaTop - 36.17], [2019_nowck-B-MynbTUKa-
Hanb - 30.96]

6 Discussion

The coherence and perplexity scores of the sub-corpora shown in Fig. 11 give insight
into the quality of topics and keyphrases that are extracted. The first two years of the
conference have an unusually low perplexity compared to the following few years. This
suggests that the research field of the Dialog conference broadened in the third year,
which is not unusual for a conference as it becomes more popular and established over
time. The lower average perplexity scores since 2011 reflect the sharp drop in the num-
ber of Russian-language articles in the Dialogue conference since that time. The reduc-
tion in corpus size and steady lowering of perplexity since 2011 indicates that the re-
search space of Russian-language articles for this conference is becoming increasingly
narrower in recent times. Although hyperparameter optimization is done for the entire
Dialogue corpus in this paper, the differences in sub-corpora size and perplexity indi-
cates that it may be better to optimize hyperparameters separately for documents before
2011 and since 2011.

The coherence for 2013 is unusually high but the perplexity is unusually low, which
suggest that the keyphrases for this sub-corpus are from a very small amount of docu-
ments. 2017 has a normal perplexity, but the coherence is unusually low, signaling that
the learned topics are difficult to interpret from the associated keyphrases. 2020 has an
unusually low perplexity, but it has the second highest coherence, which means that the
topics may be easy to interpret, but the diversity of topics is much lower than in previ-
ous years. The models for 2008 and 2019 have perplexity scores that are close to the
average for their time periods, and they have the highest coherence which falls under
the expected range.
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Table 2. displays the keyphrases from 2013. The LDA model trained on this sub-
corpus had an unusually high coherence and an unusually low perplexity. This is re-
flected in the keyphrases generated for the first and third topics. While “Bex [=cen-
tury]”, “nmBmkenue [=movement]”, “ananuzarop [=analyzer]”, “mymrkun [=pushkin]”,
and “xanp [=genre]” are keyphrases that may suggest that the topic describes genre
analysis over time, it is not immediately clear how the keyphrases describing body
parts, “nymnok [=bellybutton]” and “meka [=neck],” are related. When looking at the
documents with the top highest topic distributions, two of the documents with the high-
est topic distribution have expanded versions included in the sub-corpus, which artifi-
cially raises the rankings of their keyphrases. While it may seem that the keyphrase
“meka” may originate from the top two documents, which involve gestures in Russian,
it’s very unlikely that “mynox” also comes from these documents. In fact, the top two
documents are not the sources for either of these two keyphrases, rather the keyphrases
are extremely rare and likely receive a higher rating due to their lift. “nyuxun only
appears once in an example in the third highest document, while “mymox” and “mexa”
appear only once and twice in examples in the fifth highest document. As for the third
topic, the seemingly random keyphrase “nenuu [=lenin]” is frequently used in the
fourth highest document, which analyzes anniversaries in Russian jokes.

Table 3. displays the keyphrases from 2017. This model has a normal perplexity,
but the coherence is unusually low. The first topic has a relatively small marginal dis-
tribution and it is difficult to understand the underlying concept that is characterized by
the keyphrases. Each keyphrase appears very frequently in only two of the highest doc-
uments, forming a chain that narrowly links the documents together. For example, the
first keyphrase appears frequently in the first and second document, while the second
keyphrase appears frequently in the third and fourth document, and the third keyphrase
is frequent only in the third document.

Table 4. and Table 5. display the keyphrases for 2008 and 2019. The topics with the
highest marginal topic distributions generate keyphrases that may be common in a
scholarly text but are not as specific as the keyphrases generated for topics with the
smallest marginal distributions. For example, “3amaua [=task],” “nudopmanus [=infor-
mation],” and “cioBocoueranue [collocation]” are very common computer science and
linguistics terms and are generated from a topic with nearly half of the marginal distri-
bution for 2008, whereas “maysa [=pause],” “nagenune [=falling],” and “axienTtHbIit
cxema [=accent paradigm]” are generated from a topic with a relatively small marginal
distribution, but are more specific to a certain research area in linguistics.

The extracted keyphrases from the yearly sub-corpora and entire Dialogue corpus
give insight into some of the research areas and salient keyphrases used in Russian
computational linguistics. Due to the sequential nature of the methods, the quality of
earlier steps in the pipeline have an impact on the later steps; it is a snowball effect that
can greatly impact the overall quality of automatic keyphrase extraction. This snowball
effect is present in this paper due to limited access to state-of-the-art techniques for text
extraction from scholarly PDFs and keyphrase extraction implementations adapted to-
wards Russian-language text. Some errors throughout the methods have impacted the
overall quality of the topics learned by LDA and the keyphrases which characterize
these topics.



24

The first error comes from the extraction of text from PDFs with the pdftotext tool.
The tool was unable to successfully extract the text for a small amount of articles, re-
sulting in the malformed text seen in Fig. 6. Furthermore, the pdftotext tool extracted
all body text from the page and joined together words that were split from end-of-line
hyphenation, but it included text from tables, in-text examples, figures, and sometimes
footnotes. In some articles, the footnotes did not appear in the footer of the article, but
rather in the body paragraph with a demarcation line to signify that the section was not
part of the body text. This led to unpredictable behavior, with text sometimes disap-
pearing or appearing in the wrong order. Additionally, the pdftotext tool failed to re-
move footnote numbers from the end of words in the body paragraph. Other than this,
end-of-line hyphenation was sometimes not removed at page breaks. While this paper
attempts to remove these split words entirely, removal of words may have negative
ramifications for morphological normalization of the sentence as a whole. Layout-
aware PDF text extraction tools and OCR can be used to improve the quality of text
extracted from the articles, as well as filter out irrelevant sections.

The next error occurs from the language misclassification from the langid library
and can be mitigated by improving the PDF text extraction. Articles which contain a
significant number of Russian words in the examples are mistakenly classified as Rus-
sian articles, even if the main text is in English. This may be because English occurring
in Russian text is more probable than the reverse. This means that the presence of a
significant amount of Russian may lead to a misclassification, but it is not clear pre-
cisely how sensitive the tool is to the presence of Russian in English text. This is par-
ticularly significant for international conferences such as Dialogue because many of the
papers published since 2011 include an abstract and title page written in both Russian
and English. This paper filters out any English tokens, but the inclusion of misclassified
articles has an impact on the word frequency and document frequency of all keyphrase
tokens.

Improper lemmatization causes some errors as well. The preprocessing methods pro-
vided by the WebVectores paper incorrectly attempt to lemmatize abbreviated words
and acronyms. This results in keyphrase tokens which include words that do not exist
in Russian. For example “puc.” and “sumekc.HoBoctH” turned into “pmcsua” and
“aunexcsya HoBoctw,” and the abbreviation for Hayuonanwuwiii kopnyc pyccxozo
azvika HKPSI was lemmatized as “uxps.” Nevertheless, the methods did not appear to
lemmatize all novel keywords for a research community, which results in the candidate
keyphrases ‘mmrumnkarypa’ and ‘wmrumnkaryp’, and ‘camoucrmpasnenue’ and
‘CaMONCTIPaBICHUS .

During candidate keyphrase ranking with pyLDAvia, there is no redundancy control
for keyphrases. This means that unigrams which appear in higher-ranking multi-word
keyphrases are not removed. For example, the lower ranking keyphrase
“nucKypcuBHBIN” is not removed, even though it appears in the higher ranking
keyphrases “anemeHTapHBII AUCKYypCUBHBIN ennHUIa” and “AUCKypCHBHBIN Mapkep.”
Also, there is no control of the appearance of identical Russian keyphrases in varying
POS inflectional forms. For instance, it is not uncommon to see nouns alongside de-
rived adjectives, such as “camoucnpasrnenue” with “camowmcnpasnenuii,” and
“cemanTHka” with “cemanTHUYECKUN.”
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Finally, this paper takes a topic-modeling based approach to the automatic extraction
of keyphrases. Although LDA models are used in sophisticated topic-clustering ap-
proaches which include graph-based ranking techniques, topic modeling alone is not
representative of state-of-the-art keyphrase extraction approaches. Most of the open
source and free Python implementations for automatic keyphrase extraction are adapted
towards English-language text, thereby limiting the convenience of rapid prototyping
automatic keyphrase from Russian-language text.

7 Conclusion

Although the preprocessing step of this paper contains a number of errors, the results
generated in the keyphrase ranking step are still useful. Depending on the goals of the
research, the optimization of hyperparameters can be manipulated to include more spe-
cific or more general keyphrases. Furthermore, the marginal distribution of the topics
generated by a topic modeler used to judge whether a topic is more specific to a partic-
ular research area or to the research community as a whole.

While this paper used limited methods for preprocessing Russian scholarly text and
automatically extracting keyphrases, it serves as a proof of concept for applying sim-
plistic topic modeling techniques to explore the salient technical terms used in a re-
search community. To improve the results of this paper, more sophisticated methods
should be introduced into the pipeline. For improving the quality of text extracted from
PDFs and removing irrelevant text from examples and tables, layout-aware text extrac-
tion software, such as such as LA-PDFText'®, may be used. Better morphological nor-
malization techniques, redundancy control mechanisms, and additional post-processing
can be used to improve the quality of the candidate keyphrases. More sophisticated
topic-clustering techniques which use LDA can be used to improve the ranking of can-
didate keyphrases, but there is also active research into the usage of neural networks
and deep learning for better automatic keyphrase extraction [18], [20], [21].

In this paper, an LDA and pyLDAVvis based topic-clustering approach to automatic
keyphrase extraction was used to discover the salient keyphrases used in the largest
Russian computational linguistics and Russian NLP conference, Dialogue. The results
show that the keyphrases in this conference generally fall under four latent topics, dis-
course and communication, semantics and word sense, IR, and machine learning. Top-
ics with high marginal distributions may be representative of the technical terminology
of the Dialog conference as a whole, rather than a particular research area. Furthermore,
manipulation of the hyperparameters can have an impact on the specificity of the
keyphrases generated, but highly specific terms may distract from the accuracy of the
results. More sophisticated techniques can be used in various steps of the pipeline in
order to generate higher quality keyphrases. The task of automatic keyphrase extraction
remains an active area of research and improvements in these approaches can be useful
for aspiring researchers to explore the research areas and technical terminology of a
research community.

16 https://github.com/BMKEG/lapdftext
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%

Top 5 Keyphrases (A=
0.6)

Top 10 Keyphrases (A =0)

CBA3b, KOMMOHEHT, TOYKa

HanpasJieHue, KOMNbTep, Luenoe, socnpuatue,

MaHTUKa, npegukaTt, pas-
nnyaTb

32.7 | 3peHue, CBA3bIBATb, OTME- MHOPMALMOHHBIN, YNCITOBOW, COBOCOYETa-
yaTb Hue, HabnogeHve, MHTepPHeT, TpeboBaHme
obLieHne, feicTBre, cped- = MavMoma, ykasaTenbHbli, cobeceaHuk, napTHep,

7.9 | HWW, yKasaTenbHbI, nam- NOAPOCTOK, A06PLIN, paHLy3CKni A3biK, pede-
oma peHT, BbIbpaTb, CeEMbs

° npaBuno, NOHATHE, BO3- NOHMMaHne, CrioBoOpPM, CUHTES, MOHATUE, OT-
§ 26.4 | MOXHOCTb, OCHOBA, CTPYK- BET, 3aKOH, andasuT, NMHIBUCTMKA, CyLLe-
Typa CTBEHHO, onepauus
y3en, rpaHvua, cumBon, rpaHvua, CUMBON, y3en, COKpaLleHve, cTaTtbs,

18.8 | CMHTaKCUYeCKWi, cokpalle- | 06pa3oBbiBaTb, ECTECTBEHHbIN S3bIK, 3aMMChb,
Hue CroBapHbIN CTaTbsl, NEPEBOAUTD
3HaveHve, KaTeropus, Ba- BaneHTHOCTb, Habntoaartens, beper, 3anonHsTb,

142 | NEHTHOCTb, CEMaHTn4e- KBaHTOP, Nokanu3auusi, CeMaHTUYEeCKUI y3en,
CKUi, NnpeameT 3anperT, HCB, pedpnekcus

[OKYMEHT, anroputmM, Knactep, yaapeHuve, cne-

182 | AOKYMEHT, anroputm, me- LManusnpoBaHHbIf, Nony4yeHne, naket, pacno-

TOA, NMouck, aTtan 3HaBaHue, (POHETUYECKNI, SNEKTPOHHBIN 61b-
nvoTeka
BepbanbHbIiA, YCTHBINA, He- BepbanbHbIi, YCTHBIN, HEBEPOAnbHbINA, CNOH-
9.9 | BepbanbHbIN, CMOHTaHHbIW, | TaHHbIN, CEMNbKYNCKWN, ANCKYPC, BO3AENCTBUE,
CEenbKyMCKUI KOMMYHWKaUWs, peknamMa, nagHo
g namnoma, TakCcoH, cTpax, amMmouusi, metacdopuye-
Q g5 | 138YPYC, NANOMA, TAKCOH, CKMWI, MONUTUYECKUI, LLEPKOBb, CEMbSI, YAMBME-
cTpax, amouusi ~
Hue, nepudepust TaKCOHbI
aHeKkaoT, CYeTHbIN, Hec, 06o3HavaTb, Yncnu-
3HaveHue, obo3HavaTb, N

20.7 . TenbHbIW, YNEH, CXOACTBO, COBOTPETb, UTaK, Ba-

pasHbIv, TUM, UCKITIOYEHVE
NEHTHOCTb
NOHsITVE, 3HaHWe, onuca- NOHATHE, CTpaTerus, NpeAMeTHbIN 0bnacTb, OH-

426 | HWe, CTPYKTypa, UCNOMb30- | TONOrUsi, 3HaHNe, CerMeHT, MOAENMPOBaHve, M-

BaHue noTesa, fekcuka, pecypc
[OKYMEHT, Te3aypyc, NMCbMO, CMINCOK, NPo-

37.3 | AOKYMENT, 3afaua, UH¢hop- rp::/nma, omMGKZ%GBeM, TpaHCKpmnuM: dnek-

MaLusi, N03BONATb, OCHOBA
cus, cooblieHne
NnoHATHe, 3HaHue, Bep- BepbanbHbIi, OHTONorns, rpadunyecknn, n3ob-
17.2 | GanbHbIA, rpacU4ecKui, paxkxeHue, KOrHUTUBHbIW, Hayka, syelika, MeTa-
OHTOMOorNA dopa, peanbHOCTb, MNO
o obLeHne, XaHp, NMHrBKY- obLeHne, CcTunb, cTpaTerns, Tbicsya, SMeKTPOH-
§ 111 | CTUYECKUN, CTUMb, Hay4- HbIW, cCouManbHbIA, TOYHOCTb, COBET, KOHAMMUKT,
HbI a0po
nosefeHne, KOMMyHWMKa- papocTb, cobeceHUK, amMoLUs, MOTMB, OOLLie-

125 | uus, CO3HaHWe, PagoCTb, CTBO, JIMYHOCTb, Pa3roBOpPHbIA, pa3roBop, CpaB-
cobeceHUK HUTb, HOMUHaLUS
3HayeHve, CMHTaKCnye- pasnuuve, pasHuua, AUCKypC, NpeamnkaT, cobbl-

22 | CKwW, 4encTBue, OnUChI- Tue, opMupoBaHue, NpeaMeTHbIN obnacTb,
BaTb, MHTEPHET 00bACHATb, PACXOXAEHWE, rMarosbHbIN
[OKYMEHT, nHdopmaLmsi, [OKYMEHT, 3anpoc, Te3aypyc, NOUCKOBbIN, UH-

11.6 | 3anpoc, NOWCK, Nomnb3oBa- TepHeT, hopMmUpoBaHUe, CTpaHuLa, pecypc,

o Tenb CTpokKa, Kraccudmkaums
< 3HauveHue, cobbiTue, ce- CceMaHTVKa, pa3nu4yaTtb, CMbICITOBOM, 3aBUCH-
15.4 MbIl, BEpLUUHA, BapbUpoBaTh, ynoTpebnsiTs,

KOHLIeNUUsi, yCTPOWCTBO, Mavoma
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npasuno, onncaHue, 3a-

Krnacc, CUHTe3, MHOXXeCTBO, TeXHONorua, npu-

HWUWA, XYOOXECTBEHHbIN

327 3Hak, paspabatbiBaTb, curHarn, Habop, npeobpa-
4a, CTPYKT Kn L
Aada, CTpyKTypa, Knace 30BaHuWe, NpeaMETHbIN obrnacTb
noHumaHue, obLieHne, coobLleHne, rpamma-
329 | MOHMMAHVe, 3HaHVe, No- TVKa, KOMMYHUKaUus, AesTenbHOCTb, BHUMa-
" | pobHbIN, Lenb, dpasa HVe, B3aumogewcTaue, cyddukc, KOMMyHUKa-
TUBHbIV aKT
;4 | @nekmort, MCMbITYEMbIW, aHeKaoT, UCMbITYEMbIW, COHET, cobaka, MyLUKWH,
) 3Ha4yeHue, CoHeT, cobaka KOLIKA, NeTsl, akTaHT, KNn4ka, nogsHayeHne
cobbITue, cTpaTernsi, MMCb- | cTpaTerusl, cobbiTMe, MMCbMEHHbIN, peakums,
7.6 | MEHHbI, OM3bIOHKUWSA, pe- | YCTHbIN, reHepaTop, YepeaoBaHve, HappaTuB.,
aKums opueHTaumsl, KOTHUTUBHbIV
3Ha4yeHue, BOBPEMS, BOBpEMS, pe3K0, TONKOBaHWe, NpUXoauTb, Cenb-
22,9 | pesko, OTpuLaHWe, Npean- | KyncKui, CXOA4CTBO, OCTaBMATb, TpaHCHopMa-
KaT uusi, Nnepuoa, HeonpeaeneHHbln
< nHdopmauus, 3agada, uc- | 6asa, nonb3oBaTenb, METOA, NEKTPOHHBIW, 3a-
§ 39.4 | nonb3oBaHue, b6a3a, Nos- npoc, No1ck, paspabarbiBaTtb, anroputm, aBTo-
BONATb MaTU4YeCKMI, MOCTPOEHME
nagex, CpeHuin, noBeaeHne, pedepeHumans-
Knacc, nagex, cpaBHeHue, A pen A pecbepeHu
23.1 o Hbl, pePEPEHT, KUMorpamMM, BareHTHOCTb,
3Ha4yeHne, COBCTBEHHbIN o M
TOHHA, 3aBUCUMbIA, UMEHHOM
nam, MHyTa 4, NUCbM HEeTUYEeCKun, pe-
crnam, OKOH4YaHue, MHyTa 4, cnam, ,y av’ CbMO, (POHE o ec ’p,e
7 9 KrNamHbIW, caiT, NPOCOANYECKUIA, 3BYKOBOW, ar-
nncbmo, OoOHEeTUYECKUIA
nocoH, hoHema
pasHbIf, CEMaHTUYECKUN, CUHTaKCUMYeCKni, bakTop, pasnuune, CpegHun,
36 | CMHTaKCUYeCcKui, Bbipa- TONKOBaHWE, yka3aHue, XapakTepHbIi, 06bsic-
XaTb, OKa3blBaTbCS HSATb, OXWAaHue, uenoe
npeguvkaT, aHekgoT, BCe-Taku, Noceccop,
npeanor, npeavkaTt, aHek- M
Habntopatens, pedepeHT, NpMaaToYHbIN, UMMe-
85 | OOT, BaNeHTHOCTb, BCe- °
Takn paTvB, BHELLHUI NOCECCOP, NPOAOIMKUTENb-
HOCTb
§ meTadopa, koppynuus, no- | Metacopa, koppynuusi, noBegeHne, paumo-
Y 10 BeZleHWe, paLMOHabHbIN, HanbHbIN, 000KAHbIV, agpecaTt, HOPMa, KOH-
obotoaHbIv OIIUKT, SMOLMOHANbHbIN, COLManbHbIV
[OKYMEHT, 3anpoc, NOuCK, [OKYMEHT, 3anpoc, Nouck, pacrno3HaBaHue, aH-
23.2 | vHcpopmaums, nonb3oBa- HOTaUusi, TEXHONOIMS, MOUCKOBbIWA, OHTONOTUS,
Tenb MHTepdenc, komnaHus
oHeMa, 3BYK, IKCMEPT, CUHTE3, NPEAMETHbIN
npaBwmno, CTPyKTypa, anro-
223 obrnacTb, AP0, CUHCET, BblYMCIIEHME, UCTIbITYe-
puUTM, 3HaK, hoHema o
MbIlA, CTPOKa
OencTere, NoHMMaHue, [encTBue, NOHNMMaHue, Habnoaartens, AUCKYpPC,
18.7 | rmybuHa, Habnoaarens, oTpuLaTenbHbIN, TOYKa 3peHne, paHLLy3CKuI,
AncKypc cTparerusi, crnon, obLieHne
NoHATHE, METOA, AOKYMEHT, MHChopmMaLms, KO-
MH(OpMaLUs, NOHATHE, A, AOKY topmay
51.3 NNYECTBO, anropuTM, 3HaHNe, OHTONOIUs, NOA-
CTPYKTYypa, OCHOBA, CBSI3b
X04, NoucK
. annodoH, TBepabl, PoHeMa, MArKUI, a4enka,
b annodoH, TBepabIv, rnac- b pA ® . . N
8 5.9 o ~ COUUHATDL, MO3ULMOHHBIN, FNAaCHbIN, NONbCKUNA,
« HbI, NONbCKWIA, hoHEMaA
cdopmat
npasgonofobve, dpasa, npasponofobve, CMHTE3MpoBaTb, CODObITUE,
7.7 | eCTeCTBEHHbIN, CUHTE3UPO- | BOCMPUATUE, CUrHAr, akLEHT, MHTOHaUMS!, n306-
BaTb, COObITUE paxeHue, peka, pema
. [o6pbiv, TonwmHa, cyasba, BeicoTa, Teno, Lu-
nobpbi, pasmep, Npeaor, ~
16.4 pvHa, eanHMLa U3MepeHne, KOCBEHHbIN, NOCMO-
TONWWUHa, ynotpebnatb
BUUA, NagoHb
- MHOXECTBEHHbIN YACHO, MHOXECTBEHHbIN YMCIO, HEAABHUI, 3ansiTasi,
§ 6.4 | HedaBHWN, 3ansTasi, AaB- BYEpaLUHWI, KpYrnblA, nepudepus, OMOHUMUS,

YKECTOBbIV A3bIK, NYHKTyauuda, marasmH
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ajpecart, ceMaHTuKa, npeanor, npegukar, Ton-

MEHTanNbHbIN

22,9 | agpecar, yka3biBaTb, yno- KOBaHWe, aHeKOoT, BblrMsAAeTb, yKa3aTenbHbln,
Tpebnstb Tesunc, n3obpaxeHue
3afava, Ucrnonb3oBaHve, anropvTm, 3agava, kateropusi, nonb3oBarerb,
47.7 | CTPYKTypa, MOHSITUE, OC- cainT, mapkep, paspabaTtbiBaTb, yUuTbIBaTb,
HoBa 6a3a, aBTOMaTU4ECKNiA
166 | MPW3HAK, BKCMEPT, KNacc, 9KCMEepT, KINEHT, UBET, AUCKYPC, Nnorne, KOMMYy-
" | KnueHT, KaBblYKa HUKaUWs, YyCTHbIN, NpUeM, BO3AENCTBME, BELb
OVKTOpP, UCMbITYEMbIW, MHAWMKATOP, CUrHan, an-
[OVIKTOp, CErMEHT, UCTbITye- . .
6.4 . NodoH, POHETUYECKNIA, CNOT, UHTOHALMOHHBIN,
MbIi, UHAMKATOP, CUrHan N
TOH, MaCHbIN
naysa, nageHue, akueHT- naysa, nageHue, akUeHTHbI cxema, NoabeM,
83 | HbIA cxema, nogbem, ak- aKUeHT, npeavkaums, TOH, OUCKYPC, pacckas,
LeHT pennuka
areHT, knaysa, NPOTOKOI, NPMAATOYHbIN, XO-
areHT, cppasa, cocTtosiHue, o
11.9 391H, OTHOCUTENbHbIWA, NNATOHOB, aHEKAOT, pe-
knaysa, agpecat
akums, obopoT
© YCTHbIW, AUaneKkTHbIN, B3a- | YCTHbIN, AUAnNEKTHbIA, pa3HOBUOHOCTb, B3aUMO-
§ 11 | umoAaewncTBue, pa3HoBUa- OencTBue, XaHp, NepcoHax, CMeHa, Habnoge-
HOCTb, COBPEMEHHbIN HMe, s13bIKOBOM NINYHOCTb, ANanekT
3agjava, MHdopmauus, 3agava, CnoBocoYeTaHve, MeTo, NoHATHE, Co-
48 | crnoBoco4veTaHue, MeToa, aepxaTtb, CXema, CNm1CoK, 3aBMCUMBbIN, MOMNb30-
CTPYKTYypa BaTenb, OHTONOrUst
noesegeHue, aMoLMoHanb- 3MOLMOHarbHbIW, BELLb, TEMO, TONKOBaHME,
20.8 | HbIA, BELLb, CEMaHTUYe- anpecsiH, TBOPUTENbHbIW, JTOKATUBHbIW, aKT, KO-
CKWUIA, cEMaHTUKa 110KOM, HOC
naysa, rpaHuLa, NosoXKeHne, pacckas, CCbika,
naysa, rpaHuua, nosnoxe- Y paHuL pacc
8.9 OUCKYpC, BEPLUMHA, NPOCOAMYECKUA, CTpaHuLa,
Hue, pacckas, cebirka 9
roBoOpsiLLMIA
pa3mMeTKa, KOHLIenT, OMO- KOHLENT, oMmorpady, aBToMaTU4eCckuii, pas-
229 | rpad, cosgaHue, nHdop- MeTKa, ceTb, rpad, nporpamma, y3en, MHdop-
Mauus MaLMOHHBIN, MOPEONornyeckui
o MouCK, pacnpeaenexve, pacnpeneneHue, anroputM, Krno4YeBom, Kpyr-
§ 15.7 | anroputM, KpYyrmbli, Krto- nblR, YacToTa, NapannesnbHbIi, ONOPHbIN, Bbl-
YeBoWn NyKnbliA, KOMMEeKUWsl, onepaTop
CeMaHTUYeCKNiA, rnarornb- coyeTaHwue, obpalleHune, HOC, HyneBon, TOMKO-
353 | HbIW, Ha3bIBaTb, coveTa- BaHwe, NpegMeT, uanoma, Tennbii, codeTaThbes,
HWe, yKasbiBaTb HyIb
3aMeHsITb, OeNCTBME, TENO, XOTETbCS, UCTIbITYe-
eavHuLa, 3aMeHsiTb, 3a- - ~
17.2 2 MbIlA, WpUPT, cobupaTb, oTpuLaTenbHbIi, 6nor,
nvcb, AencTBme, Teno ~
XYOO0XXECTBEHHbIN
anropuTtm, pedepeHumarnbHbIA, JOKYMEHT, Npo-
a9 | 38AAYA, NOAXOA, CBA3b, ueaypa, npeaMeTHbIN obnacTb, pedepeHun-
" | noHaTve, meton anbHbIA BbIOOP, aHanusaTop, Tesaypyc, u3Bne-
YeHUne, TOYHOCTb
o Teno, cCoMaTU4eCcKuii, aHeKOoT, rpyab, Leka,
Terno, COMaTU4ECKNI, aHeK- M
7.9 KOHHOTaUWusi, cepaLe, CEMUOTUYECKUIA KOHLEMN-
[OT, rpyAb, Lieka
Tyanusauusi Teno, opras, nobosb
S cosgaHwve, 6asa, npo- 3HaK npenvHaHue, pacrno3HaBaHue, Hamnp, CUH-
o
& 18.8 | rpamma, 3anucb, MHOp- Te3, 6nok, YTeHne, obyyeHue, pcc, Nporpamm-
Maums HbIIA, 3arofioBoK
meTadopa, aHUMKInonean- MeTadopa, SHUMKIIoONeaNYECKUA, Pa3roBOPHbIN,
26.4 | YECKUW, CEMaHTUYECKUN, MeTadpopuyeckuii, agpecar, 3ByK, 30Ha, Xapak-
onvcaHue, CTpyKTypa TepusoBaTbcs, WTpad, 6enopycckui
UCMbITYyEMbIV, MAMOMA, OT- | MAWOMA, UCMbITYEMbIW, OTBEYaTb, AUCKYPC, CO-
219 | BevaTb, CpedHuUi, akcnepu- | BbiTue, ckopee, AUCKYPCUBHbIN, cobeceaHuK,

OTpaxeHune, oTpuuaHue
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BneYyatneHue, nguoma, no-

nguoma, nocnosuua, Bne4vyatneHune, npeaukar,

yAapHbIN

26.6 | croBuua, ynotpebnsito, pearmpoBaTb, 3HAaHTMOCEMUS, TONKOBaHWE, CTy-
CEMaHTUYECKMI [OEHT, oTpULaHne, ceMaHTU4eCK1In none
nagex, aHekgoT, oxuaaHue, BCNOMUHaTb, no-
nagex, aHeKkgoT, oxuaa-
11 MoraTb, Xneb, aHTeLeaeHT, Teno, He3aBucK-
HWe, NepcoHax, AonyckaTtb S
MbIl, MOBTOPSATb
o CUHTE3, OnaneKTHbIn, ¢o- LMTMpOBaHMe, anNn3os, 3MOLIMOHarbHbIA COCTO-
§ 12.3 | HETUYECKUN, UMTUPOBaHME, | sIHWE, CMOT, rpaHuLa, Yy>XONn, LUTaumsi, 3HaK
YCTHbIN npenvHaHve, CUHTarM, ABmKeHe
owmnbka, onevaTka, Bapu- onevarka, TOHanbHOCTb, oWwnbKa, ucnpasne-
27.1 | aHT, TOHamNbHOCTb, UCMPaB- | HWE, JOKYMEHT, BEPLUNHA, CUHTAKCUYECKUIA aHa-
neHve nn3aTop, YacTOTHOCTb, NOAXOA, pacno3HaBaHue
o as3nuuune, obLLeHre, NporpamMmma, UCTopus, yka-
S13bIKOBOM, MOMOLLb, pas- p - porp pus, y
23.1 . 3aHue, hakT, fOoNs, rpaMMaTuKa, HayYHbIW, cTa-
nuymre, NonHbIA, pyHKUMA Tye
3aragka, nanoma, cTtpaHuua, ysyc, obysb, op-
3arafgka, 3anpoc, BapuaHT, M
17.6 A P puz MaT, BXOXAEHUe, CalT, CErMEHT, KOMMbIOTEP-
nanomMa, CoBpeEMEHHbIN 9
HbI
npenapar, obpaseu, meTa- | obpaseu, meTadopa, npenapat, pema, napa-
11 | c¢hopa, nekapcTBo, cpea- MEeTPUYECKUIA, KOMMYHUKATUBHbIN YNIEHEHUE,
CTBO CorHue, MHpopMaHT, 3anax, cocTaBnsoLLas
npaewmno, pa3meTka, knacc, | pasbop, anroputM, KnaccudmkaTop, IKCnepT,
N 27.2 | pparmMeHT, Knaccudmka- Knaccudukauusi, npoueaypa, TOKeH, BepLUMHa,
o ~ )
« unsi [epeBo, KUTaUCKNIA A3bIK
cobbITMe, coBnageHve, Bblpaxarb, Npeaukar,
MOMEHT, npeanonaraTb, A p Npen
npegnonaratb, 0603Ha4aTh, aHIMUACKUIA, KOM-
39.2 | coBnageHue, KOMMOHEHT, M _
MYHWKaTUBHbIWA, HEBO3MOXHbI, NPEALIECTBO-
cobbiTne
BaTb
pennuvka, ara, NpoM3HoLle- | ara, MPOU3HOLLUEHWE, CMIOHTaHHbIN, MeXaome-
5.1 | HWe, CMOHTAHHBLIN, MyX- TVe, OVKTOP, BbI30B, OXXMAAHWE, MPOU3HECEHUE,
YuHa OTPbIBOK, ANCKYPCVBHbIN eauHuua
NYLLUKWH, MYNOK, aHanu3aTop, XaHp, Lweka, UcTo-
BeK, ABUXKEHME, NYLLKUH, .
17 pUYECKUI, ANAneKT, BONOC, HOMUHANM3auus,
aHanusartop, nynok
bonetb
npusHak, onMcaHue, Nekcu- | Teno, XapakTepucTuka, peiM, napameTp,
403 | Yeckui, Terno, xapakrepu- nore, Npeasior, BblpaXaTbCs, TONKOBaHWE,
cTuKa cpefHuiA, oTnnyaTb
" 264 | @HeKDoT, dpasa, agpecat, | pasa, NEHUH, UPOHUSI, OTPULIAHNE, CPaBHUTb,
& ) [OelncTBue, BblpaxaTb cobbIThe, yrpo3a, ABoe, ANCKYPCUBHBIN, YATATb
3anpoc, owunbka, ucnpas- onevaTtka, aceccop, MeTpvka, UcnpaensiTb, Uc-
4.1 | neHwe, one4vaTka, TECTO- npaBfieHne, paHxMpoBaHue, OLeHKa KayecTBo,
BbIVi TECTOBbIW, KnaccudumkaTop, cLeHapui
YacCTOTHbIN, rpaMmaThye- YKPaUHCKWIA, BApUaTUBHOCTb, TEKCTOBBIN, MO-
122 | CKWIA, METOQ, CIIOBO- Oynb, TOHaNbHOCTb, CEHTUMEHT, CroBOdOpM,
dopmMa, pacnosHaBaHve BPYYHYI0, pacro3HaBaHue, ABYS3bIYHbIN
KOHUrypaums, cob- COBCTBEHHO LLENOTb, TOYb, NEPO, ABWKEHUE,
15.5 | CTBEHHO LLEMNOTb, TOYb, NafoHb, LWenoTb, NMOCKOCTb, KOHUrypauus,
nepo, nanew, KECTUKYNSLWS, KOMbLO
. . OTBET, BOMPOCUTENbHBIA, METP, aKT, kKaHauAaT,
uenb, oevcteme, nobon, L
37.2 CpefCcTBO, UITNOKYTUBHBIN, yKa3aHue, NpuMmeHe-
CeMaHTuKa, CBS3b
s Hue, knactep
& WHTOHaLMs1, peanu3auus, VMHTOHaUMS, cocraraTenbHbliA HakroHeHue,
12.1 | cocrnaraTesnbHbI HaknoHe- | Mpeasor, peanusauui, BaneHTHOCTb, NpuBe-
Hve, oTpuuaHue, npearnor OsiTb, MHOMKaTUB, CUHTE3, BblpaXaTbCsl, NeTst
KOHLIENT, MHTOHALUMOHHBIN, | WHTOHALMOHHBINA, KONNEKUMS, AUANeKTHbIN, py-
19.8 | WCMbITYEMBI, KONNEKLUS, CYHOK, VKTOP, anropuTM, UCMbITYEMbIN, KOH-

LienT, NopoXxaeHue, HavarnbHbIi




dunbm, mogudmkaums, ca-
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Moaudukaumsi, camoucnpaBneHnii, Yero-noBek,

15.4 | MOWMCMpaBreHui, BCTpe- camoucnpaBneHne, Tsep, KOppekLUus, CUKBer,
yaTbes, pparmeHT YCTHBbIN, U30MOPU3M, BXOXKAEHNE
6a3a, 4aCTOTHOCTb, MH- OKOHYaHWe, YaCTOTHOCTb, FMacHbI1, CIOBO-
206 | dpopMauusi, OKOHYaHUe, ¢dopma, 3anuck, rMKpb, anropuTM, MHTEPHET,
yacroTa PErvoH, NonesHbln
annogncMeHTbl, ryrn, nepebuBaTtbes, MacTep,
g1 | codeTaHve, 6biBaTh, Ma- Ky3HEeYHbIN, (pa3eonornyecknin, KopnycHom
’ cTep, anfioguUCMeHTbI, Tyrn | MUHIBUCTMKA, Mepa accoumaums, Konnokaums,
YCTON4YMBbIV CIOBOCOYETAHNE
9 pa3mMep, CeEMaHTuKa, ce- nnoa, pasmep, TONKOBaHUe, Ha3bIBaTbCS, OXKKW-
o % ~ -
b 31.6 | MaHTUYECKWUIA, CBOMCTBO, naHue, NpeanoXHbli, NpeavkaT, NPUXOAUTb,
nnoa NUHrBOCNELMMUYHbIN, AaTENbHbIN
Npu3Hak, ABWXeHNne, rpa- OBWKeHWe, POHETUYECKUA, CTPOKA, CUrHarT,
24 | Huua, coumanbHbINA, UH- OUKTOP, dhopmarbHBIRi, ONnbIT, KOA, pacno3HaBa-
dopmaHT HWe, eOUHNYHBIN
cobeceHuK, NePCoHax, cobeceHuK, NepcoHax, akUeHT, KpanHuin Mepa,
14.8 | DYHKUMS, aKLEHT, KOMMY- 3HAKOMWUTbLCS, KBAHTOP, pema, 3MoLWsi, FOBOpsi-
HUKaTUBHbIN LLMA, UNNKOCTPATUBHbIN
[OVIKTOp, NpU3HaK, cobbITue, | HCB, YCTHBIW, CBSA3b, UCMbITYEMbIN, CTPOKa, MNo-
32.3 | ceMaHTuKa, UHTepnpeTa- cneaoBaTenlbHOCTb, XapakTepHbIi, eCTECTBEH-
uns HbI, NPOCOANYECKUIA, CBATON
MKTOp, ayauTop, AblXaTenbHbIN, AblXxaHue,
OVKTOP, naeHTudunkaums, A p, ayaiTtop, A Abl
03BY4YMBaThb, O3BYYMBAHME, 3BYKOBOW, 3HAKO-
29 | ayguTtop, naysa, Abixa- 2 o o
_ MbIA, TEMMOPAarnbHbIA Nay3a, AblXaTemNbHbIA Na-
TenbHbIV
© y3a
-
yacToTa, Bblbopka, OKYMEHT, 3anpoc, KOMekK-
& npM3HaKk, YacToTa, Knacc, pKa, oKy P
215 ums, obpaboTka, NEKCUKOH, MOCTPOEHUE, BeK-
ucnonb3oBaHune, Bbibopka
Top, 0by4yeHve
CeMaHTuKa, UHTepnpeTa- MY>XYMHA, KOHHEKTOp, MBaH, peka, aAucTpubyTme-
10.6 | UUsI, My>KYMHA, CBOWCTBO, HbIW, 3TaX, OEVKTUYECKUA, NOAAPOK, aKTaHT,
MOMEHT crnpasa
326 cobbITHe, pasHbIv, dpar- cobbITue, parMeHT, NOHATHE, OTpULaHUe, UC-
) MEHT, NOHATME, OUEeHKa YyesaTb, Napa, OTBET, akLUEHT, Mapkep, HaunHaTb
ainn, npegukaTune, MONO- npeavkaTuB, MOWONEKT, CUrHanm, CNOBHWUK, AMa,
45 | NeKT, 311eMeHT, NPoCTpaH- MAVONEKTb, NpeanKaTUBbIv, dalin, NPonsHoLLe-
CTBEHHbIN HWe, NOBECTBOBATESbHbIN
cobbITre, HabnoaaTb, NPOCOANYECKUIA, OBIDKE-
yacroTa, cobbITHe, TN, A pocoA A
25.1 M = HUWe, YacToTa, uanoma, NorioXKeHne, MHTOHaLUM-
VUMEHHOW, YCTHbIN -
OHHbIV, UccrnefoBaTb, cTpaTervs
~ npumep, oTpuLaHue, ce- oTpuLaHne, AKkobbl, KOHHEKTOP, NPONO3NLMS,
§ 23.1 | MaHTU4eCKun, Skobbl, ce- bpaHLy3CK1I, BaNeHTHOCTb, A3bIKOBOWN eau-
MaHTMKa HULa, SKBMBANEHT, BbIXOAUTb, UTaNbSAHCKMUIA
eanusauus, obyyeHue, Lenodka, npoueaypa,
Npu3Hak, CBsA3b, NPaBumo, p H Y H s fboueayp
15.9 ckasyemoe, (hopMyra, cornacHslii, obpasoBa-
Habop, meToz
HWe, rpad, TOKeH
pasnu4HbIA, UCNONb30Ba- hakTop, rpaMMaTUYECKUIA, y4acTme, OCHOBaHNME,
314 | HWe, NPOBOAMTb, NOKa3bl- KONUYECTBEHHbIN, knaccudukauusi, Bbidop,
BaTb, KONMYECTBO OCTanbHOW, AONS, CIIOXHOCTb
abbl, ANUTENbHbIN, Kak-HUOYab, rpaHuLa, naysa,
TV, yKasbiBaTb, hpasa, A M YAe, TPaHNL 1y
37.9 WINIOKYTUBHBIA, UMNEpaTUB, OTHOCUTENbHbIN,
npotecc, CTpykTypa o
yKa3blBaTb, YCTHbIN
© OTpuLaHME, BO3MOXHbIN, OTpUL@HNEe, KOHYaTbCS, HKPb, COCTOSIHME, X0[,
§ 29.8 | mpegukaT, CEMaHTUYECKWUIA, | ONWUTLCS, OTBET, MPUCTYNaThb, TOMNKOBaHWe, no-
KOMMOHEHT BUAVMOMY
pacTu, NpMxoauTb, BEPUTb, COOBLLATh, LLKOMA,
pacTu, NpuxoauTb, aape- =
2.7 NnoBepUTb, CMEePTb, METATEKCTOBLIN, N36MpaTh,

carT, BepuTb, coobuaTb

yxoauTb
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AnanekTHbIN, 3anucb, KOM-

OnaneKTHbIN, MHHPOPMAHTOBbLIN, MHPOPMaHT,
KOMOGWHMpOBATb, MapT, CoLManbHbIN, AUCKYp-

CBA3b, NPU3HaK

5.9 | MyHUKauusi, o6bem, coob- ~
y H CVBHbIN Mapkep, 3n1304, HanucaHue, 3an1chbl-
LieHne
BaTb
CUHTaKCHM4eCcKui, pas- CUHTAKCUYECKNIA, OLIeHKa, pa3meTka, Moganb-
23.8 | meTka, Heob6X0aMMBIN, HbIR, pecypc, 6a3a, ganbHenwnin, nogxoa, He-
oueHKa, MoganbHbIn 006X0aNMBbINA, MHOXECTBO
. BOMPOCUTENbHBIN, CornacoBaHne, Npeanonoxe-
BOMNPOCUTENbHBIN, NO3M- P o PeAN
_ HWe, noanexatiee, MMeHHoW, cdhepa AencTeue,
17.1 | UMsI, KOCBEHHbIN, Npeano-
noanexarb, NO-BUAUMOMY, aKLEeHTOHOCUTE b,
NOXeHne, cornacoBaHune
noaTBepXxaaTb
MMMNUKaTypa, OTMEHSATb, BaNeHTHOCTb, He-
UMnnukaTypa, QUCKypCuB- M
o onpefeneHHoCTb, NapannenbHbli, corna-
55 | HblA, OTMEHSITb, 3HA4YEHNE, M o
LIATbCS, NEKCUYECKUIN 3HAYEHNEe, BHYTPEHHUN
BaneHTHOCTb
o COCTOsIHMe, NornbaTthb, NOA03PUTENBHO
o -
npuxoauTb, GaKT, ycrnosue, NPeno3nTUBHbIN,
& npuMep, sHadeHue, npuxo- | PAXOA taKT, y P
39.3 NPOUCX0aUTb, MOMNy4aThbCs, 3arofioBOK, Konmye-
OUTb, (hakT, BCTpevaTbes ~
CTBEHHBbIN, CBA3b, KacaTbCs
cuMBOI, 06y4eHne, OUKTOP, CYLLHOCTb, YTEHME,
pa3mMeTka, pesynbTar, 3a- y A p. cyl
28.6 nonb3oBaTenb, ownbka, naysa, pasmeTka,
Aava, kKa4ecTBo, CYLLHOCTb
anvHa
KOpPEKUMsi, MOHOJON, Nepeckasyuk, CTpoka,
KOppeKuusi, CTpoka, MOHO- ppeKL P P
9.5 KOMMEHTaTOop, rpyLua, pacckasyuk, okyTop, ne-
or, nepeckasyvk, QUCKypc
pexoanTb, NapTus
52 obpaTtHo, COCTOsIHNE, OT- obpaTtHo, CoCTosHUE, 3amMep3aTb, CHEr, MyX-
) KpblBaTb, 6UTb, 3aMep3aTb | YMHA, 3aKPbITbIN, PBaTb, TPOWKA, OUTb, BO3AYX
TOCKa, NpedyrKC, CEMaHTUYECKUIA Knacc, opurn-
TOCKa, 3anpoc, HCB2, npe- pe - p
16 Han, CKeTY, Mone, OpUrMHarnbHbIN, XenaHue,
urKC, CONETAEMOCTD M -
CMocobHbI, NepeBoaHOM
YaCTOTHOCTb, TECT, NPaBUITbHO, aHTTINACKUIA
° 194 | HACTOTHOCTb, TECT, MPOBO- | SA3bIK, BNUSHIE, B3auMoZencTBue, pacnpenene-
§ " | ouTb, NpaBWnbHO, owmnbKa Hue, nonb3oBaTenb, opdorpaduyeckuit, Ya-
cToTa
BBOZHbIN, TUMN, paccMaTpu- | NeTH, NpeanonoXeHve, UHTepnpeTauusi, Bbipa-
56.5 | BaTb, BO3MOXHOCTb, pas3- XaTb, OTpULaHWe, yeaxaTb, pa3meTka, HacTosi-
HbI LLMIA, KOHHEKTOP, NpeavkaT
pecypc, AOMOHATb, Kave- pecypc, AOMNONHATb, KAYECTBEHHbIA, COBMECT-
3.2 | CTBEHHbIN, BNUSTb, COB- HbIl, COBMECTHO, NauneHT, obpabaTbiBaTth, 13-
MECTHbIN BJIEKaTb, NPa3gHNK, CKOPOCTb
[OVCKYPCUBHBIN, pennuka, OVCKYPCUBHBIN, pensuvka, akT, KOMMYHUKaTUB-
9.5 | YCTHbIWA, KOMMYHUKALIMS, HbIW, agpecar, NPono3nLus, akLUeHT, pema, Uc-
aKT NbITYEMbIN, UNIOKYTUBHBI
BblpaxaTb, CEMaHTVKa, OT-
. BblpaxaTb, ABWXEHMWE, NETS, TOCka, OTpULaHue,
24 | puuaHue, CeMaHTUYECKMN,
TONKOBaHWe, ye3xaTb, CpaBHUTb, 3hPEKT, UTak
cobbiTne
OLiEHKa, BapuaHT, NokasaTesb, YaCTOTHbIN, pas-
- nokasbiBaTb, YUCIIO,
z 419 - [er, YacTOTHOCTb, A0MNyCcKaTb, BLICOKO, MMMo-
oueHKa, pasHbI, BapuaHT
Te3a, KOHHEKTOp
3anpoc, obyyeHne, JOKYMEHT, UHTEPHET, CailT,
3anpoc, pa3meTka, obyye- g
8.6 Bblaya, 3NEKTPOHHEIN, 06y4aTb, CETb, MOUCKO-
HVe, OKYMEHT, MOUCK =
Bbll
Ter, aHHoTauus, knaccudukaTop, U3BneYeHue,
3agava, anroputm, MeToa, o
15.9 TECTUpPOBaHNE, MoayIb, UHTEPENC, IKCMEPT,

aTpubyT, rpad
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