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INTRODUCTION

An electron multiplier is a device by which an input electron current can be multiplied greatly at its output. The ratio of the electron current at the output to that at the input is called the gain of the multiplier. An electron multiplier usually has a number of electrodes, known as dynodes. The surfaces of the dynodes are coated with a material having a high secondary emission coefficient. When primary electrons hit the first dynode with sufficient energy (e.g. 100 electron-volts or more), secondary electrons, whose number may exceed the number of the primaries, are emitted. These electrons, in turn, are accelerated to the second dynode by the voltage applied between the first and second dynodes, where they again release secondaries. If this is continued, the number of secondary electrons at the output of the last dynode can be much greater than the input to the first dynode.

An application of the electron multiplier in a cathode ray tube is to improve its performance at high sweeping speed. With increasing sweeping speed in a CRT, the trace on the screen becomes weaker, because
of the decrease in the electron density on the screen. A multi-channel electron multiplier in front of the screen can increase the electron current density greatly, and hence the brightness of the trace. Such a multiplier consists of a great number of small single channel multipliers as mentioned above. All of the first electrodes of the small multipliers form a honeycomb-like mesh structure in a planar first stage of the multiplier. Similarly, the second stage consists of all of the second dynodes, and so on. Usually there are four to ten stages in such a multi-channel beam current multiplier.

In this paper, a multiplier with a conical hole type structure is described. Figure 1(a) shows the structure of a single channel multiplier. The larger side of the hole faces the incoming electrons. The inner walls of the holes are coated with a material having a high coefficient of secondary emission. Figure 1(b) shows a part of the honeycomb structure and Figure 1(c) the cross section SS of the structure shown in 1(b). The spacing is defined as the distance from the bottom of a stage to the top of the next stage.
Figure 1. Structure of the multiplier
The main purposes of this paper are: (1) to seek a theoretical basis for the multiplier structure, and (2) to obtain maximum gain by optimizing the spacing between the stages. In order to solve these problems, the potential distribution in the field and some electron trajectories were calculated. It is essential for the function of the multiplier that most of the secondary electrons emitted from one stage should neither miss the next stage nor hit the original stage, but go from each stage to the next one. To obtain maximum gain, the spacing must be so chosen that most of the secondary electrons from one stage not only go to the next stage but to its active region. The active region is the region on the inner wall surface from which secondary electrons have a good chance to reach the next stage.

The trajectory of an electron depends on the potential distribution and on the initial conditions, i.e. the point of origin and the initial energy and direction of the electron. These factors which influence the trajectories are discussed separately:

1. THE POTENTIAL DISTRIBUTION

The potential distribution depends on the shapes and the potentials of the electrodes.
In the present study, the only shape parameter varied was the spacing between stages while the shapes of the single stages, shown in Figure 2, were not changed. The electrode dimensions and the spacing are given in terms of an arbitrary length unit h, since, for the calculation of the potential distribution and the trajectories, it is not necessary to know the absolute lengths. The potential distribution has been calculated for three different values of the spacing relative to the electrode dimensions.

2. THE POINT OF ORIGIN

The probability of a secondary electron reaching the next stage depends strongly on the position from which it is emitted. Close to the lower edge of the inner wall surface, the electric field pulls the secondaries away from the surface and down through the hole. Farther away from the edge, the field at the surface has the opposite direction, pushing most of the slow secondaries back to the surface, so that they cannot contribute to the gain. Therefore, the active region is a band
Figure 2. Shape and dimensions of the multiplier. (Unit of length is arbitrary)
of limited width close to the lower edge, while the local gain in the remaining surface region is negligible. Figure 3 shows qualitatively the dependence of local gain on the radial coordinate in the hole. The equipotential surface which meets the upper stage at right angles, separates the two regions on the inner wall which have different signs of the electric field strength at the surface.

3. THE INITIAL ENERGY OF THE SECONDARY ELECTRONS

Electrons with higher initial energies have less curved trajectories than electrons with lower initial energies. In the active region, electrons with all initial energies can leave the surface. In the upper, inactive region, trajectories must have sufficient initial energy to surpass the energy barrier of the retarding field.

4. THE INITIAL DIRECTION

The initial direction of each secondary electron can be described by two angles $\alpha$ and $\beta$. $\alpha$ is the angle between the initial direction and the direction of the axis (Figure
4(a)). \( \beta \) is the angle between the projection of the initial direction on a plane perpendicular to the axis and the meridional plane, I.E. the plane through the point of emission and the axis (Figure 4(b)).

Meridional rays \((\beta = 0^\circ \text{ or } 180^\circ)\) are plotted in the meridional plane. Since a three-dimensional ("skew") trajectory in general does not lie in a plane, its geometrical properties cannot be completely represented in a two-dimensional plot. One way of representing it is to show two or more projections, e.g. on the meridional plane through the axis and the point of origin and on the plane through the axis but perpendicular to the first one, or on a plane perpendicular to the axis. For the present study, it was considered sufficient to plot the radial coordinate \(r\) as a function of the axial coordinate \(z\). It should, however, be borne in mind that a strong curvature in a \(r(z)\) plot does not necessarily mean that the trajectory itself is strongly curved.

The calculation of the field and of the trajectories is much simplified by the periodicity of the
Figure 3. Local gain of the multiplier stage.

Figure 4. Parameters and describing the initial direction of the secondary electrons.
structure. The potential at a point in the n-th stage is equal to the potential of the equivalent point in the m-th stage plus (n-m) times the potential difference between two subsequent stages. A trajectory of an electron from a point on the surface of the n-th stage has the same shape as the trajectory of an electron emitted from the m-th stage with equivalent initial conditions. It is only shifted in the z direction by (n-m) times the periodicity length of the stages in this direction. Corresponding periodicity relations are valid in the sidewise direction so that it is sufficient to study the potential distribution and the trajectories in one periodicity element. Of course, the first and the last stages are exceptions, as far as the periodicity relations are concerned.
The secondary yield ($\delta$) is defined as the ratio of the average number of electrons that leave a surface to the number of electrons that bombard it. $\delta$ depends on (1) the material of the surface, (2) the energy of the bombarding (primary) electrons, and (3) the angle of incidence of the primary electrons.

The secondary electrons have a distribution of initial energy. Figure (5) shows qualitatively this distribution $f(\mathcal{E})$ where $f(\mathcal{E})d\mathcal{E}$ is the fraction of electrons having energies between $\mathcal{E}$ and $\mathcal{E}+d\mathcal{E}$. The electrons in the sharp peak at the right side of the energy spectrum are the reflected primaries which have not lost much energy. $\mathcal{E}_0$ is the most probable energy of the primary electrons. The electrons corresponding to peak at the left side are the so-called true secondary electrons. They are knocked out by the high velocity primaries. The distribution has a maximum lying in the range of 2 to 5 electron-volts. The position of the maximum on the energy axis is independent of the energy of the primaries, provided their energy is large compared with the energy spread of the true secondaries.
Figure 5. Typical energy distribution of secondary electrons. (Du Mont Multiplier and Specification, Second Edition, 1960.)
The reflected primaries do not contribute much to the function of the electron multiplier because they, as a result of their high energy, travel along almost straight lines between the stages and are hardly bent by the electric field between the stages. Therefore, our attention will be directed to the true secondary electrons. Furthermore, we are most interested in the electrons emitted normal to the surface, because the number of electrons emitted in a direction making an angle $\theta$ with the normal is proportional to $\cos \theta$. 
THE DETERMINATION OF THE POTENTIAL DISTRIBUTION

Since neither the potential distribution nor the trajectories can be written in the form of simple mathematical functions, numerical method must be employed.

Liebmann's numerical method (Southwell 1956) of calculating the potential distribution in an electrostatic field consists of replacing the derivatives in Laplace's equation by finite differences of the potentials at a great number of equidistant mesh points in a quadratic mesh system stretched over the field. Relations between the potential at each mesh point and the potential at its neighboring mesh points are used to perform successive iterations converging towards a final solution which approximates the potential distribution. The choice of mesh size depends on the fineness of detail of the potential distribution needed. The smaller the size, the more accurate the distribution. However, smaller mesh size means a greater number of mesh points, and hence more potential values to be determined. This also means that more time is needed for the calculation. The number of points is inversely proportional to the square of the mesh size, and the number of iterations required increases even faster. To compensate for this drawback, a practical method is to have a smaller mesh size in the regions of strong field variation and a
larger one in the regions with a more homogeneous field. One of the three potential distributions calculated in this paper (the 33-unit spacing, see Appendix D) was done in this way with a desk calculator.

However, if the calculation is to be done by a computer, the mixed mesh size arrangement needs more programming time than a smaller uniform mesh system. When this is weighed against the actual computer time, the smaller uniform mesh system is less costly. The other two calculations of the potential distribution were done by this method (Appendices B and C). The arbitrary length unit mentioned on page 4 was chosen equal to the mesh size in this case.

The numerical method used is based on Laplace's equation in cylindrical coordinates (Becker 1964), which in this case of rotational symmetry is:

$$\frac{\partial^2 \phi}{\partial r^2} + \frac{1}{r} \frac{\partial \phi}{\partial r} + \frac{\partial^2 \phi}{\partial z^2} = 0 \quad (1)$$

For the different cases listed below, Liebmann's procedure yields the following finite difference formulas with mesh size $h$:

1. In general, except for the special categories following, \[
\phi(r,z) = \frac{1}{4} \left[ \phi(r+h,z) + \phi(r-h,z) + \phi(r,z+h) + \phi(r,z-h) \right] + \frac{h}{8r} \left[ \phi(r+h,z) - \phi(r-h,z) \right] \quad (2)
\]
2. On the axis
\[ \phi(0,z) = \frac{1}{6} \left[ 4\phi(h,z) + \phi(0,z+h) + \phi(0,z-h) \right] \]  
(3)

3. On the outer boundary with respect to \( r \) if the equipotentials are perpendicular to the boundary \( \frac{\partial \phi}{\partial r} = 0 \)
\[ \phi(r,z) = \frac{1}{4} \left[ 2\phi(r-h,z) + \phi(r,z+h) + \phi(r,z-h) \right] \]  
(4)

4. At the boundaries in the \( z \)-direction, formula (2) cannot be applied immediately because no potential values are available at mesh points beyond the boundaries. If there is a total of \( n \) meshes along the \( z \)-axis in one of the regions as shown in Figure 1(c), then from Figure 6, the potential at \( z = -h \) differs from that at \( z = (n-1)h \) by the constant accelerating voltage \( \phi_o \) between the successive stages. Thus we have
\[ \phi(r,-h) = \phi(r,(n-1)h) - \phi_o \]  
(5)

Correspondingly, we have
\[ \phi(r,-2h) = \phi(r,(n-2)h) - \phi_o \]  
(6)
\[ \phi(r,(n+1)h) = \phi(r,h) + \phi_o \]  
(7)

Equations (5) to (7) are used to supply the potentials at the mesh points beyond the boundary.*

*This method of replacing boundary conditions by a condition of periodicity has not to our knowledge been described elsewhere.
Figure 6. Periodicity of potential along $z$-axis.
5. When the electrode does not intersect the mesh lines in integer mesh points, formula (2) cannot be applied at points close to the electrode. The potentials at such points are determined by interpolation. The potential at a point a distance ah (0 < a < 1) from the electrode along the r-axis is determined using a three-point Lagrange interpolation formula (Abramowitz, et al., 1964) (Figure 7).

\[
\phi = \frac{2}{(1+a)(2+a)} \phi_c + \frac{2a}{1+a} \phi_1 - \frac{a}{2+a} \phi_2
\]

(8)

As a special case, if \( \phi_c = 0 \), (8) becomes

\[
\phi = \frac{2a}{1+a} \phi_1 - \frac{a}{2+a} \phi_2
\]

(9)

This is the interpolation formula used in this paper, and it can be applied to either the r or the z coordinate. In case the potential at a point can be found by applying interpolation to either the r or the z coordinate, the coordinate corresponding to the smaller "a" value is chosen.

6. The potentials at points close to a sharp edge of the electrode, e.g. the bottom rim in our case, should not be calculated by one of the foregoing formulas. This is because, at such a sharp edge,
the field strength becomes infinite while the potential remains finite. Assume that \( \theta \) is the angle (in radians) of the sharp edge and that this edge coincides with an integer mesh point \((r,z)\), as shown in Figure 8. An analysis from a solution of Laplace's equation gives (Lenz 1968)

\[
\phi(r-h,z) = \left( \frac{1}{2} \right)^{\pi/(2\pi-\gamma)} \phi(r-2h,z) - \left[ 1 - \left( \frac{1}{2} \right)^{\pi/(2\pi-\gamma)} \right] \phi(r,z)
\]

In our case, \( \gamma = \frac{\pi}{3} \), we have

\[
\frac{\pi}{2\pi-\gamma} = \frac{3}{5} = 0.6
\]

and

\[
\phi(r-h,z) = \left( \frac{1}{2} \right)^{0.6} \phi(r-2h,z) + \left[ 1 - \left( \frac{1}{2} \right)^{0.6} \right] \phi(r,z)
\]

\[
= 0.6598 \phi(r-2h,z) + 0.3402 \phi(r,z)
\]

If \( \phi(r,z) = 0 \), we have

\[
\phi(r-h,z) = 0.6598 \phi(r-2h,z)
\]

(10)

Similarly, for the point which is one mesh space from the sharp edge along the z-axis, we have

\[
\phi(r,z+h) = 0.6598 \phi(r,z+2h)
\]

(11)

The formulas (2) through (11) are used for the calculation of the potentials at the integer mesh points. Each of them applies to a different type of location.
**Figure 7.** Interpolation of the potentials.

**Figure 8.** Potentials at the neighborhood of a sharp edge of the electrode.
A crude guess of the potential distribution is used to obtain the next approximation, and so on. This iterative procedure is continued until the greatest change of any potential value per iteration becomes small compared with the desired accuracy.

The order in which the new potentials in the different mesh points are calculated has no effect on the result, but each mesh point should be treated in each iteration. In this computation, the mesh points were scanned radially outward starting from the z-axis. An entire sweep over the field from \( z=n \) to \( z=0 \) constitute one iteration. Almost any initial approximation satisfying the boundary condition can be used because the potentials converge during the calculation. However, a good guess reduces the calculation time. Starting from a rough approximation, usually between two and three hundred iterations were needed to obtain an accuracy of the order of 0.01%.

In this paper, the initial potentials at the integer mesh points in the space from \( z=0 \) to \( z=13 \) were assumed to be zero, the potential of the electrode. In the space from \( z=13 \) to \( z=n \), the potential was set equal to

\[
\frac{z-13}{n-13} \phi_0 ,
\]

i.e. a homogenous field was assumed.
Because of the linearity of Laplace's equation, the potentials at the upper and at the lower electrodes of a stage may be chosen arbitrarily. For convenience, the calculation was performed with a potential value of zero for the upper and 10,000 units for the lower electrode. If the corresponding solution is $\phi(r,z)$, then a solution, where the upper stage is at $V$ and the lower at $V + \phi_o$, is

$$V + \phi_o \frac{\phi(r,z)}{10,000}$$

The potential distribution $\phi(r,z)$ was calculated for the cases $n=23$, $n=32$, and $n=46$ corresponding to spacings 10, 19, and 33, respectively. Appendix A contains the computer (IBM 1130) program used for the calculation of the potential distribution. Appendices B, C, and D are the final converged distributions for 10-, 19-, and 33-unit spacings, and Figures 9 and 10 show the equipotential plots for the cases of 10-unit ($n=23$) and 19-unit ($n=32$) spacings.
Figure 2. Equipotentials for 10-unit spacing (n=23)
Figure 10. Equipotentials for 19-unit spacing (n=32).
THE PLOT OF THE TRAJECTORIES

The equation of motion of non-relativistic electrons in an electrostatic field is

\[ m \frac{d^2 \mathbf{r}}{dt^2} = e \nabla \phi (\mathbf{r}) \]  \hspace{1cm} (12)

where \( m \) and \( e \) are the mass and charge of the electron, respectively. As our interest is in the geometrical properties of the trajectories and not the dependence of the trajectory coordinates on time \( t \), we may eliminate the operator \( \frac{d}{dt} \) by using

\[ \mathbf{v} \frac{d}{ds} = \frac{d}{dt} \]

where \( \mathbf{v} \) is the velocity of the electron and \( s \) the path length. Substituting into (12), we have

\[ m \mathbf{v} \frac{d}{ds} (\mathbf{v} \frac{d \mathbf{r}}{ds}) = e \nabla \phi (\mathbf{r}) \]  \hspace{1cm} (13)

In this non-relativistic problem, we have

\[ \mathbf{v} = \sqrt{\frac{2e}{m}(\phi + E)} \]

where \( eE \) is the total energy of the electron. Substituting into (13), we get

\[ \sqrt{2(\phi + E)} \frac{d}{ds} \left( \sqrt{2(\phi + E)} \frac{d \mathbf{r}}{ds} \right) = \nabla \phi (\mathbf{r}) \]  \hspace{1cm} (14)

If this vector equation is written in Cartesian components, we have
In our cylindrically symmetrical problem, $\phi$ does not depend on the azimuth angle $\Psi$. Thus

$$\frac{\partial \phi}{\partial x} = \frac{\partial \phi}{\partial r} \frac{\partial r}{\partial x} = \frac{x}{r} \frac{\partial \phi}{\partial r} = \frac{x}{\sqrt{x^2+y^2}} \frac{\partial \phi}{\partial r}$$

Similarly,

$$\frac{\partial \phi}{\partial y} = \frac{\partial \phi}{\partial r} \frac{\partial r}{\partial y} = \frac{y}{r} \frac{\partial \phi}{\partial r} = \frac{y}{\sqrt{x^2+y^2}} \frac{\partial \phi}{\partial r}$$

Substituting into (15), we get

$$2\sqrt{\phi + E} \frac{d}{ds} \left( \sqrt{\phi + E} \frac{dx}{ds} \right) = \frac{x}{\sqrt{x^2+y^2}} \frac{\partial \phi}{\partial r}$$

$$2\sqrt{\phi + E} \frac{d}{ds} \left( \sqrt{\phi + E} \frac{dy}{ds} \right) = \frac{y}{\sqrt{x^2+y^2}} \frac{\partial \phi}{\partial r}$$

$$2\sqrt{\phi + E} \frac{d}{ds} \left( \sqrt{\phi + E} \frac{dz}{ds} \right) = \frac{\partial \phi}{\partial z}$$

This system of three ordinary non-linear second-order differential equations can be transformed into a system of six ordinary non-linear first order differential equations:
\[
\begin{align*}
\frac{dx}{ds} &= \frac{1}{\sqrt{\phi + E}} p ; \quad \frac{dp}{ds} = \frac{1}{2\sqrt{\phi + E}} \frac{x}{\sqrt{x^2 + y^2}} \frac{\partial \phi}{\partial r} \\
\frac{dy}{ds} &= \frac{1}{\sqrt{\phi + E}} q ; \quad \frac{dq}{ds} = \frac{1}{2\sqrt{\phi + E}} \frac{y}{\sqrt{x^2 + y^2}} \frac{\partial \phi}{\partial r} \\
\frac{dz}{ds} &= \frac{1}{\sqrt{\phi + E}} u ; \quad \frac{du}{ds} = \frac{1}{2\sqrt{\phi + E}} \frac{\partial \phi}{\partial z}
\end{align*}
\] (16)

From here, the trajectories were computed by a Fortran computer program using the Runge-Kutta procedure (Lenz 1970). In this program, the initial Cartesian coordinates \(x, y,\) and \(z,\) the total energy, and the two parameters \(\alpha\) and \(\beta\) (Figure 4) defining the initial direction are input. The step width along the trajectory is also input. It can be changed during a trajectory run. The potential distributions were supplied by the computer program described in Appendix A.

The printout of the result of the calculation of the trajectories from the computer contains a set of four coordinates, \(x, y, z,\) and \(r.\) The meridional trajectories for which \(y = 0\) are plotted in the \(xz\)-plane. The skew trajectories are plotted in cylindrical coordinates \(r\) and \(z.\) Figures 11 to 19 show some trajectories for spacings of 10, 19, and 33 mesh units.

Figure 11 shows the meridional trajectories in
a model with a spacing between stages of 19 mesh units. The secondary electrons were assumed to have initial energies of 3% of the accelerating voltage and initial directions normal to the surface. This plot shows the effect of the emitting position on the trajectories. The closer the emitting point to the edge, the farther from the edge of the next stage is the landing point of the trajectory. Trajectory 4 misses the next stage and trajectory 5 returns back to the original stage.

Figure 12 and 13 show trajectories with different initial energies, initially normal to the surface. In the 33-unit spacing model, Figure 13, the trajectories with 4% and 5% initial energies went to the opposite wall of the original stage. Only electrons with energies less than somewhere between 3% and 4% could go to the next stage. However, in Figure 12, a plot of the 10-unit spacing model, electrons with initial energies up to much more than 4% go to the next stage. It appears that only electrons with very high initial energies would be stopped by the original stage, but their number can be assumed to be very small. Trajectories for the 19-unit spacing model are shown in Figure 14.
Trajectories 1 and 3 which are initially normal to the surface can be compared with the trajectories of the 10-unit spacing model. They land in a less sensitive region farther from the edge of the next stage. Thus, as far as the secondary electron gain is concerned, the 10-unit spacing model is the best among the three.

The trajectories 2, 3, and 4 in Figure 14 are meridionals in the 19-unit spacing model with the same initial energy of 3%, but with different values of the angle $\alpha$. The trajectories with different $\alpha$ values cross each other, forming an envelope. An envelope is also formed by trajectories 2, 3, and 4 in Figure 15, which are emitted from a different point ($r_0 = 8$). Figure 16 shows some trajectories for the 10-unit spacing model. The trajectories 1 and 2 are meridionals emitted from point $r_0 = 7$, while 3 and 4 are from the point $r_0 = 8$. Again, trajectories emitted at the same point with the same energy but different $\alpha$ values form an envelope.

Figures 17 and 18 show some skew trajectories in the coordinates $r$ and $z$. Figure 17 is for 10-unit spacing, and Figure 18 is for 19-unit spacing. As $r$ equals $\sqrt{x^2+y^2}$, it has always positive sign though $x$ and/or $y$ may change sign. The curves in these graphs
show radial distances from the axis. Figure 19 is a projection of the three trajectories of Figure 18 on the xy-plane.
Figure 11. Meridional trajectory plots for the 19-unit spacing model for different initial positions.
**Figure 12.** Meridional trajectory plots for the 10-unit spacing model for different initial positions.

<table>
<thead>
<tr>
<th></th>
<th>( r_0 )</th>
<th>( E )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1%</td>
<td>120°</td>
<td>180°</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>2%</td>
<td>120°</td>
<td>180°</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>3%</td>
<td>120°</td>
<td>180°</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>4%</td>
<td>120°</td>
<td>180°</td>
</tr>
</tbody>
</table>
Figure 13. Meridional trajectory plots for the 33-unit spacing model for different initial energies.
Figure 14. Meridional trajectory plots for the 19-unit spacing model for different initial energies and directions.

<table>
<thead>
<tr>
<th></th>
<th>$r_o$</th>
<th>E</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1%</td>
<td>120°</td>
<td>180°</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>3%</td>
<td>110°</td>
<td>180°</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>3%</td>
<td>120°</td>
<td>180°</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>3%</td>
<td>130°</td>
<td>180°</td>
</tr>
</tbody>
</table>
Figure 15. Meridional trajectory plots for the 19-unit spacing model for different initial energies and directions.
Figure 16. Meridional trajectory plots for the 10-unit spacing model for different initial positions and directions.
Figure 12. Skew trajectory plots for the 10-unit spacing model for different initial positions and directions.
Figure 18. Skew trajectory plots for the 19-unit spacing model for different initial directions.
Figure 19. Skew trajectories projected onto the XY-plane.
CONCLUSION

The electron gain of a conical hole type multiplier structure was studied by computing the potential distribution and some electron trajectories. The only parameter, the influence of which was studied, was the spacing between two successive stages. It was found that the smallest spacing studied of approximately 77% of the electrode thickness has two important advantages compared to larger spacings: firstly, the active region where the field strength on the surface pulls the electrons into the vacuum instead of pushing them back to the electrode is wider than in the case of larger spacing; secondly, the pulling field is strong enough to collect electrons with initial energies of more than 5% of the accelerating voltage, while for larger spacings a smaller fraction of the energy distribution is collected onto the next stage. It is concluded that the conical hole type multiplier structure is feasible with sufficient gain if the spacing is chosen sufficiently small.
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APPENDIX A

COMPUTER PROGRAM (IBM 1130) FOR POTENTIAL DISTRIBUTION

// JOB
// DUP
*STORED DATA .WS UA SHENF 2
// JOB
// DUP
*DELETE SHEN
// FOR
*ONE WORD INTEGERS
*IOCS(PLOTTER)
*IOCS(CARD)
*IOCS(DISK)
*IOCS(TYPERITER)
*IOCS(1132 PRINTER)
   DIMENSION M2(17,36)
   COMMON M(17,26),MM(250,2),ICON(40),CONB(40,2)
   DEFINE FILE 1(37,17,U,IBM)
   READ(2,507)IW,IH,LSTR
   507 FORMAT(312)
      IH1=IH-1
      IH2=IH-2
      WRITE(1,506)
   506 FORMAT('SW 4 DOWN CONTINUATION RUN, UP FOR INITIAL RUN//' )
   PAUSE
   CALL DATSW(4,INT)
   GO TO (57,40)*INT
   40 READ(1,1)ITR
      DO 41 I=1,IH1
         K=I+1
41 READ(1, K) (M(J, I), J = 1, IW)
   WRITE(3, 502)
   GO TO 157
57 ITR = 0
157 N20 = 19
   JGO = 1
   WRITE(3, 502)
502 FORMAT('1')
   CALL CHEN1
58 DO 70 I = 1, IW
   DO 70 J = 1, IH
70 M2(I, J) = M(I, J)
   DO 15 J = 2, IH2
      CALL DATSW(5, KGO)
   GO TO (428, 430, KGO)
428 CALL CHEN2(1W, IH)
429 IF(J = 3) 429, 429
   429 DO 115 I = 1, IW
      115 M(I, IH1) = (M(I, 2) - M(I, 1)) + M(I, IH2)
   429 IF(J = 4) 429, 329
   329 IF(J = 4) 329, 330
   330 DO 331 I = 1, IW
      331 M(I, IH) = M(I, 3) - M(I, 2) + M(I, IH1)
   329 DO 15 I = 1, IW
      NUMEL = I * 100 + J
      K = 0
59 K = K + 1
   IF(MM(K, 1) = 9999) 60, 62, 62
60 IF(MM(K, 1) = NUMEL) 59, 61, 59
61 LAW = MM(K, 2)
   GO TO 63
62 LAW = 1
63 IF(5 - LAW) 8, 64, 64
64 GO TO (1, 2, 3, 4, 5, LAW
   IB = M(I, J + 1)
101 IA = M(I - 1, J)
C=M(I+1,J)
ID=M(I,J-1)
M(I,J)=((IA+IB+ID)/4)+((C-IA)/(8*(I-1)))+5
GO TO 15

3 IB=0
GO TO 101

4 IB=M(I,J+1)
C=M(I+1,J)
ID=M(I,J-1)
M(I,J)=((4* C+IB+ID)/6)+5
GO TO 15

5 IA=M(I-1,J)
IB=M(I,J+1)
ID=M(I,J-1)
M(I,J)=((2* A+IB+ID)/4)+5
GO TO 15

6 M(I,J)= AC*M(I,J-1)+5
GO TO 15

7 M(I,J)= AC*M(I-1,J)+5
GO TO 15

8 ISUB=LAW-5
NWLAW=ICON(ISUB)
AC=CONTB(ISUB,1)
BC=CONTB(ISUB,2)
GO TO (11,10,9,12,6,7)*NWLAW
C*****************************180

9 IA=M(I-2,J)
IB=M(I-2,J)
GO TO 13

C*****************************90

10 IA=M(I,J+1)
IB=M(I,J+2)
GO TO 13

C*****************************0

11 IA=M(I+1,J)
IB=M(I+2,J)
GO TO 13

C********************************************* 270
12 IA=M(I,J-1)
   IB=M(I,J-2)
13 M(I,J)=(IA*AC-IB*BC )+.5
15 CONTINUE
   ITR=ITR+1
   DO 30 I=1,1W
      M(I,1)=M(I,INCH)-M(I,IH1)+M(I,2)
      N2O=N2O+1
      IF(N2O<20)36,35,36
      WRITE(3,505)ITR
      CALL CHEN2(IW,IH)
      N2O=0
36 DO 20 I=1,1W
      DO 20 J=2,1H2
      IF (M(I,J)-M2(I,J))25.20,25
20 CONTINUE
   WRITE(3,500)
500 FORMAT(' THIS IS THE FINISHED MATRIX')
   JGO=2
   GO TO 26
25 CALL DATSW(1,NPRT)
   GO TO (26,23),NPRT
26 WRITE(3,505)ITR
   505 FORMAT(50X'ITERATION '+I5,'//')
   CALL CHEN2(IW,IH)
28 CALL DATSW(6,IEND).
   GO TO (24,29),IEND
24 WRITE(3,1)ITR
   DO 22 I=1,35
      K=I+1
      WRITE(1,K)(M(J,I),J=1,1W)
   WRITE(3,508)ITR
   508 H..
508 FORMAT(20X,15' IS THE ITR. STORED FOR CONTINUATION RUN'/)
      CALL CHENZ(IW,IH)
      GO TO 38
29 GO TO (58,27),JGO
27 NCT=0
      WRITE(1,501)
501 FORMAT('SW 10 UP FOR PLOT.')
      PAUSE
      CALL DATSW(10,KPLOT)
      GO TO(170,71),KPLOT
170 CALL POPS(IW,IH)
      71 CALL XTRAP(IW,LSTR)
      CALL CHENZ(IW,IH)
      DO 200 I=1,120
200 CALL PASK8(16448,IE)
      DO 201 I=1,120
201 CALL PASK8(1856,IE)
      DO 250 J=1,LSTR
        IY=LSTR-J+1
      DO 250 I=1,IW
        IX=IW-I+1
        CALL FILL(INCON,1,6,-4032)
        NUM=M(IX,IY)
        IF(NUM)202,204,203
202 NUM=-1*NUM
        ICON(1)=24640
203 CALL MSIA(INCON,2,6,NUM,0)
204 DO 205 IP=1,6
205 CALL PASK8(INCON(IP),IE)
      NCT=NCT+1
      IF(J-LSTR)207,I206,206
206 IF(I-IW)207,208,208
207 CALL PASK8(27456,IE)
208 IF(NCT-9)250,209,209
209 NCT=0
    CALL PASK8(3392,1E)
    CALL PASK8(9536,1E)
_250. CONTINUE
    DO 251 I=1,240
_251. CALL PASK8(16448,1E)
    WRITE(1,509)
    509 FORMAT ('SW 2 UP CALL EXIT'/ 'DOWN NEW SHEN JOB'/)
    PAUSE
    CALL DATSW(2,NGO)
    GO TO (38,57,NGO)
    38 CALL EXIT
    END
// DUP
*STORE WS UA SHEN

// JOB
// DUP
*DELETE CHEN1
// FOR
*ONE WORD INTEGERS
SUBROUTINE CHEN1
    COMMON M(17,36),MM(250,2),ICON(40),CONTB(40,2)
_1=1
C READ IN TABLE OF POINT-LAW RELATIONS 9999 POINT DENOTE END OF TABLE
_10. READ (2,101) MM(I,1),MM(I,2)
_101 FORMAT (14,12)
    IF(MM(I,1)-9999) 15,20,15
    15 I=I+1
    GO TO 10
C TABLE FILLED
C.... READ IN LAW-TABLE DUMMY LAST CARD HAS 9 IN COL 1
_20. CONTINUE
    L=1
READ (2, 102) ICON(L), CONTB(L+1), CONTB(L+2)
102 FORMAT (11, 2F6.4)
IF (ICON(L) - 9) 62, 63, 62
L = L + 1
GO TO 60
63. CONTINUE
C ************* THIS SECTION READS IN 35 CARDS**** EACH CARD INITIALIZES A
HORIZONTAL ROW TO THE VALUE IN COLUMNS 1-5 IN THE CARD
CALL DATSW (4*IGO)
GO TO (70, 80), IGO
70 DO 700 KA = 1, 35
READ (2, 680) MLT
680 FORMAT (I16)
DO 700 KB = 1, 17
700 M(KB, KA) = MLT
C **************** END OF INITIALIZATION SECTION
701 READ (2, 103) IX, IY, INV
103 FORMAT (212, 16)
IF (IX - 99) 702, 80, 702
702 M(IX, IY) = INV
GO TO 701
80 RETURN
END
// DUP
*STORE WS UA CHEN1
// JOB
// DUP
*DELETE CHEN2
// FOR
*ONE-WORD INTEGERS
SUBROUTINE CHEN2 (IX, IY)
COMMON M(17*36), MM(250*2), ICON(40), CONT(40*2)
JACK = IY + 1
DO 50 J = 1, IY
N = JACK - J
50 WRITE (3,101) (M(K,N),K=1,N)
   101 FORMAT(1X,17(I5,2X))
   WRITE (3,102)
   102 FORMAT(1H1,1X)
   RETURN
   END
// DUP
*STORE WS UA CHEN2
### APPENDIX A

**POTENTIAL DISTRIBUTION (10-m UNIT SPACING)**

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3908</td>
<td>-3951</td>
<td>-4000</td>
<td>-3998</td>
<td>-3996</td>
<td>-3994</td>
<td>-3992</td>
<td>-3990</td>
<td>-3988</td>
<td>-3986</td>
</tr>
<tr>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
<td>-3375</td>
</tr>
<tr>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
<td>-2879</td>
</tr>
<tr>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
<td>-1470</td>
</tr>
<tr>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
<td>-1033</td>
</tr>
<tr>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
<td>-616</td>
</tr>
<tr>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
<td>324</td>
</tr>
<tr>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
<td>628</td>
</tr>
<tr>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
<td>929</td>
</tr>
<tr>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
<td>1428</td>
</tr>
<tr>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
<td>1924</td>
</tr>
<tr>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
<td>2487</td>
</tr>
<tr>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
<td>3082</td>
</tr>
<tr>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
<td>3705</td>
</tr>
<tr>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
<td>4324</td>
</tr>
<tr>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
<td>4932</td>
</tr>
<tr>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
<td>5540</td>
</tr>
<tr>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
<td>6055</td>
</tr>
<tr>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
<td>6617</td>
</tr>
<tr>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
<td>7116</td>
</tr>
<tr>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td>Value 5</td>
<td>Value 6</td>
<td>Value 7</td>
<td>Value 8</td>
<td>Value 9</td>
<td>Value 10</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
</tbody>
</table>

**APPENDIX C**

**POTENTIAL DISTRIBUTION (19-UNIT SPACING)**

| Value 1 | Value 2 | Value 3 | Value 4 | Value 5 | Value 6 | Value 7 | Value 8 | Value 9 | Value 10 | Value 11 | Value 12 | Value 13 | Value 14 | Value 15 | Value 16 | Value 17 | Value 18 | Value 19 | Value 20 | Value 21 | Value 22 | Value 23 | Value 24 | Value 25 | Value 26 | Value 27 | Value 28 | Value 29 | Value 30 | Value 31 | Value 32 | Value 33 | Value 34 | Value 35 | Value 36 | Value 37 | Value 38 | Value 39 | Value 40 | Value 41 | Value 42 | Value 43 | Value 44 | Value 45 | Value 46 | Value 47 | Value 48 | Value 49 | Value 50 | Value 51 | Value 52 | Value 53 | Value 54 | Value 55 | Value 56 | Value 57 | Value 58 | Value 59 | Value 60 | Value 61 | Value 62 | Value 63 | Value 64 | Value 65 | Value 66 | Value 67 | Value 68 | Value 69 | Value 70 | Value 71 | Value 72 | Value 73 | Value 74 | Value 75 | Value 76 | Value 77 | Value 78 | Value 79 | Value 80 | Value 81 | Value 82 | Value 83 | Value 84 | Value 85 | Value 86 | Value 87 | Value 88 | Value 89 | Value 90 | Value 91 | Value 92 | Value 93 | Value 94 | Value 95 | Value 96 | Value 97 | Value 98 | Value 99 | Value 100 |
APPENDIX D. POTENTIAL DISTRIBUTION (33-UNIT SPACING)

<table>
<thead>
<tr>
<th>-1089</th>
<th>-1070</th>
<th>-1090</th>
<th>-960</th>
<th>-955</th>
<th>-707</th>
<th>-504</th>
<th>-234</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-763</td>
<td>-750</td>
<td>-709</td>
<td>-635</td>
<td>-519</td>
<td>-347</td>
<td>-29</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-496</td>
<td>-405</td>
<td>-449</td>
<td>-393</td>
<td>-276</td>
<td>-116</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-275</td>
<td>-176</td>
<td>-175</td>
<td>-169</td>
<td>-162</td>
<td>-150</td>
<td>-131</td>
<td>-104</td>
<td>0</td>
</tr>
<tr>
<td>-80</td>
<td>-80</td>
<td>-80</td>
<td>-64</td>
<td>-64</td>
<td>-81</td>
<td>-73</td>
<td>-56</td>
<td>-50</td>
</tr>
<tr>
<td>19</td>
<td>17</td>
<td>17</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>127</td>
<td>123</td>
<td>112</td>
<td>92</td>
<td>67</td>
<td>39</td>
<td>14</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>251</td>
<td>245</td>
<td>228</td>
<td>197</td>
<td>154</td>
<td>100</td>
<td>44</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>399</td>
<td>391</td>
<td>359</td>
<td>328</td>
<td>264</td>
<td>172</td>
<td>66</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>576</td>
<td>568</td>
<td>544</td>
<td>499</td>
<td>422</td>
<td>270</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>786</td>
<td>779</td>
<td>759</td>
<td>724</td>
<td>674</td>
<td>614</td>
<td>592</td>
<td>492</td>
<td>509</td>
</tr>
<tr>
<td>1022</td>
<td>1017</td>
<td>1003</td>
<td>900</td>
<td>550</td>
<td>519</td>
<td>898</td>
<td>873</td>
<td>894</td>
</tr>
<tr>
<td>1277</td>
<td>1274</td>
<td>1266</td>
<td>1252</td>
<td>1235</td>
<td>1220</td>
<td>1210</td>
<td>1208</td>
<td>1226</td>
</tr>
<tr>
<td>1546</td>
<td>1544</td>
<td>1531</td>
<td>1523</td>
<td>1517</td>
<td>1516</td>
<td>1522</td>
<td>1533</td>
<td>1429</td>
</tr>
<tr>
<td>2300</td>
<td>2300</td>
<td>2382</td>
<td>2391</td>
<td>2391</td>
<td>2411</td>
<td>2442</td>
<td>2471</td>
<td>2491</td>
</tr>
<tr>
<td>2939</td>
<td>2940</td>
<td>2944</td>
<td>2953</td>
<td>2953</td>
<td>2968</td>
<td>2987</td>
<td>3004</td>
<td>3016</td>
</tr>
<tr>
<td>3495</td>
<td>3494</td>
<td>3498</td>
<td>3506</td>
<td>3506</td>
<td>3517</td>
<td>3529</td>
<td>3540</td>
<td>3547</td>
</tr>
<tr>
<td>4042</td>
<td>4043</td>
<td>4047</td>
<td>4053</td>
<td>4053</td>
<td>4061</td>
<td>4070</td>
<td>4077</td>
<td>4082</td>
</tr>
<tr>
<td>4585</td>
<td>4586</td>
<td>4590</td>
<td>4595</td>
<td>4595</td>
<td>4602</td>
<td>4610</td>
<td>4616</td>
<td>5620</td>
</tr>
<tr>
<td>5123</td>
<td>5124</td>
<td>5128</td>
<td>5134</td>
<td>5134</td>
<td>5141</td>
<td>5149</td>
<td>5155</td>
<td>5159</td>
</tr>
<tr>
<td>5655</td>
<td>5657</td>
<td>5662</td>
<td>5669</td>
<td>5669</td>
<td>5678</td>
<td>5687</td>
<td>5695</td>
<td>5700</td>
</tr>
<tr>
<td>6180</td>
<td>6182</td>
<td>6189</td>
<td>6199</td>
<td>6199</td>
<td>6212</td>
<td>6225</td>
<td>6236</td>
<td>6244</td>
</tr>
<tr>
<td>6694</td>
<td>6697</td>
<td>6707</td>
<td>6722</td>
<td>6722</td>
<td>6741</td>
<td>6761</td>
<td>6779</td>
<td>6792</td>
</tr>
<tr>
<td>7194</td>
<td>7199</td>
<td>7213</td>
<td>7235</td>
<td>7235</td>
<td>7264</td>
<td>7295</td>
<td>7324</td>
<td>7346</td>
</tr>
<tr>
<td>7675</td>
<td>7682</td>
<td>7702</td>
<td>7734</td>
<td>7734</td>
<td>7776</td>
<td>7824</td>
<td>7873</td>
<td>7911</td>
</tr>
<tr>
<td>8138</td>
<td>8137</td>
<td>8164</td>
<td>8209</td>
<td>8209</td>
<td>8270</td>
<td>8344</td>
<td>8425</td>
<td>8495</td>
</tr>
<tr>
<td>8546</td>
<td>8557</td>
<td>8591</td>
<td>8649</td>
<td>8649</td>
<td>8733</td>
<td>8842</td>
<td>8974</td>
<td>9109</td>
</tr>
<tr>
<td>9117</td>
<td>8930</td>
<td>8970</td>
<td>9040</td>
<td>9040</td>
<td>9145</td>
<td>9293</td>
<td>9496</td>
<td>9766</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9997</td>
</tr>
</tbody>
</table>