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Land-use planning takes into consideration geologic hazards in order to
protect both life and property. One type of geologic hazard is mass movement.
Mass movement is a collective term for the downsiope movement of mass units of
debris; e.g., bedrock, soil, and subsurface material, resulﬁ-ng from the influence
of gravify&cnd involving transporting media such as ice, snow, water, and air.

As population increases, further pressures are placed on existing land use. Many

areas once considered unsuitable for development due to steep slope or other

physical characteristics are now experiencing problems. These areas, due to
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their physical characteristics, can be susceptible to mass movement. The prob-
lem is, information related to the areal distribution of susceptibility is most often
not available for input to the land-use planning process. This thesis is proposing
a methodology to provide general-level mass movement susceptibility maps.

The methodology is a computer application utilizing the Harvard
[.M.G.R.1.D. (IMGRID) System. IMGRID is a system using grid cells as the
basic units of data storage, analysis, retrieval, and display. Basically, the
methodology consists of three major.components or phases: (1) providing the com-
puter with data acceptable to the machine and computer programs (input);

. (2) manipulation of the data and storage of map results within the machine's
memory (processing); and (3) the retrieval and display of results (output).

The processing of the data is organized around susceptibility models which
generate computer maps identifying areas susceptible to mass movements. Areas
susceptible fo mass movements are defined as portions of the landscape character-
ized by a set of natural characteristics existing in a stable state which will yield
a failure of the material if acted upon by an external or internal triggering event
either natural or man-induced.

The methodology was applied to a small area in Southwest Washington as
a demonstration of how one mechanically follows it from beginning to end. Nine
mass movement models were constructed based on the Varnes' classification system
and applied to a data bank containing eleven data variables. The susceptibility
maps generated were analyzed to determine the significant mapping classes using

the statistical output from IMGRID,
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CHAPTER |
INTRODUCTION

Mass movements or landslides as they are more popularly termed (land-
slides are only one of many types of mass movements) can be disastrous, often
resulting in loss of life and damage to existing buildings and homes. Population
increase with corresponding pressure on land use, has yielded an increasing
shortage of suitable building sites in many areas. Sites once considered m;:r—
ginal because of slope gradient or other physical characteristics are’now being
developed. Proper conirol must be exercised to avoid disasters caused by land-
slides, but in order to accomplish this, mass movement susceptibility information
must be available. In most cases it is not. The problem is: How does a small
planning office, with a minimum of staff and small financial base, gather ade-
quate mass movement susceptibility information from which to base general level
decisions related to proper control for their planning unit to avoid mass movement
disasters? This thesis is an investigation of a possible solution to that problem.

The morphology or f;er of the earth's surface is the result of interaction
of internal and externcl energy. Internally generated energy is responsible for
the lifting, fracturing, and wrinkling of the earth’s surface.' External energy
from the sun and atmosphere, i.e., wind and rain aided by the force of grqvify;

is responsible for the breakdown, erosion, and transport of exposed earth



materials. These interactions gonfribufe to the formation and evolution of the
earth's landforms and are termed geomorphic processes. The concern here is with
the transport portion of this system, erosion. Slowly, and usuaH”y imperceptible
except through long term observations, the action of wind, water, ice, and
gravity are wearing down the earth's surface and transporting debris to the oceans.
One of the more observable erosional processes is that of mass movements.

Mass movement is a collective term for gravity induced movement of
weathered materials, i.e., soil and rock debris, that move as a coherent body
in which neighboring particles remain close together during movement (Carson
and Kirkby, 1972, p. 99). Wss transport is a process that normally accompanies
-mass movement. After the dislocation of material due to gravitational force
overcoming resistance, a transporting media such as air, ice, snow, water or a
combination of media, directly carries the material downward (Hutchinson,
1968, p. 688). Technically, mass movement and mass transport are two processes
merging or working together to "move" the material. In reality, both processes
occur simultaneously. Throughout this thesis mass movement is considered to be
a collective term for the downslope movement of mass units of debris, e.g.,
bedrock, soil, and subsurface material, resulting from the influence of gravity
and involving transporting media such as ice, snow, water, and air.

Confusion exists in the literature as to the relationship between mass
-wasting and mass movements. Mass wasting is defined by the American Geologi-
cal Institute (1962, p. 309) as "A general term for a variety of processes'by

which large masses of earth material are moved by gravity either slowly or
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quickly from one place to another." It would thus appear that mass movements
are one of the processes referred to in this definition.

Mass movements are much more complex than this definition, however.
Sharpe (1938, p. 20) divides mass movements into four basic groups: slow flow-
age, rapid flowage, sliding, and subsidence. His criteria were primarily on the
basis of the kind of movement involved. The mass movement classification de-
veloped by Sharpe was modified in 1958 by Varnes (1958, p. 20-47). The
Varnes classification system is discussed later during the model construction
phase of the application of the proposed methodology in Chapter IlI.

~Moss movement susceptibility. is not easy to define. Webster's New

Collegiate bicﬂonary (third edition, 1974) defines susceptible as follows:

"1. Capable of submitting to an action or process or operation. 2. Open,
subject, or unresistant to some stimulus. 3. Impressionable or responsive."
Based upon the above definition, the author is defining mass movement suscepti-
bility in the following manner:

1. Those portions of the landscape characterized by a set of natural
characteristics existing in a stable state which will yield a failure of the
material if acted upon by an external or internal triggering event either
natural or man-induced.

There are many examples of disastrous mass movements. A disastrous

mass movement can be said to have occurred if it takes place or affects an area
where man lives or works. These types of events draw public attention and are

very costly both in terms of damage and control. The list of mass movements

which have caused damage is long and forever increasing.



Cooke and Doornkamp (1974, p. 128) suégesf that one reason for the
occurrence of new slides is that man's power to alter a hillside has increased
with technological developments, e.g., excavations into the earth are able to
go deeper and man-made striictures ore getting larger. In cddiﬁ.on, areas once
considered marginal for civil engineering sites are now being developed.

In California, level land is being expended for public facilities and
private housing. The result is a shortage of suitable land around cities, forcing
consideration for development of sloping land or areas of greater relief with
many consequent problems. One of the most serious of these problems is the
possibility of landslides. Consequently, interest in landslides has greatly in=-
;:recsed. Morton and Streitz (1967, p. 124) underline this interest by conclud-
ing that "either naft;lral or man-induced landslides can occur in areas where de-
velopment is not properly controlled. "

The problem is how to acquire mass movement susceptibility data for
"proper control.”" One way would be to contract a consulting firm to complete
a detailed mass movement susceptibility or slope instability survey for the plan-
ning unit. This is usually not financially feasible. Another method is to attempt
to handle the job in-house. This method would most likely be used in small
planning offices in areas adjacent to major population centers. Present popula-
tion within the planning unit may be relatively small, but with increased out-

" migration from cities, the peripheral areas experience population expansions

necessitating "proper control" for urban development.
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My éoal is to suggest a methodology for the land-use planner in the
situation where, due to the landscape characteristics and the population trend
within the planning area, general-level mass movement susceptibility informa-
tion is needed for input to the plunning process. Also, because of budget re-
sfrictions or manpower limitations, it is not possible to employ specialists to
gather these data. Map form information will allow landscape areas to be iden-
tified which have various levels of susceptibility to specific types of mass move-
ments. By being aware of fEese areas, certain constraints or restrictions can be
placed upon the potential land developer which must be satisfied prior to devel-
opment. These constraints or resirictions could requ?rgthe developer to complete
c; detailed site analysis related to slope sfcbilify,f;;;» they. cou[d require certain
correction procedures to be followed in‘order to avoid damage :from a specific

type of failure. These maps could also be used in conjunction with other data

- as a tool for developing zoning maps. They may have application in road con-

struction by flagging potential hazardous areas at the planning stage. These are ‘
but a few pofenﬁol’applications.

The methodology is a computer application. Computers are an increas-
ingly important tool in solving land-use problems. Massey (1968, p. i) points
out that the p}oblem of the human mind is (1) it cannot remember everything re-
quired; and (2) the human memory produces no visible record of its content.
Without some type of artificial aids, society would be limited by human ability
to remember transactions.and their willingness_to_trust each ofher's.honesfy and _ .

memories.
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Men and machines must work together. The computer-man relationship
is aptly described by the following quote:

. . . symbiotic relationship, a relationship in which each can perform the
kind of activity for which it is best suited. Man is quite good at inventing
and organizing patterns and stripping away irrelevant detail; he is creative,
unpredictable, sometimes capricious, sensitive to human values. The com~
puter is almost exactly what man is not. It is capable of paying undivided
attention to unlimited detail; it is immune to distraction, precise and re-
liable; it can carry out the most intricate and lengthy calculation with ease,
without a flaw and in much less than a millionth of the time that would be
required by its human counterpart. It is emotionless, or so we suppose. It
suffers from neither boredom nor fatigue. It needs to be told only once;
thereafter it remembers perfectly until it is told to forget, whereupon it for-
gets instantly and absolutely . . . (Miller and Nieman, Jr., 1972, p. 4).

The proposed methodology is an application of the computerized Harvard
I.M.G.R.1.D. System to provide a land-use planner spatial data depicting land-

scape areas susceptible to mass movements.



CHAPTER 11

A PROPOSED MASS MOVEMENT SUSCEPTIBILITY

DETERMINATION METHODOLOGY
I. INTRODUCTION

The purpose of this methodology is to generate mass movement suscepti-
bility information in a spatial format for utilization in the land use allocation
process. The output will be in map form. As stated by Hopps (1969, p. ii),

A map is usually the most effective way to transmit information to most per-
sons, Often a map is the best means of presenting interrelationships vividly
and dramatically--especially to the intelligent, concerned, non-
mathematically oriented person who needs to know.
In order to generate this map or set of maps depicting mass movement suscepti=-
bility for a study area, a computer approach was chosen because of the ease in
handling, deriving, manipulating, and displaying large volumes of data. The
system that meets these requirements and of which this proposed methodology is
an application, is the Harvard I.M.G.R.1.D, (IMGRID) System.

The IMGRID System is used for manipulating information in a grid cell

data file and has been developed by David F. Sinton of the Department of Land-
scape Architecture in the Harvard University Graduate School of Design. Sinton

provides the following comments concerning the IMGRID System:
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The IMGRID System is designed to provide a link between a small, highly
structured data base with a distinct set of characteristics and persons wish-
ing to use the data base who have no experience in computer programming.
The IMGRID System is intended for use by professionals with responsibility
for the planning and management of natural resources and land use activities
(Sinton, 1975a, p. 5).
In summary, IMGRID is an analysis tool that uses the grid cell as the spatial unit
for the input, storage, retrieval, analysis, and output of geographic information.
~ The analysis or data manipulation is accomplishe/d by the application of an over-
lay technique. These aspects of the system are presented in Appendix A.

Prior to implementing this proposed methodology, the user must determine
accessibility to the IMGRID System at a con;pufer facility within a reasonable
distance. In most cases, such a facility would be located in either a federal,
state, local government agency, or an institution of higher education. The
application of the methodology presented in Chapter 11l was accomplished through
the use of IMGRID on the IBM 360 Computer System at Harvard University.
When IMGRID is acquired by other organizations which have different hordwa‘re
systems, the software may require modifications fo yield it compatible with vary-
ing hardware configurations. This may result with slightly different techniques
than will be described for this methodology.

The user should work closely with the staff responsible for IMGRID in the
computer facility once an arrangement has been made for them to process the
data bank and models. The staff will primarily provide technical assistance as

the user is responsible for implementing the methodology. Technical advice may

deal with such things as software modifications, coding formats, map symbols, etc.
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The methodology can be described simply in three phases: (1) providing
the computer with data acceptable to the machine and software (input); (2) ma-
nipulation of the data and storage of map results within the machine's memory
(processing); and (3) the retrievvul‘_und display of results (output).

The input portion consists of mappea vin‘formaﬁon describing characteristics
of a specific geographic area. This is often referred to as the data bank. In
order for these data to be accepted by the computer and in turn displayed as a
map, they must be available or made available in a form which is compatible
with the hardware and software with which the processing will be accomplished.
In addition, every possible location on the surface of the map to be prepared
rﬁusf be identified by the computer. The most common approach is to employ an
X and Y referencing or coordinate system to which the computer can refer when-
ever it must identify the location of any one point in relation to all other points
on the map (Steinitz et al., 1969, p. 7). The data inventory must translate all
data which describes the study area into digital form. The translation should re-
cord the basic attributes of the measurement: location, the data element to be
measured, and the data item. By using a grid as the spatial locator, the location
of a recorded measurement need not be fully reported as it is implied by its rela-
tive location in a data file.

Manipulation of the data values can take place once the computer has
been supplied with values for a given location. The computer is programmed to
perform a multitude of arithmetic and logical operations upon these data via the

model siructure. Whether the final value mapped is one put into the computer or
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one derived by the computer, the resulting map image is constructed by numbers

or other graphic symbols based on coordinate locations.
Il. THE PROPOSED METHODOLOGY

More detailed aspects of the methodology will now be discussed. The

proposed methodology is illustrated graphically by a flow chart (Figure 1).

Phase One

Assessment of Need. The need of mass movement susceptibility informa-
tion must be established and documented prior to embarking on a program to
generate such data. There-are many possible situations which would justify this
need.

In Chapter 1 of this thesis it was pointed out that one justification can be
directly related to population increases due to proximity of major urban centers.
If developed, areas may experience construction activity involving new road
building, increased vehicle traffic, vegetation removal, etc. The existing
drainage system may be disrupted. Slopes will be exposed to new geomorphic
and anthropomorphic processes. Road cuts could result with the possible upset
of slope stability, and so on.

The above comments relate to the effects of development from a non-land
use planner. They are offered as potential considerations in justifying the acqui-
sition of mass movement susceptibility information. Several key questions might

be asked. How much suitable land for development remains in the planning

_ .
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unit? What are the population trends? What are the trends for industrial de-
velopmen;‘?

Once an initial decision has been made as to whether lands evaluated
as unsuitable for building sites ore going to be considered for development or are
already being developed, the planner may desire to collect further evidence to
support implementation of this methodology. This evidence could be directly re-
lated to mass movements in areas within the planning unit which have experienced

logging or highway construction resulting in slope failures.

Phase Two

" Definition of Study Area. The study area needs to be delineated for which

the methodology will be applied. Ideally, boundaries must be placed around the
smallest area which encloses all the data categories and systems which influence
the geographical area and natural phenomena being studied. Once this has been
done, it is assumed that mc;sf data and systems influencing the subject under study
are within the area. Political and physiographic boundaries will usually not be
as satisfactory as a somewhat arbitrary, larger border (Steinitz et al., 1969,

p. 21). Invariably, the need for an all-inclusive geographical boundary must

be weighed against the resources available for the study.

Preliminary Base Map Preparation. Once the task of idenﬁf'ying and de-

lineating a study area has been completed it is necessary to select and prepare a
preliminary base map. The base map will serve three functions. The most impor-

tant is as a coordinating framework for data collection. The information which
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will go into the databank will in many cases be available at different scales and
forms. As will be discussed in ‘Phuse Six of this methodology, this may necessitate
the transfer of mapped information at various scales onto a common base map as
a step towards grid cell coding. The base map will provide the physical base
. upon which the study area will be delineated. It is also quite possible that the
base map will be used in graphic displays to convey to other members of the plan-
ning team and the public, the process that has been followed to generate mass
movement susceptibility information. The third function of the base map is to
relate information i;o known features within the study area, such as the transpor-
tation system, residential areas, steep slope, etc. Obviously,A if these functions
are to be fulfilled, the selection of a map base is very important.

A base map will usually be prepared from existing published or unpub-
lished maps. Maps that may be used include County Highway Maps, plat maps,
U.S. Geological Survey (USGS) maps, etc. Probably the most useful existing
maps for this purpose are the USGS quadrangle maps, 1:24,000 or 1:62,500 scale.
An advantage of using quadrangles as the base map for the study area is the
amount and kind of primary data which may be extracted directly from them such
as slope and hydrology. A second advantage is the large amount of data con-
tained which can serve as control points if information needs to be transferred
from other map sources. In addition, geographic coordinates in latitude and
longitude, Universal Transverse Mercator (UTM) coordinates, and Township/
Range/Section information are depicted. Thus, these coordinate systems would

be available as an X and Y referencing system for geographic location if desired.
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The desi‘robilify of being able to use these various geographic referencing systems
could be to interface the data bank with one already existing built by the local
planning organization or some other organization having some responsibility for
the planning unit.
It is not necessary to do anything to this map once the study area has

been delineated since it is primarily for use as a work map.

Phase Three

Preliminary Model Construction, Two phases of the methodology are de-

pendent upon input from specialists outside of the planning office. These are

- the phases involved with the construction of the mass movement susceptibility
models, this phase and Phase Five. It is at this point that at least two experts
in the phenomena of mass movements must be consulted. These specialists should
fulfill three requirements: (1) they must be knowledgeable of the geomorphic
précesses that produce mass movements; (2) they must be somewhat familiar with
the physical characteristics of the planning areq; and (3) they must be willing to
provide assistance.

The models are to be built based on the coincidental occurrence of physi-
cal characteristics that if acted upon by a triggering event may cause a failure.
They are not intended to determine the probability of a triggering event or of a
mass movement but rather to determine the spoﬁal‘disfribufion of areas that are

susceptible to mass movements based on physical characteristics.
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One of the first decisions that must be made is: How many models should
be established? If the purpose has been defined as acquiring information related
to areas susceptible to mass movements as compared to areas susceptible to spe-
cific kinds of mass movements, then less time will be involved in constructing
- one general mass movement model. But, the results will be correspondingly
general. [f the purpose is to acquire information related to areas susceptible to
specific types of mass movements, more time will be required but the results will
have wider application. This would allow for the development of different "con-
trol" or "preventive" requirements for land use based on the expected type of
failure. Preventive measures for a slump mass movement will differ from those
for an earthflow. Secondly, the latter approach still allows the user to aggre-
gate the results. This means that once each model has been applied to the data
bank, the models can be combined to produce one map which delineates fhe.spcl-
tial distribution of areas susceptible to mass movements in general. It is suggested
that this latter approach be used because the results will allow for better planning
decisions. Also, the results will better correspond with the amount of time in-
v;:s:;‘sd' in building the data bank.

The first step is to determine which mass movements are most likely to
occur in the study area. This is best accomplished by consulting one of the several
major classification systems (e.g., Ladd, 1935; Sharpe, 1939; Ward, 1945; Savage,

- 1951; Varnes, 1958; Jones et al., 1961; and Hutchinson, 1968) and révie.wing the
general criteria for each failure included in the classification. The classification

systems that have been suggested have been variously based on the kind of
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material, type of movement, causes, and other factors. Terzaghi (1950, p. 88)
has commented on classification systems as follows:

A phenomenon involving such a multitude of combinations between materials
and disturbing agents opens unlimited vistas for the classification enthusiast.
The result of the classification depends quite obviously on the classifier's
opinion regarding the relative importance of the many different aspects of
the classified phenomena.

According to Ward (1945, p. 172),

A classification of the types of failure is necessary to the engineer to enable
him to distinguish and recognize the different phenomena for purposes of de-
sign and also to enable him to take the appropriate remedial or safety mea-
sures where necessary. The geographer and geologist need a classification

- so that they may interpret the past and predict trends of topography as re-~
vealed by their observations.

Once one of these classification systems is selected and reviewed it might be
found, for example, that the mass movement called rockfall requires areas of
exposed bedrock with 55%+ slopes. Knowing that this characteristic never occurs
in the study area eliminates the need for building such a model. Once the various
potential types of mass movement have been identified, it is most efficient to fol-
low a consistent format so that when the methodology is completed, each model
will have a unique booklet to document the process.
The preliminary model construction should establish the intent of each

model. For slumping, the intent might be:

. . . to evaluate every grid cell within the study area for its susceptibility

to slumping. A slump failure is a sub-category of the movements termed

slides. A slide is a movement caused by finite shear failure along one or

several surfaces which are visible or whose presence may be reasonably in- -

ferred. A slump type slide consists of material in motion which is not greatly

deformed. The moving mass may consist of one or a few units. The maximum

dimension of units is greater than displacement between units. Movement
may be controlled by surfaces of weakness such as faults, bedding planes or
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joints. In a slump, movement is only along internal slip surfaces, which are
usually concave upward. Backward tilting of units is common. The evalua~
tion is to be accomplished by considering the coincidental occurrence of
specific physical characteristics that have been identified by researchers as
characteristic of areas experiencing slump type mass movements.

Data Variable List. The next step is to identify the data variables for

which information is needed. The IMGRID System allows for up to twenty vari=-
ables to be used in each model. This maximum number can be increased in cer-
tain situations. The data variables are the physical characteristics the specialists
have identified as being important for an area which would experience a mass
movemeﬁf if a triggering event were to occur. Continuing with the example for
slump given above: The variables identified as important to this mass movement
type are slope, subsoil consistency, precipitation, and profile depth.

In Phase Five, these variables will be further broken down into data -
items. The preliminary models are completed when this process has been followed
for each. The result is a verbal descripﬁonbased on a recognized classification
system and a list of data variables that have been identified by experts as impor-
tant for that mass movement type. The lists of data variables must now be com-
bined into one comprehensive list. This inventory provides the input to the data
collection.

Data Collection. Data collection involves the acquisition of data in map

form or data which are transformable to map form that provide information for the
variables. The data should be at a scale that is acceptable for the level of results

desired based on the purpose of the study. The sources will vary depending on
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" the location of the planning area. The primbry data sources will be state and
federal agéncies. The result of .fhe data collection should be a map or set of
maps or tabular data related to the data variables. A more detailed approach
can be taken in Phase Five. The approach taken in this phase might be termed

a reconnaissance level collection effort.

Phase Four

Grid Cell Requirements. Prior to construction of the final base map, a

grid cell system must be selected. As indicated at the beginning of this chapter,
a grid céll system is a format used to store, retrieve, manipulate, analyze, and
display data by the use of uniform modular cells. These modular cells can be of
any uniform shape; however, the square or rectangular shaped grid cell is most
commonly used. The IMGRID System works best with a square grid cell.

The grid system is basically a row-column geographic reference system
covering the entire study area. Often, a system based on geographic latitude
and longitude or UTM coordinates is used. It should be noted that if a cell
system based on latitude and longitude increments is implemented the cell will
be trapazoidal in shape varying in size in a north and south d;'recﬁon, whereas,
using the UTM system the cell will be square and of constant size. The system
selected may be one that will allow interface of the data bank with that of some
other agen;:ies already in existence. It is not necessary to use any existing

recognized coordinate system as the basis for the grid system. An arbitrary one
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can be set up if desired. Whatever system is used, the study area boundaries
may require adjustment so they coincide with the grid cell system boundaries.

Having selected a grid coordinate system for geographic referencing, the
next decision is the size of the grid cell. The three important factors in this de~
termination are the size and scale of the available data, the scale requirements
of the analysis to which the data are to be applied, and the time and energy
which can be allocated for coding.

In order to determine the appropriate cell size that should be used, the
rule of "least common denominator” is often employed. According to this rule,
the best cell size would be that which most adequately captures the scale and
texture of the individual data sources while losing the least amount of necessary
detail in the process.

The scale of the decisions required of the analysis is directly related to
the choice of the grid cell size. For example, if the results are directed toward
location of land use allocations of five acres in size, it would be advantageous
to have the data for site analysis at that scale or finer. This consideration, how-
ever, is one which varies ;lccording to various analysis tasks.

The cell size is then evaluated for its practical efficiency in data hand-
ling. There is a necessary compromise in choosing between a small or large data

unit., When the data unit is small, the "natural" borders of larger data bound-

aries can be more closely approximated.
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Time is also a consideration. The smaller the cell size the greater the
number of cells that will constitute an area and the greater the amount of time
spent during the coding phase.

In summary, there are no set rules for selecting a grid cell size. Modi-
fications must be made and flexibility is required to select a grid cell size ap-
propriate for the purpose of the study and the amount of data, time and energy
available. Sacrifices will probably have to be made. The end result must be
logical and, in fact, bé a "least common denominator" for the three considera-
tions discussed above.

Once the grid coordinate and cell size decisions have been made and de-
.fermined to be reasonable, the grid cell system must be placed on the base map.
~ The grid cells need not be numbered to be interpreted by the IMGRID System.
The coding format to be discussed later will make this clear. For purposes of
organizing the various stages, interpreting and analyzing the results, it is con-
venient to establish an X and Y referencing number system. Probably the most
logical and convenient to use is a reference system based on row/column position.
If the study area was rectangular, as in the application in Chapter lI, the cell
in the southwest corner would be row one, column one. The adjacent cell to
the east would be row one, column two, and so on. If the study area is irregular
shaped, the longest row and longest column must be identified. The reference
system would still begin as in a rectangular shaped study area with the maximum

X and Y values corresponding to the maximum row and column lengths. But only
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cells within the irreguli:r shaped study area would be considered. Cells outside
of the area are rejected using an IMGRID keyword command.

Final Base Map Preparation. The final map is the base map selected in

Phase Two with the grid system placed upon it with any boundary adjustments
already made. It is important to decide whether the base map is to be reproduc-
ible. Many factors will coniribute to this decision. If a large number of data
sources is going fo be used at varying scales, they somehow have to be organized
according to the grid cell system.

This can be handled in two ways. One method would be to transfer all
sets of data onto copies- of the base map containing the grid cell system. The
s;econd procedure would be to produce grid cell:ove:lays at the various scales of
the sources of data. The coding would be accom:p‘ﬁ;f:u;d by laying the appropriate
scale overlay on the source map and coding directly. The method used will de-
pend upon the availability of accurate techniques for transferring data from one
scale to another, source maps variability and the cost involved for developing a
reproducible base map with the grid cell system on it. This cost will vary accord-
ing to the size of the selected base map. Another consideration is the grid cell
size. They should not be so small at the various scales that the information cannot
be coded accurately (see Phase Seven). The second method may appear to be a
viable alternative. Certain characteristics of the source maps must be considered
with that approach. For example, are the map projections compatible? That is,
will unacceptable error be-introduced if the grid cell system-cannot be frqnslofed

into a coordinate system on the source map? And, as previously mentioned, will
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the grid cell size at small scales be practical ? The most important consideration
in whatever approach is chosen, is for the grid cells on one map to correséond
exactly with grid cells on another source map.

The best approach would be a reproducible base map as this would make

the coding in Phase Seven much easier and create less problems.

Phase Five

Final Model Construction. Phase Five involves reviewing the prelimi-

nary models and data, identifying specific data items within the variables as
relevant to the mass movement type, assigning relative weighting factors, mak=~
ing modifications, and any additional data collection.

Data Item List and Data Collection. The specialists should now be con-

sulted a second time. They will review the preliminary models and the data
collected to determine the adequacy of the data sources. This can be decided
once the data variables are subdivided into specific characteristics or data items
important to the mass movement model. An example follows.

For slumping it was determined that slope, subsoil consistency, precipi-
tation, and profile depth are important data variables for the susceptibility of an
area to a slump mass movement. The slope information collected divides slope
into seven classes. Each of these would become a data item. The specialists
would determine whether these slope classes can adequately provide the proper
information to the model. If the slope data is insufficient, additional data col-

lection is necessary. If the data are still not available, the model will have to
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be modified, combined with a similar one, or eliminated. Although it may be
determined that only two slope classes are important for slumps, information
must be available for the remaining slope classes. The data list may include
items not used in the models. However, this information should be collected
and coded as it may be relevant for other applications.

The models are nearly complete. The data list should be added to the
preliminary model description in a similar manner as in the case of the data
variables.

Assign Identification Numbers. Data items should be assigned identifi-

cation numbers ranging from zero through nineteen. Data item numbers are
;Jnique within each variable. Thus, percent slope might be variable number 01
with the following data items: 00 = 0-3%; 01 = 3-8%; 02 = 8-15%; 03 = 15-30%;
04 = 30-50%; 05 = 50-65%; 06 = 65%+. Precipitation may be variable number
04 with the following data items: 00 = 00-80"; 01 = 81-100"; and 02 = 100"+.
The reason for assigning identity numbers is that the computer deals with numeric
or digital data only. Data are being translated into n%eric language.

Assign Weights. The data variables within each model must be weighted

as to their relative importance to that particular model. If a variable is impor-
tant to several of the models, its relative importance may vot:y from model to
model. The normal range of these weights is 1.0 through 10.0, although higher
weights are acceptable. A similar process must be followed for the data items

for each variable within. the model. These relative weightings must be on a zero
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to nine scale. The process should be completed according to the correct format
(Figure 2).

You will note that, in Figure 2, the variable numbers are on the vertical
scale. The data item numbers are on the horizontal scale. For this particular
model, slump, it wcs‘ determined that slope and brecipifoﬁon were each twice
as important as subsoil consistency and profile depth. These weightings are in
the far right column. Beneath the data item numbers in the columns are the
relative weightings for each data item on a zero to nine scale. A weighting of
nine is higher than a weighting of three. -If the particular item is not relevant
to the model the weighting is zero, the same for nonexistent data items.

This format sheet should be prepared for each model ond &dded to the
preliminary model sheets. This completes the models. There is a feedback loop
in the methodology from the field check phase that allows for the weightings to

be manipulated for a best fit of known mass movements.

S

Phase Six ~ |

Data Mapping and Transfer on to Base Map. This phase involves prepara-

tion for the data bank step. The data that are to be used in the models must be
prepared or transformed into a computer compatible format. The first step is to
transfer the information from the collected maps onto the base maps which con-
tain the grid cell system. This will result with all the data source maps "con-
verted" to the same scale as the base map which contains the grid cells. The

alternative, as mentioned previously, is to build grid cell overlays for the



25

*jpwsoy Buyybiom ay] gz 9inbly

00°1 oooooooooo.ooooo.momoo W_ Yideq ajy044 60

00°1 - 00000000000000000O0¢E 9 & Aousysisuo) jlosqng - £0
00°2 00000000000000000 666 uolypyidioa 4y Y0
00°2 000000000000066699¢€0 ado|g 10
6LBLLLOLGLYIELZIIIOL6 8 £ 9 ST L O ,
1HDI1IM . ELINVLYOIWI LI SI MOH IWVYN YIAWNN
&Ll Sl TIVIIVA  T19VIYVA

INVIIOdWI MOH

o4 SINAVIIVA 40 ¥3IIWNN

dwn|s™ IWVYN 1IAOW INIWIAOW SSYW



26
vc:;rious data source maps at their respective scales. This will essentially trans-
form the data to the same scale via the grid cell system. The danger is that the
coding may be inaccurate due to the cells being too small to interpret within or
errors due to map projection differences.

Once all the maps have been transferred to the same scale as the base

map, the coding phase can be started.

Phase Seven

Data Bank Construction. The data that have been prepared in the pre-

vious phase must be translated into a format compatible to the computer hardware
and the IMGRID software. The computer must be able to identify every possible
location on the surface of the maps in order for it to accept the map for storage,
retrieval, manipulation, analysis, and for display of the results. As previously
mentioned, the IMGRID System does this by utilizing the grid-cell system which
has been placed on the base map in Phase Four. Each cell is a unique geo-
graphic spatial unit for which must be indicated the existence of the data items.
This is done through coding.

Data Coding. Coding involves extracting the information on a cell by
cell basis from the base maps or the original source maps (with grid cell overlays)
and placing a coded value on a computer keypunch card worksheet. Eventually,
these values will be recorded on a keypunch card, magnetic tape or disk in a row

and column position corresponding with the grid cell the phenomena occupy.
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There are several ways the data maps can be converted or coded into a
computer compatible format for the IMGRID System. One way would be to use
a digitizing system. Digitizing hardware allows for the recording of points,
lines, or areas in an X and Y machine coordinate referencing system onto key-
punch cards, magnetic tape, or disk. In this case, the hardware would record
the boundaries of various map units or point phenomena. Computer software
would transform this digitized information from machine coordinates into geo-
graphic coordinates (or some other X and Y referencing coordinate system) and
output the data as frequency, linear distance, or area of cell, whichever would
.be appropriate.
| Digitizing systems can be broken down into two general types: manual
and automatic. The manual type requires an operator to guide a free-moving
cursor over the points or lines to be digitized. Many state and federal agencies
and some private organizations have a manual digitizing system. An automatic
system, such as a scanning process, will scan and digitize a map in a matter of
seconds. This type of system is relatively new in the United States. Both types
of digitizing systems may be too costly to be feasible for use. It must be remem=
bered that no matter which one of these two is used, software must be available
to manipulate the digitized data into a format compatible to the IMGRID programs.
Therefore, the technique recommended in this methodology is to manually code

the data without assistance from a mechanical digitizing device.
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There are several types of coding, each of which has inherent advantages
and disadvantages. The types are percent or percentile, predominant, “presence
or absence, " frequency, and linear.

Percentile coding is the percentage of a cell occupied by the particular
data item of a variable. For example, hypothetical cell number 1015 is spatially
occupied by 20% of silty loam soil (data item 72), 37% clay loam (data item 77),
and 43% silty clay soil (data item 70). The total is equal to unity or 100 percent.
Converting this to its numeric coded form would mean that cell 1015 is occupied
by 20% 72, ~37% 77, and 43% 70. Percentile coding has the advantage of being
detailed for the basic spatial unit of analysis, the grid cell. If needed, the per-
cent can be divided even further to reflect subdivisions of a percent such as
tenths or hundredths of a percent. In the opposite direction, the percentile cod-
ing can be adjusted to the nearest 5% or 10%. If coding to the nearest 10%,
the numeric coding for cell 1015 would be as follows: 20% 72; 40% 77, and
40% 70. The total is equal to 100 percent. This allows for the "generalness"
or inexactness of some data to be adjusted or fOke;’l into consideration through the
coding process.

The disadvantage. of percentile coding is that the spatial unit of resolu-
tion for the data is the grid cell. Thus, even though the data have been coded
by percent of cell, the location within the cell of the coded data is not known
to the computer. All the computer knows is that a certain percent of that cell
is occupied by the phenomena. Since IMGRID is an overlay technique the map

units that ‘are overlayed on each other may not necessarily coincide resulting
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with inaccurate products. For example, if a slope class of 55%+ occurs with
soil type 77, an unstable condition may exist. But since the computer does not
know if the two phenomena coincide within a cell (coded as two separate vari-
ables, slope and soils) the result of an overlay would be that the smallest percent
for the two items would be the percent of the cell recorded as unstable. Thus,
the results can be very ambiguous. This is an important weakness of the grid cell
-system of analysis. The second disadvantage of this coding technique is the time
and energy necessary to code the data. This type is the most time consuming.

There are several considerations in determining whether percent coding
should be used. If the purpose of the cell is to provide information with a very
h‘igh spatial resolution, nearest percent or finer coding may be utilized providing
the data sources are at a scale to match the detailed resolution. The grid cell
should also be of a corresponding size. There would be no purpose in going to a
fine level if the grid cells are extremely large and the data sources ére very gen-
| eral. If the data sources are of a general nature, the boundaries of the data de-
lineations are probably not very exact. In addition, some data are by their na-
ture of a general scale, e.g., vegetation groups. The topographic information
contained on USGS quadrangles is subject to certain standards of accuracy. By
coding beyond the indicated accuracy level you will be investing extra time for
results that could be obtainable usiné a less time—consuming coding procedure
more compatible with the data source.

The second type of coding is the predominant or dominant type. In the

dominant coding type, cell 1015 would receive the value of 100 percent soil
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type 70. The phenomena that occupy the largest percent of the cell are stored
as 100 percent for the spatial unit. Obviously, this is a generalization of the
data. The advantage is time. It is much less time-consuming to use this tech-
nique. No longer is the location of the phenomena a problem. Basically, time
has been saved but the same disadvantage is present whether the percent or domi-
nant coding is used. Data will be lost since other phenomena present will not be
stored at all for the cell. This is an additional sacrifice. Using time as the de-
ciding factor, dominant coding would be best. The results will be just as ambig-
vous as with pc;rcenfile coding.

The third type of coding is "presence or absence." This is exiremely
éeneral. if the data item is present a one (1) is stored for the data item; if absent
a zero (0). This method should only be céonsidered when the data are very general
or need to be generalized.

Frequency coding is directed toward frequency of occurrence per cell of
point phenomena. The value recorded and stored for a cell is the summation of
occurrences of the data item. Linear coding is applied to linear features such
as streams and transportation networks.

As previously stated, the methodology being proposed by this thesis is of
a general nature. The purpose of the methodology is most compatible with the
dominant type of coding., As noted, this codiné method is also the most time
efficient. Utilizing fhis method may also allow for analyzing a larger study area
or decreasing the cell size with a corresponding increase in the number of cells.

Frequency and linear type coding could be used where appropriate.
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The coding process involves the interpretation of cellsand recording the
results on a keypunch worksheet. The coding form is eighty columns across which
is the number of columns contained on a computer keypunch card. The rows and
columns are equated to cells. For example, row one, column one is the south-
west corner grid cell if a single digit is to be recorded. If a data variable con-
tains ten data items or less, the appropriate identification number zero through
nine (zero equal to the first item, one to the second, and so on) can be recorded
in the row and'column corresponding to the cell. If more than ten data items are
being interpreted, two columns can be used for each cell. Thus, the identifica-
tion number for the data item occupying the majority of the cell is enfer;ed on a
\;vorksheef in the row and column corresponding to the correct grid cell. This
process is followed until all the data have been coded for the study area map.
The aspect of coding is discussed in more detail in Chapter IIl.

Kezeimch. Once the data have been coded from the base maps onto the
computer keypunch worksheets, the next step is to have the worksheets key-
punched. Any additional card identifiers to be punched will be determined by
the IMGRID staff at the computer facility. The result of the keypunching will
be one deck of cards per variable. These decks are called the data bank and
each individually is termed a data deck.

Data Bank. Technically, the data decks are the data bank. Realisti-
cally, as far as the proposed methodology is concerned, the data bank exists once
the decks have been entered into the compufe; system using the appropriate

IMGRID keywords. This would be accomplished at the computer facility.
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Once the data bank has been received by the institution it will be
checked to insure that the data are in the proper format. If it is found to be in
a different format than required, it is a minor process for a programmer to write
a small program to reformat it. The data bank will then be entered into the com-
puter-system via IMGRID keyword commands. The various IMGRID keywords are
discussed in Appendix A.

Data Map Edit. One of the first sets of output from the bank will be the

computer data maps. It will be up to the user to edit these maps. There are a
number of ways this can be approached. The first step might be to visually re-
view the various patterns portrayed. If a linear pattern exists on a data map that
i;s supposed to be polygon pattern data only, the user should check the base map
for the corresponding position. If it is a mistake, extract the incorrect card from
the data deck, make the correction, and resubmit it. The second step might be
to randomly select a few cells and match them up to the original base map that
they were co;ied from. There are a number of ways this editing can be done.

There should be no difficulty as it is a straightforward procedure.

Phase Eight

Application of Models and Model Preparation. All that is required of the

user in this phase is to furnish the model sheets created in Phase Five to the com-
puter facility having IMGRID. The data bank is now in a form that can be manip-
ulated. The model sheets must be keypunched into the IMGRID format and ap-

plied to the data bank utilizing the appropriate keyword commands or subroutines.
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Basically, applying the models to the data bank is an overlay technique
using the weightings. This method COml;ines various weighted data maps by super-
imposing two or more on top of another and summing. fhis procedure is described
in more detail in the next section. Since all data used in the data bank have
essentially been transformed to the same scole‘fhrough the base map, coding, and
a common grid cell system, overlaying the maps is not a problem.

Mass Movement Susceptibility Maps. The output from this procedure con-

sists of one map for each model. Each symbol on the computer map represents
one cell. Most computer facilities will use rectangular shaped symbol sets. In
the border of each of the maps are sets of three digit numbers along the horizontal
énd vertical edges. These are the row and column numbers. The numbers along
the top and bottom are read from top to bottom beginning on the left side of the
map going to the right. Thus each cell may be identified by a unique pair of
coordinates. For example, the cell in the upper right hand corner of a sixty-four
row by eighty column study area would be labeled 064, 080, or referred to as
row 64, column 80.

Below the computer map will be text specified by the user. This could
include the name of the study area along with the title of the study or applica-
tion. The remaining text is standard and is not user specified. It consists of the
legend portraying the mapping symbols used for each of the ten equal—inférvcl
mapping classes. These classes are equated to relative levels of susceptibility.
Most often, the symbol set used is a gray-scale. That is the convention or stan-

dard approach. The darker the symbol on the map the more susceptible the cell
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will be for that particular mass movement. Below each mapping class in the leg-
end is a figure which represents the frequency of occurrence of the 'symbol or the
number of cells that fell into that class.

Statistical output, besides frequency, fn;ludes the minimum and maximum
values-or the range of values following monipuiation of the data based on the
weightings and the model structure. The standard is to output these manipulated
values’in ten classes of equal class interval ranges. Thus the value range is di-
vided into ten classes and the cell values assigned to their appropriate classes.

An example will follow. In addif%on, the mean and standard deviation of the
values are calculated and printed out.

In the application described in the next chapter, the mass movement model
for debris avalanche uses four data variables: slope, precipitation, subsoil struc-
ture, and parent material. The mass movement susceptibility map for this model
is contained in Appendix B. The four data variable maps are contained in Appen-
dix C. The statistical output is porirayed in Figure 3. It can be determined from
this output that the minimum and maximum values for the weighted and combined
data variables were 165.00 and 435.00. The range of these manipulated values
was, therefore, 270 (435.00 - 165.00). By dividing this range into ten equal
classes the class interval becomes 27,00. The class boundaries or limits are pro-
vided. The first class has a lower limit of 165.00 and an upper limit of 192.00,
the second class 192.00 and 219.00, etc. By working through the model structure
it can be.shown how. the.value and-the final map.display were determined. The

northwest corner cell, referenced as row 64, column 01, is mapped on the mass
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movement susceptibility map for debris avalanche in the second mapping class
using a small circle symbol. Referring to the data maps in Appendix C and the
data item and the variable weights (in Figure 3), it can be determined that this
cell has a slope of 3-8%, experiences o maximum precipitation of approximately
99 inches, and its soil has a singular grain subsoil structure with a glacial out-
wash parent material. Respectively, these characteristics or data items received
weightings of zero, nine, six, and zero. This means that for this cell, the valuve

was determined based on precipitation and the subsoil structure. These two data

variables were weighted 1.50 and 1.00. The INDEX keyword in IMGRID is used

.. to combine these variables. The first step is to multiply the variable weightings

By a factor of ten. The result is 15 and 10. The second step is to multiply these
manipulated variable weightings by the data item weightings and sum. Thus, the
' computations become (15 x 3) + (10 x 6) = 195. The value 195 falls into the
second class on the debris avalanche legend, ranging from 192,00 to 219.00.
The mapping symbol for that class is a small circle. This process has been fol-
lowed for each cell in the study area and for each model.

Further analysis of the maps will be described in the last phase, Phase

Nine.

Phase Nine

Map Analysis and Field Check. An important step in the map analysis is

to develop a clear picture of the relationship between the computer map and the

study area. This can be accomplished in several ways. The easiest way would
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be to build a clear acetate overlay of significant physical and cultural features
that can overlay onto the computer map. This allows the interpreter to relate
the grid cells to known ground features. Another technique is more difficult
depending on whether the print chain of the symbol set of the line printer that
generated the computer maps was rectangular shaped or square. If it was square,-
the maps can be photographically reduced or enlarged to fit the USGS topograph-
ic quadrangle maps covering the study area and directly overlayed. If it was
rectangular, this would be impossible unless rectangular shaped grid cells were
used in proportions to the rectangular shape of the symbol dimensions. Once a
better understanding of the relationship between the computer map and the study
c;xrea has been gained, the user is ready to focus attention on the phenomenon
itself, i.e., mass movement susceptibility.

A key to interpreting and analyzing the model maps is to remember that
the model is structured to identify cells as susceptible when, first, the important
variables are present, and secondly and most importantly, when specific data
items within those variables occur coincidentally. Regardless of whether all the
important variables (those that have a weight) occur or all the important data
items (as reflected by a non-zero weight) occur; a value for every cell will be
calculated. Thus, the first step to interpreting ar;d analyzing the model maps is
to determine which map classes actually reflect the presence of a weighted data ‘
item from each variable with none dropped out. This determination can be ac-
complished simply by selecting a cell from each of the map classes beginning

with the highest (the darkest symbol) and computing the actual cell value



38
following the process described in the previous phase. There will be some cell
value for which one or more of the important data items were not utilized. The
mapping class. in which this value falls will become a threshold for which all
mapping classes above it are significant. In the example of debris avalanches
this threshold occurs in class five. Thus, classes six through nine are the only
ones relevant to debris avalanche mass movement susceptibility. Within those
four classes, nine is obviously mo.re susceptible to a debris avalanche than six
due to the various weighting factors utilized. This threshold may be different
for other models.

The process outlined above will also verify whether or not the models
l;wve been executed properly when applied to the data bank. If the results are
accurate, the models as given by the experts have been verified. Remember also,
the results may be no susceptibility if the criteria are not found. The methodology
is designed so the user can rely heavily on the models as "givens." Any further
verification is difficult. This will be discussed later in this section.

A final step in the map analysis is to determine whether the results are
reasonable. How well do they fit known data? One way to determine this is to
relate some known existing mass movements to the cells. This may be difficult
due to the nature of some of the various failure types. If the known failures occur
in cells that have been identified as highly susceptible, the results are probably -
reasonable. If not, the various weights may need to be adjusted and the model
rerun to fry to fit the computer map to the know;a failure(s). If in the previous

example of debris avalanches the known failure occurred in a cell that was
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mapped in class eight or below but should be mapped in a higher class, the
weight(s) of the variable(s) could be raised. This will raise the cel‘l value up to
the desired level. This is obviously a very subjective approach.

Another way to assess reasonableness is to subjectively ask: Are the areas
mapped in the various classes too large? or too small? Based on intuition, do
they seem reasonable? At fh‘is level of application, without further in-depth re-
search, this is the extent of analysis a user can expect.

The probability or actual -occurrence of a mass movement is difficult to
assess due to the complexity of the phenomenon itself. The normal approach is
to conduct extensive field surveys, laboratory testing, collection of soil and
r‘ock samples, and application of highly complex mathematical formulae. The

verification of susceptibility is probably even more difficult and complex. The

.....

of physical characteristics aceording to the coincidental occurrence of various
combianions. These combinations are the models representing the various mass
movement types. The characteristics have then been weighted to allow levels of
importance to be considered in the susceptibility of an area for a failure. As
such, this approach is different from the more objective processes folléwed in
detailed surveys. If further verification of the process is desired, one approach
might be to field check selected cells out of the highest susceptibility mapping
class. The assumption being, that if a cell is highly susceptible to a mass move~-
ment, there should be observable evidence within the cell. It is not the purpose

of this description of the methodology to go into detail concerning this particular
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approach, but briefly, observable evidence could be old mass movement scars,
hummocky surface appearance, disturbed drainage, old landslide deposits, etc.
The difficulty is that evidence for some mass movement types is more observable

than for other types.



CHAPTER Il
APPLICATION OF METHODOLOGY
I. INTRODUCTION

A description of the proposed methodology has now been given. This
chapter describes how the methodology has been applied to a small study area in
Southwest Washington. Basically, this application is a demonstration of how one
mechanically follows the methodology from beginning to end. There are certain
‘restrictions in the application inherent in a student situation. A real situation
was not feasible since no means were available o solicit professional expertise
as described in Phases Three and Five. This leaves these phases in the applica-
tion open to criticism. They have been based on literature survey and on input
from John Beaulieu (1975), Oregon State Depariment of Geology and Mineral
Industries. Thus, the results of this application are intended as an example of a
product from the methodology and not to be construed as entirely realistic. The
results are, however, probably quite reasonable for this level of application since
they are based on input from published research and the personal experience of
Mr. Beaulieu. The remainder of this chapter is an application of the proposed

methodology.
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I1. APPLICATION

Phase One

Assessment of Need. Hypothetically, an assessment of need can be sug-

+ gested. The "planning unit" is located within fifteen miles of Olympia, Wash-
ington. Olympia, and the nearby cities of Centralia and Chehalis, have ex-
perienced population increases during the past two decades. It appears that this
trend will continue. Agricultural land and grasslands in adjacent areas are
rapidly being developed for housing, particularly the Mound Prairie area. Once
these areas have been "urbanized, " development will take place on the upland
areas. In addition fo cultural and urban pressures on land uses, the area ex~
periences an abundant annual precipitation, most of which falls between October
and June in the form of rain. Sedimentary geologicf: strata underlie a portion of
the study area. These two physical attributes, high precipitation and sedimen-
tary bedrock in coincidence with cultural and urban pressures on the land have
necessitated the acquisition of mass movement susceptibility information for input

to the planning process. Remember, this is a hypothetical situation.

Phase Two

Definition of Study Area. The study area or "plonniné unit" selected is
an area in the southwest portion of Thurston County, Washington. The area is
approximately eight miles wide and ten miles in length covering eighty square
miles. It is rectangular in shape. It does not necessarily enclose all the various

natural systems impinging upon it since this would have resulted with a larger

v
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area and a corresponding »increcse in the amount of time to complete the method-
ology. Time and energy are legitimate considerations for the delineation of a
study area by a user and may necessitate trade-offs such as a smaller size study
area. The town of Tenino is located inl the northeast corner. The smaller town
of Buecoda is located about four or five miles south of Tenino. The Interstate
Highway 5 traverses in a north and south direction through the western half of
the area paralleled by a railroad track. State Highway 507 serves both Tenino
and Bucoda. A secondary road serves Grand Mound, a small hamlet on the west-
ern study area boundary, and Tenino. This road follows a fairly straight route
through Mound Prairie which is a natural grassland up to three miles in width in
the study area. Scatter Creek flows through this grassland area. The Skookum=-
chuck River flows in a southerly direction across the southeast corner near
Bucoda.

Preliminary Base Map Preparation. Several different map scales and bases

were considered for the preliminary base map. It was previously noted that the
primary purpose of the base map is to organize the data. The final choice for the
base was the USGS Tenfno and Rochester 15' quadrangles, 1:62,500 scale, with
40" contour intervals (Figure 4). These maps, as do all the USGS quadrangle
maps, contain a vast amount of information including transportation and culturc:.xl

features as well as physical features such as forested areas and hydrological phe-"

nomena.
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Phase Three ‘

Preliminary Medel Construction. The suggested procedure in this phase

of the proposed methodology is to solicit professional input from several experts
on the phenomena of mass movements. As explained earlier, it was not feasible
to adhere to this approach. Instead, an extensive literature review was under-
taken, the purpose of which was to extract general information related to the
causes of mass movements. In addition, a geologist with the Oregon State De=
partment of Geology and Mineral Industries, Mr. John Beaulieu (1975), was
consulted. Mr. Beaulieu provided valuable data related to the construction of
the models based on his investigations of mass movements in Oregon during the
past several years.

In order to determine which mass movements to model, the mass movement
classification developed by Varnes (1958, pp. 20-47) has been utilized.

Varnes' classification system is directed toward factors that have some
bearing on prevention or control (Varnes, 1958, p. 20). Two main variables
were considered: (1) the type of material involved according to its state prior
to initial movement and (2) the type of movement involved. Materials were
classified into bedrock and soils. Soils are defined in the engineering sense and
include clastic material, rock fragments, sheared or weathered bedrock, and
organic matter. Material was further classified according to its state prior to
initial movement. Types of movement are divided into three major groups: falls,

slides, and flows.



46

The mass movement types expected to occur in the study area can now be
defined in a preliminary format. This should be considered a work guide. The
pages that follow contain the preliminary descriptions of the various models in~
cluding a definition-and factors relevar;f to condiﬁonsAassocicfed with their
occurrence. The definitions were derived from Varnes (1958, pp. 20-47) while
the factors resulted from the literature review and communication with John Beau-
lieu (1975).

(1) Mass movement susceptibility model no. 1; rock movement: flow,
slide, or fall. This failure involves material in motion which may travel through
the air by free falling, moving by leaps and bounds, and rolling. It involves
rﬁaterial which appears to move as a mass, similar to a viscous fluid or it may be
a movement caused by finite shear failure along one or several surfaces which
are visible or whose presence may be reasonably inferred. This failure consists
of predomiﬁanﬂy bedrock material. Slope, parent material, precipitation, sub-
soil structure, and substratum are identified as important variables in the occur~
rence of this movement.

(2) Mass movement susceptibility model no. 2; falls: soil fall. Falls are
mass movements involving a mass in motion which travels most of the distance
through the air. This travel includes free fall, movement by leaps and bounds,
and rolling of rock and debris fragments without much interaction of one fragment’
with another. This failure involves the fall of soil material. Soil material is de-
fined as clastic material, including rock fragments, sheared bedrock, organic

material, etc. The variables identified as being important for the occurrence of
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this failure are slope, subsoil structure, precipitation, position on the landscape,
and profile depth.

(3) Mass movement susceptibility model no. 3; slides: slump. A slide is
a movement caused by finite shear faillure along one $r several surfaces which
are visible or whose presence may be reasonably inferred. A slump type slide
consists of material in motion which is not greatly deformed. The moving mass
may consist of one or a few units. The maximum dimension of units is greater
than displacement between units. Movement may be controlled by surfaces of
weakness such as faults, bedding planes or joints. In a slump, movement is only
along internal slip surfaces, which are usually concave upward. Backward tilt-
'ing of units is common. The variables identified as important to this mass move-
ment type are slope, subsoil consistency, precipitation, and profile depth.

(4) Mass movement susceptibility model no. 4; slides: block glide. A
slide is a movement caused by finite shear failure along one or several surfaces
which are visible or whose presence may be reasonably inferred. A block glide
slide involves material which is not greatly deformed. The moving mass consists
of one or a few units. The maximum dimension of units is greater than displace-
ment between units. Movement may be controlled by surfaces of weakness such
as faults, bedding planes or joints. In a block glide, movement of a single unit
is out and down along a more or less planar surface of weakness, generally a bed-
ding plane. A block may glide far out on an original ground surface. Variables

that have been determined important to this mass movement type are slope, subsoil
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structure, precipitation, parent material, substratum, and load carrying capac-
ity.

(5) Mass movement susceptibility model no. 5; slides: debris slide. A
slide is a movement caused by finite shear failure along one or several surfaces
which are visible or whose presence may be reasonably inferred. The material
involved is natural soil and rock detritus that contains a relatively high percent-
age of coarse fragments. Other features are similar to those of a rock slide.
Slope, subsoil consistency, and subsoil texture havé been identified as important
variables for this mass movement type.

(6) Mass movement susceptibility model no. 6; slides: failure by lateral
séreading. A slide is a movement caused by finite shear failure along one or
several surfaces which are visible or whose presence may be reasonably inferred.
This failure is caused by the spreading of softer moferic-zl beneath firmer material.
Five variables have been determined to be important for this failure to oceurs
substratum, position on landscape, subsoil texture, available water capacity,
and load carrying capacity.

(7) Mass movement susceptibility model no. 7; wetflow: debris avalanche.
A flow is a mass movement for which the mass or m;)ving material appears to take
a form of a viscous fluid or‘fhe apparent distribution of velocities and displace-
ments within the moving mass resemble those of a viscous fluid. Slip surfaces
within the mass are usually not visible or are short lived. The boundary between
moving mass and material in place may be sharp or a zone of distributed shear.

The material is unconsolidated at the time of flow but may consist of rock
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fragments, fine granular material, mixed debris and water, or plastic clay. A
debris avalanche is the rapid failure of an entire mass consisting of natural soil
and rock detritus. Generally it is quite wet and moves as a tumbling flow down=-
ward, commonly along a stream channel. The variables that have been deter-
mined important fo this mass movement type are slope, precipitation, subsoil
structure, and parent material,

(8) Mass movement susceptibility model no. 8; wetflow: debris flow. A
flow is a mass movement for which the mass or moving material appears to take
the form of a viscous fluid or the apparent distribution of velocities and displace-
ments within the moving mass resemble those of a viscous fluid. Slip surfaces
v;/ithin the mass are usually not visible or are shorf' lived. The boundary between
moving mass and material in place may be sharp or a zone of distributed shear.
The material is unconsolidated at the time of flow but may consist of rock frag=
ments, fine granular material, mixed debris ana water, or plastic clay. A debris
flow involves material that contains a relatively high percentage of coarse frag-
ments and moves as a flow with a high water content. Slope, precipitation, sub-
soil texture, and substratum have been identified as being important for the oc-
currence of a debris flow.

(9) Mass movement susceptibility model no. 9; flow: earthflow. A flow
is a mass movement for which the mass or moving material appears to take a form -
of a viscous fluid or the apparent distribution of velocities and displacements
within 'the moving mass resemble those of a viscous fluid. Slip surfaces within

the mass are usually not visible or are short lived, The boundary between moving
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mass and material in place may be sharp or a zone of distributed shear. The ma-
terial is unconsolidated at the time of flow but may consist of rock fragments,
fine granular material, mixed debris and water, or plastic clay. An earthflow
is slow to very rapid in velocity involving mostly pla.f.ﬁc or fine grained non-
plastic material. Four variables have been identified with earthflows. They are
slope, precipitation, subsoil consistency, and parent material.

Data Variable List. The preliminary models are now outlined. The next

step is to compile a data variable list so that data collection can begin. The
preliminary data variable list is as follows:

Slope

Parent material

Position on the landscape
Precipitation

Subsoil texture

Subsoil structure

Subsoil consistency
Substratum

Profile depth

Available water capacity
Load carrying capacity

Information is needed for eleven variables. It should be noted that this
list follows automatically from the preliminary model descriptions.

Data Collection. Data collection can now proceed.

Thurston County, in which the study area is located, has been surveyed
by the U, S. Department of Agriculture, Soil Conservation Service (SCS). A
considerable amount of information is available covering the data variable list.
Figure 5 is a soils map, 1:62,500, delineating soil types for the study area. This

map is a portion of a study called Type 4: Southwest Washington River Basin
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Study completed by the SCS in 1974 for Southwest Washington. Appendix E pro-
vides a table of the soil types occurring in the sfudy area and the various attri-
butes associated with each that are needed for the models. After reviewing this
information, it appears adequate for this study.

- The preliminary data collection has been completed.

Phase Four

Crid Cell Requirements. The first step is the selection of a grid cell

system. The one chosen was not based upon an existing coordinate system such

as the UTM or geographic laﬁfude/lgngifude but was arbitrarily selected. The
author was not operating under any constraints such as interfacing with an already
existing geographic reference system used in a planning process. Situations will
differ from one study area to another, however.

The next decision made was: What size should the grid cell be? A
square cell of forty acres was selected. It was felt that this cell size would be
quite adequate for the available data and the purpose of the application. Given
the data source, the cell size could have been smaller. Another consideration
was time available. Using a forty acre cell divides the study area into 5,120
cells. This size is a macro or regular cell size. If a micro-cell size was selected
of .256 acres there would be 800,000 cells (Tsao, 1975, p. 32). This would sig-.
nificantly increase the coding time. Normally, a micro-cell size (less than .256
acres at 1:62,500 scale) is considered when data is to be automatically digitized

by a scanner or some other digitizing instrument.
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The forty acre cell size allows for eighty cells across and sixty~four down.
The size and shape of the cell did not require adjustment of the study area bound-
aries, If this had not been the case, the boundaries could easily have been ad-
justed,

Final Base Map Preparation. There are two possible choices for this step.

If a large number of data sources are to be used, at vol;y'ing map scales, then a
reproducible map would be the most efficient method of organizing the data.
Since there is only one data source and it is at-the same scale as the preliminary
base map, it was not necessary to consiruct a reproducible base map. It was de-
cided that using a grid cell overlay at the base map scale would be adequate for
c;rgonizing the data into the proper format. Two important factors were con-
sidered in this decision: time and finances. Thus, in addition to having only
one data source, it was decided that the time and finances needed to generate a
reproducible base map were not justified.

~The final base map, in this case, becomes the grid cell overlay. The

overlay will serve as the mechanism to convert the data to the grid cell system,

Phase Five

Final Model Construction. Normally, in an application the experts

would be brought together a second time at this point to review the data sources
along with the data variables and to generate a data item list. The review would
determine whether adequate information has been located and collected for vari-

ables and whether or not the specific data item requirements have been satisfied.
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Data ltem List, The data item list for the variables appears in Table |I.

TABLE |

DATA ITEM LIST

Variable No. Variable Name - Data ltem No. Data ltem Name
01 Percent slope 00 0-3%
' 01 3-8%
02 8 - 15%
03 15 - 30%
04 30 - 50%
05 50 - 65%
06 65%+
02 Parent material 00 lacustrine
01 sedimentary rock
02 . till
03 alluvium
04 pumice
05 basic igneous rock
06 outwash
07 organic
08 aeolian sand
03 Position on the . 00 - - basin
landscape 01 lacustrine basin
02 bottom land
03 alluvial fan
04 alluvial terrace
05 outwash terrace
06 till terrace
07 pumice terrace
08 loess terrace
09 lacustrine terrace
10 outwash plain
1 basic igneous upland
12 sedimentary upland
04 Precipitation 00 low =00 - 79"
01 moderate = 00 - 99"

02 high = 00 - 100"+



TABLE [|--Continued

Variable No. Variable Name - Data ltem No. Data ltem Name
05 Subsoil texture 00 . sand
01 loamy sand
02 sandy loam
03 loam
04 silt
05 silt loam
06 sandy clay loam
07 clay loam
08 silty clay loam
09 sandy clay
10 silty clay
11 clay
06 Subsoil structure 00 blocky
01 massive
02 singular grain
03 columnar
04 platy
05 prismatic
06 fibrous
07 granular
08 crumb
07 Subsoil consistence ~ 00 + nonplastic (po)
01 slightly plastic (ps)
02 plastic (p)
03 very plastic (vp)
08 Substratum 00 bedrock
01 sedimentary
02 igneous-pumice, ash
03 igneous~basalt
04 sand
05 loamy sand
06 sandy loam
07 - loam
08 " silt
09 silt loam

10 sandy clay loam
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TABLE |--Continuved

Variable No. Variable Name - Data Item No. Data ltem Name
08 Substratum 11 * clay loam
12 silty clay loam
13 sandy clay
14 silty clay
15 clay
09 Profile depth 00 10 - 20"
01 20 - 30"
- 02 30 - 40"
03 ’ 40 - 60"
04 60"+
10 Available 00 10+
water capacity 01 7.5~-10.0
02 5.0-7.5
03 3.75-5.0
04 4 2.0-3.75
05 1.5-2.0
06 <1.5
11 Load=carrying 00 low
capacity 01 moderate
02 high

Data Collection and Assign ldentification Numbers. Information provided

by the River BasinStudy meets the requirements of the various models. No modi-
fications or additional data collection will be needed. The preceeding list is
final. The numbers on the list are for identification purposes.

Assign Weights. Before a final version of the models can be compiled and

recorded, it is necessary to complete the final task of assigning weights. The
_weights reflect the relative importance of each variable in each model. In addi-

tion, the data items within each variable are relatively weighted on a '0 to 9



scale as to their level of importance for that variable in that model. These
weights will be unique to each model; thus, they may change from model to
model if necessary. The ones used in these models (Table II) are based on the

literature research and personal communication with John Beaulieu (1975).

TABLE I

MODEL WEIGHTS LISTING

Variable

Weights Flow, Slide, or Fall Data Item Weights
Model 1: Rock Movement
2.00 Slope (1) 0000782000000000000
1.50 Parent Material (2) - 0900090000000000000
1.50 Substratum (8) 99092000000000000000
1.00 Subsoil Structure (6) 96099920000000000000
1.00 Precipitation (4) 3690000000000000000
Model 2: Soil Fall
2.00 Slope (1) : 0000362000000000000
1.50 Subsoil Structure (6) 9609990000000000000
1.00 Precipitation (4) 3690000000000000000
1.50 POL (3) 0009300000000060000
1.00 Profile Depth #44 (9) 0036900000000000000
Model 3: Slump
2.00 Slope (1) 0366999000000000000
1.00 Subsoil Consistency (7) 9630000000000000000
2.00 Precipitation (4) 9990000000000000000
1.00 Profile Depth (9) 0036200000000000000
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\x’;;;:{: Flow, Slide, or Fall Data ltem Weights
Model 4: Block Glide
2.00 Slope (1) 0666999000000000000
1.50 Subsoil Structure (6) 9609990000000000000
1.00 Precipitation (4) 9990000000000000000
2.00 Parent Material (2) 09200060000000000000
1.50 Substratum (8) 0906000000000000000
1.50 Load Carrying Capacity (11) 0200000000000000000
Model 5: Debris Slide
2.00 Slope (1) 0003699000000000000
2.00 Subsoil Consistency (7) ‘ 0963060000000000000
1.00 Subsoil Texture (5) 6699996363330000000
Model 6: Failure by Lateral Spreading
2.00 Substratum (8) 3333399999996669600
1.00 POL (3) 9993333363933393000
2.00 Subsoil Texture (5) 3000960000000000000
1.50 Avail. Water Capacity (10) 9630000000000000000
1.50 Load Carrying Capacity (11) 9630000000000000000
Model 7: Debris Avalanche
2.00 Slope (1) 0033690000000000000
1.50 Precipitation (4) 9990000000000000000
1.00 - Subsoil Structure (6) 9369993930000000000
1.00 Parent Material (2) 0200060000000000000
Model 8: Debris Flow
2.00 Slope (1) 0669992000000000000
.50 Precipitation (4) 9920000000000000000
1.00 Subsoil Texture (5) 3699999666630000000
1.00

Substratum (8) 3000000009600000000



59

TABLE [1--Continued

\x;;;:E Flow, Slide, or Fall Data Item Weights
Model 9: Earthflow
2,00 Slope (1) 0669999000000000000
1.50 Precipitation (4) ‘ 9990000000000000000
1.00 Subsoil Consistency (7) 9963000000000000000
1.00 Parent Material (2) 02000560000000000000

The final model is a combination of the preliminary model description and
the information generated in this phase. The completed booklets appear in Ap-

pendix D.

Phase Six

Data Mapping and Transfer onto Base Map. The scale of the base map is |

the same as that of the River Basin Study soil map. The only task needed is to
code the various soil units by cell and to redefine these units according to the
characteristics required in the models. A grid overlay was prepared to place on

top of the River Basin Study map. This was the only task needed for this phase.

Phase Seven

Data Bank Construction. The most time~consuming portion of the method-

ology is the data bank phase. The River Basin Study soil type map is the primary
data source. Each soil type delineated on the map is interpreted in the River

Basin Study report for fifty-five different attributes. The coding step involves

3
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relating some of these characteristics to each soil type present in the study area
(Appendix E).

Data Coding and Keypunch. The first step in the coding process was to

overlay the forty acre grid cells on the soil map and record the predominant soil
type unit for each cell. The second step was to interpret each different unit and
recode the predominant coded soil types on worksheets for the various character-
istics required by the models.

The process involved several types of input. Figure 5 (p.v 51) is a reduc-
tion of the soils map. A standard computer worksheet is contained in Figure 6.
Note that it is eighty columns across. Since this is single digit coding, each
column represents one cell. The study area is eighty cells or columns across.
One row on the worksheet represents a row of eighty grid cells in the study area.

Once the coding had been completed, the worksheets needed to be key-
punched onto computer keypunch cards. This was a;complished on an IBM 029
keypunch machine. The resulting cards or "data decks" are essentially the data
bank.

Data Bank and Data Map Edit. At this point, the data bank of eleven

variables had been keypunched. The card decks were s;enf to Mr. Bruce Rowland,
at that time a graduate student at Harvard University in the Graduate School of
Design, Department of Landscape Architecture. He agreed to input the data
decks to the Harvard IBM Computer System and apply the various mass movement
susceptibility models. Once the data decks were in the computer, the data bank

had been constructed. The first task was to map the data using the computer and
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check for errors in the data (see Appendix C). This step was not followed close~
ly as it was not feasible due to time considerations on Mr. Rowland's part for me
to review the maps in Portland and return them to Harvard with corrections. He
checked the maps to determine their reasonableness and made corrections where
necessary. Normally, the user will be located close enough to the computer

facility to allow proper editing.

Phase Eight

Application of Models and Model Preparation. In addition to the data

decks, Bruce Rowland also received the completed model booklefs;. The numeric
information contained in the booklets was converted to IMGRID format and key-
punched. These cards along with specific IMGRID keyword commands were ap-
plied to the data bank to generate the mass movement ;uscepfibilify maps (Ap-
pendix B). |

Mass Movement Susceptibility Maps. There is one map for each mass

movement susceptibility model plus a composite map showing overall mass move-

ment susceptibility for the entire study area. Each symbol on the maps represents
one grid cell. The symbols used depict a gray scale. The bar graphs under each
map indicate that the highest level of susceptibility is represented by the darkest
symbol. This symbol was created by a series of character o;/erprinfs. The lowest
level of susceptibility is represented by a symbol which visually depicts the cell

in a light gray shade. The darker the gray tone of the cell, the greater the sus-

ceptibility of the cell for that mass movement.
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A unique characteristic of the Harvard Computer System is demonstrated
by these maps. In Appendix A, a description of the computer approach, it is
indicated that one type of output from the C.P.U. is a hard-copy of the results
generated on the line printer. Most li'ne printers have a rectangular shopclad
print-chain. The Harvard system has a square one, each character being 1/10"
by 1/10". For mapping purposes, this means that the scale in both the X and Y
directions will be the same. This will, of course, not be fEe case for non-square
print chain generated computer maps. Maps generated by the Harvard IBM system
can be photographically reduced or enlarged to overlay a planimetric base map
such as the USGS 1:62,500 map used in this application.

The coordinate referencing system begins with the southwest corner cell
referenced as row one, column one. The northeast corner cell is referenced as
row 64, column 80. Each cell may be referenced by a row and column coordi-
nate.

At the top of the map is the title of the model for which the map was
generated. Below the map is the name of the study, researcher, and where the
map was generated (the maps reproduced in the appendices of this thesis have a
slightly different arrangement due to publication considerations). The bar graph
appearing below the text provides a frequency count of cells mapped in each of
the fen\classes of susceptibility. Since the size of each cell is constant, it
would be possible to compute total area of land in each class. For example, 419

cells in the study area are highly susceptible (mapping level ten) to slump. Since
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each cell is 40 acres in size, this means that 16,760 acres or a little over 26

square miles of the study area fall into this susceptibility class.

Phase Nine

Data Analysis and Field Check. One of the most important goals of the

map analysis is to develop a clear picture of the relationship between the sus-
ceptibility maps and the study area. One way this can be done is by using an
overlay on the maps themselves. In the sleeve of the back cover is a clear film
positive of physical and cultural features to the scale of the mass movement maps.
As can be seen, this overlay contains features which aid in assisting interpreta-
tion and analysis of the grid cell maps by allowing the user to better relate them
to the study éreo.

Tht-a next step was to verify whether the computer maps were reflecting
the model structure as given by the experts. After working through the computa-
tions as outlined in Chapter Il, Phases Eight and Nine, it was concluded that the
computer maps do depict the model structures. Taking the interpretation further,
it was determined that for debris avalanche and earth flow (Models 7 and 9),
mapping classes 6 through 9 were significant; for debris slide (Model 5), mapping
classes 7, 8, and 9; for rock movement, slump, block glide, and debris flow
(Models 1, 3, 4, and 8), only class ?; and soil fall (Model 2) and failure by lat-
eral spreading (Model 6) were not significant. In the case of the latter two, the
appropriate conclusion would be that the study area is not susceptible to these

types of failures because the correct combination of physical characteristics do



nof occur coincidentally. With a better understanding and knowledge of the
study area, it is possible that these two models could have been dropped back in
Phase Three.

Since the models were not developed according to the methodology and
since further access to the Harvard University IMGRID System was no longer pos-
sible, additional analysis was not accomplished. Several approaches would have
been feasible (see Chapter Il, Phases Eight and Nine). Any further interpreta-
tion and analysis might be more appropriately termed calibration of the model.
Adjustments would be made to the model(s) better fit to the real world through.a

combination of field check and weight adjustments.



CHAPTER IV

N

DISCUSSION AND CONCLUSIONS

There are advantages and disadvantages in the application of this method-
ology. One of the more important disadvantages is related to coding, storage,
and analysis procedures for data associated with the grid-cell approach. This
was discussed in Chapter [I. Several important questions remain to be considered
which are relevant to the practical application of the methodology. How com-
prehensive is or can the methodology be? How flexible is it? Can the method-
ology be adapted for other uses besides mass movement susceptibility? How much
cost and time are involved? What is the availability of the IMGRID System ?

The comprehensiveness of the methodology is directly related to the
models. The models can be constructed in a very complete manner taking into
consideration many aspects of mass movements. The limiting factors are the
knowledge and expertise of the experts consulted, data availability, and the
IMGRID software. The importance in carefully selecting experts should be ob-
vious. [f the data required by the model are not available then the model must
be changed and some comprehensiveness sacrificed for a more general approach.
The IMGRID software can handle up to twenty variables per model. This is prob~
ably enough to allow comprehensive results to be generated. The last factor is

the grid cell size. The models can be constructed in a highly comprehensive
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manner but if applied to a very large cell the results will be extremely general
and ambiguous. Thus, the model must be equated with cell size. The method-
ology is directed toward "general® results, and as such, is not completely com-
prehensive. The potential exists for generating highly comprehensive results.

Flexibility is built into the methodology in several ways. Options are
provided in many of the phase descriptions in Chapter Il. The choice of a co-
ordinate system upon which to base the grid cells is dependent on the user and
the need to interface with an existing data system. The choice of generating a
reproducible base map or a series of overlays is dependent upon the data sources.
The basic organizing system is IMGRID. A very high degree of flexibility is
achieved through the keyword commands. If it is found that a particular model
is not accdmplishing what was expected, changes in the model structure or
weights can easily be made via the keyword commands. New variables can be
added at any time or generated from already existing variables. The method-
ology follows a basic framework, but within that framework there exists a wide
range of options.

Another aspect of flexibility, which might be termed external flexibility,
is whether the methodology can be adapted for other uses. The methodology can
definitely be applied to other phenomena outside of mass movements. This may
be costly, however, if a large amount of additional data are required. For ex-
ample, if the methodology is to be applied for determining the suitability of
areas for recreation, a whole new set of variables and data items may have to \c;ro

into the data bank. The methodology can most easily be adapted for phenomena
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somewhat related to mass movements such as soil erosion or for land use character-
istics related to natural phenomena such as suitability for septic tanks, etc. In
other applications, new variables may be required but many of these would al-
ready be in the data bank.

The ‘most time=consuming and costly phase of the methodology is the data
bank construction phase. The application of the methodology described in Chap-
ter 11l required about 200 man hours for coding and keypunching of data. The
cost for the computer use was about $75.00. A general estimate for a study area
about eighty square miles-in size, 5120 cells (each forty acres in size), eleven
variables and twelve models, would be $1, 000.00. This is using a figure of
$4 00/hour for the coding and keypunchmg of dqm. One can estimate about
two to three man months for a study with ’rhese paromefers. The time and cost of
a project are directly related to the size of the grid cell, the total number of
cells, the number of variables, and coding techniques.

Presently, the availability of IMGRID is very limited. It is accessible
at Harvard University, the Tennessee Valley Authority in Knoxville, Tennessee,
and the Holcomb Research Institute in Indianapolis, Indiana. It has been ac-
quired (but not yet operational) by the University of Washington and Colorado
State University. An updated version of the system is expected to be available
for distribution in September, 1976. This version will be fully documented and
it is very likely that during the next year IMGRID will experience a wide dis--

tribution. Information related to the availability of the IMGRID System should
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be requested from David Sinton, Graduate School of Design, Department of
Landscape Architecture, Harvard University, Cambridge, Massachusetts.

In conclusion, the methodology is capable of producing mass movement
susceptibility maps of value to land use planning. The methodology is both
qualitative and quantitative. Further research is needed to increase the quanti-
fications aspects. In particular, the weights used in the models need to be ob-
jective rather than subjective. This would involve a major research effort, how-
ever, which is beyond the present purpose. Presently, the methodology is quite
satisfactory for land use planning applications. With further research involving
quantitative techniques such as factor analysis, principal components analysis,
and multiple regression, the process can be quantified to the point where it
would have wider application in not only land use planning but in engineering

applications as well.
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APPENDIX A

THE COMPUTER APPROACH:

HARDWARE AND SOFTWARE

The computer approach involves two basic components: (1) hardware or
the physical equipment within the system, and (2) software or computer programs
which provide instructions to the hardware. The two components may be thought
of as performing four inferrelafe:d functions: (1) input, (2) storage, (3) process-
ing, and (4) output. The descrip*ion of the hardware component which follows

has been adapted from Computers: Their Place in Land Use Analysis (Blank,

1974, pp. 4-11).
1. THE HARDWARE APPROACH

The computer hardware system consists of a collection of equipment that
accepts, stores, analyzes, and outputs information. The central piece of hard-
ware is the Central Processing Unit (C.P.U.). It is in this equipment that the
manipulation of the data actually occurs. Other equipment are considered
peripheral devices to the C.P.U.

In addition to the peripheral devices and the C.P.U., there are two

other necessities for the effective use of the computer. The first, referred to
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earlier, is software or computer programs. THe second is a body of data upon
which the operations or calculations are to be performed.

The computer programs instruct.the C.P.U, to perform operations on the
data. A program is a set of explicit instructions which gives meaning to data

“and makes it possible to utilize the capabilities of the computer.

The data or data files are measurements used to describe the real world.

These data and how they are put into the computer is of great importance.

Hopps (1962, p. iv) has stated,
Electronic data processors are very efficient at storage and retrieval of
data, and can carry out very complex searches of correlates . . . These
machines cannot do the essential selection and preprocessing of data, which
includes a value judgment as to the validity of the data which is fed to
them.

Most often, data that are to be used by the computer are entered into
the system by the keypunch card method. The card system is widely used because
it represents the best current solution to the probl‘em of providing a data file that
can be examined either manually or mechanically.

The standard card on which the data are recorded has 80 vertical columns
and 12 horizontal rowsl. Data are entered on the card initially by a piece of
equipment called a keypunch machine which is very similar to a typewriter. For
each alphabetic or numeric symbol typed, the machine punches a pattern of holes
in the column and that pattern of holes serves as a code for that symbol. The
machine can also print the symbol at the top of the column. The computer, on

the other hand, reads or senses only the holes in the cards and ignores the line of

-printing.
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- Files or data banks consisting of only punched cards have many disad-
vantages. The cards are easily lost, intermixed and are very susceptible to bend-
ing or tearing. Also, the speed at which data can be read from or transferred to
punched cards is relatively slow when compared with other methods.

The main advantage of punched cards is that they are the least expensive
form of data storage. The major weakness is that data cards cannot be erased or
overwritten. Punched data cards are still the method most used in originating
data which will later be stored in a more sophisticated manner. Magnetic tape,
similar to the tape for an ordinary tape recorder, is a more efficient storage
medium for data once it has initially been punched onto cards. The data is
stored or represented by magnetizing certain areas on the tape. A magnetized
area can be easily demagnetized and remagnetized. This fact gives tape stored
data an inherent advantage over cards. In addition, the data cannot become
disarranged within the file because the tape is a continuous length. A tape can
be erased, revised, and reused many times. It also has a very large storage ca=
pacity. The most important point is that tape stored informaf.ion can be processed
25 to 100 times faster than the best card equipment available.

There are some disadvantages to a tape stored data system. One major
disadvantage is that one must have tape handling equipment. This is often very
expensive and may equal as much as one-third of the equipment costs of an elec-
tronic data processing system. Another disadvantage is that a tape stored file
cannot be examined without a C.P.U. Also, the entire file must be read from

the beginning until a particular point which needs correction or addition is found.



74
This type of access, when the entire data file must be read from the beginning
until the desired section is found, is known as sequential access. Its main dis-
advantage is that much valuable time is wasted while the desired data is being
sought.

A storage system that permits one to proceed directly to the place in the
data file where the desired information has been stored is called a random access
storage system. The use of a magnetic disk or a series of disks stacked together,
will allow random access to stored data. The method of recording data is the
same as that used to store data on tape. One simply places magnetized spots on
the medium used to cover the disk. A magnetic disk storage system is very simi-
lar to a stack of records placed on a phonograph in that several disks can be
stacked together. The disks are then rotated at very high speeds thus making
access to stored data nearly instantaneous as compared to data which must be read
from punched cards. The storage capacity of a disk is limited and somewhat less
than the storage capacity of a magnetic tape. A magnetic disk storage system is
also more expensive than a tape storage system. The user must decide if the
higher access speed and cost of the magnetic disk is a greater advantage than the
slower access speed and increased storage capacity of the magnetic tape system.

The data storage units or systems are linked electronically to the C.P.U,
Their function is to receive data from the C.P.U,, record it and transmit it back
to the unit upon demand. After the initial data have been read into the C.P.U.
and placed.in one of the storage.systems, this entire process will take place with-

out additional intervention by humans. The program, which has also been read
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into the C,P,U., is the component which gives meaning to the information in
tEe data files and makes it possible to utilize the capabilities of the computer.

The C.P.U. (the computer) is composed of two major parts. They are

.fhe main memory or core and the processor itself. The processor is the physical
piece of equipment which contains the electrical circuitry through which the
basic mof.hemcfical and logical operations are carried out as called for by the
various programs used. The memory is a high speed random access storage sys-
tem. It is of limited capacity and is used to store programs and data which are
currently in use. As the data is processed in the C.P.U., the results are either
returned to storage or are displayed as output for the user. The output is usually
fn the form of punched cards, visible displays on cathode ray tubes, or as printed
information in the form of numeric‘, or symbolic patterns printed on paper.

All pieces of equipment which are electronically connected to the
C.P.U. are called peripheral devices. All other machines are simply supporting
pieces of equipment. Peripheral devices have either one way or two way con-
nection to the C.P.U. The card punch and the paper printer only recéive infor-
mation from the C.P.U. The tape units, the magnetic disks, and the operator's
console have two way connection to the C.P.,U. They may either supply informa-
tion to or receive information from the C.P.U.

The physical pieces of equipment, the hardware, which make up the sys-
tem, may be located several hundred miles apart. The entire arrangement and
connection of the Hardware components of the system may be diagrammed as

follows (Figure 7):
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Figure 7. The "hardware" components of a computer system (Blank, 1974, p. 10).



II. THE SOFTWARE COMPONENT

The software or program portion of this two component approach is the
Harvard I.M.G.R.I.D. (IMGRID) System. IMGRID is a system for manipulating
information in a grid cell data file. This system was designed and developed by
David F. Sinton of the Department of Landscape Architecture, Harvard Graduate
School of Design, Harvard University. A users' manual is not available. The
information contained here has been compiled from two unpublished descriptions

of IMGRID by Sinton (1975a and 1975b).

Data Element Description

The basic organizational unit of the IMGRID System is the concept of an
element of storage which contains all values for one set of information for all
grid cells making up a study area. This set of values will be referred to as a data
element throughout this appendix. Each data element is referenced by a unique,
absolute, three digit number for the location or "address" of that particular set
of cell-by-cell values in the data bank. This number refers to file location only
and does not reference the actual contents of the storage space. This organiza-
tional system allows the Qser to process in any fashion all numerical information
within a data element on a cell-by-cell basis according to spatial coordinates
and/or data item codes and then to move on to process a new set of information.
The rectangular dimensions of each data element in the data base remain constant
and it is assumed that each grid-cell position represents the same geographic point

on all such elements.
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Data Base Size

IMGRID uses a relatively small data bcs;e with an absolute limit imposed
by the programming sofoare and hardware constraints of 2]5 or 32,768 cells
which can be processed. Extensive reprogramming would be required to exceed
this limit. The present form of the system is only set up to handle a data base of
10,800 cells. This is one-third of its absolute capacity. The data file creation
routines will provide space for 100 data elements each containing 10,800 cells.
The number of elements capable of being handled increases to a maximum of 300
on a data base as the number of cells decreases to 3,600. The number of data
elements in the data file is the total space available for both basic data storage

and system workspace.

Data Values

While several of the IMGRID keyword operations relate to supportive
functions not directly affecting actual data base values, most involve active
procedures for the manipulation of numerical data copied from and returned to
computer memory on an element-by-element basis. In order to maximize proces-
sing efficiency, certain conventions are recognized concerning the nature of the
stored data.

Natural resource and land use planning data most often take on integer
values and rarely have large ranges. The types of analysis usvally applied to
these data are integer oriented. Due to these considerations, the actual data

item value assigned to each cell must be an integer and conform to several
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conventions with respect to precision, range, and numerical scale. All non-
integer values such as fractions or decimal figures will be automatically trun-
cated. The total range of integer values which may be generated or stored to
a grid-cell position is 2]5 or +32,768. Specific keywords which tend to pro-

. duce extreme values approaching these limits set maximum value defaults or pro-
vide scaling procedures to automatically reduce such figures by factors of ten.
Non~-IMGRID procedures may be applied to convert any valid range of data ele-
ment values to a standard scale. Most of the keyword subroutines are designed to
function over standard ranges of 0 through ¢, 19, or 100. Values below or above
the specified range for a particular keyword will be interpreted and processed
according to the range-maximum default (beyond the absolute data value limits
the actual value assigned to error cells is computed by subtracting twice the
value of the exceeded limit from the frue excess figure so that false results may
be défficulf to trace).

The multiplication and addition processes used in many keyword opera-
tions require that data input be defined in terms of consistent interval scales and
compatible units of measure. The keyword commandsv usually transform the nu-
merical values within a logical modeling structure. This process ultimately yields
interval scale output from nominal, ordinal or interval scale input. Wifhin this
structure and regardless of functional keyword operation, it is important to clearly
define and control the units, range, and actual meaning of all processed data. It
must be assumed that all input values to be used initially relate to each other in a

quantitative as well as qualitative manner.
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Given the input elements representing soil types 0 through 12 and vege-
tation classes 1 through 9, for example, nothing more can be inferred from the
.additive combination of those data elements without further specification unléss
each item relates to a consistent numeric scale of homogenous units such as vul-
nerability levels, cost equivalents or suitability score. "Apples and oranges"

may be mixed through IMGRID processing but only if the expected product is de-

fined as "fruit. "

IMGRID System Organization

Data manipulation is accomplished in the IMGRID System by keyword in-
structions. When a keyword instruction is processed, the data element(s) to be
treated are retrieved from the data element file and placed in the C.P.U. mem-
ory while the processing takes place. The storage space in the C.P.U, memory
reserved to hold these data elements is referred fo as the buffers. This feature
permits the user to retrieve a data element from one location, transform the
values of that element and place the new value in the same location.

Because the contents of the data element file are constantly changing,the
system maintains the element record file which contains information about the
contents of the data element file at any point in the processing. As a further
safeguard the data element file is usually partitioned into three segments.

The first segment contains the basic descriptive data for the study area
which should remain constant once it has been collected and checked. These

data are placed in the segment which is "absolutely protected, " where they can
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be retrieved for display or used to generate subsequent output but may not be
altered themselves except by re-storage or special keyword code. Absolute pro-
tection is provided to prevent the loss of basic data by simple error.

The second segment usually contains values which have been derived by
any analytic procedure from the basic descriptive data which must be stored for
future use. This segment is called the "semi-protected" space and only a few of
the system instructions are permitted to write new values into the data base in
this space.

The third segment is the user "workspace" which is used to store any inter-
mediate set of values that will be needed for future procedures. With the excep-
tion of a few display précedures and some system control procedures all keyword

procedures will create a new data element in the workspace of the data element

file.

IMGRID Keywords

The primary controls of the IMGRID System are a series of keyword in-
structions each of which performs a defined operation. Once the nature of the
operations is understood the system can be used with no further knowledge of the
programming.

Each of the IMGRID keywords acts as a discrete command within an inte=
grated programming system to maintain, manipulate, and display graphic informa-
tion. Each relates to a larger body of FORTRAN programming, stored within the

system, to direct a series of algebraic and logical procedures for the manipulation
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of numerical data copied from and returned to computer memory on an element-
by-element basis. Once the IMGRID processing system is stored, the system may
be controlled through keyword commands without direct reference to actual
FORTRAN programming. System parameters not expected to change during normal
operation such as those defining the size, structure, and storage requirements of

each data base may likewise be stored and maintained without further reference.

Keyword Card Format

The input formats for the keyword commands of the IMGRID System are in
a fixed format mode. :l'he primary format is the keyword card which initializes
any process. In order to avoid continual reference to this format, it is now de--
scribed once. In the future, the controls for each process will be referred to by
the format field names listed below. In general, the conirol instructions on the
keyword card are specified as three digit integer fields.

Each keyword card has space for a descriptive title. Any time the process
specified creates a new element in the file, the title on the keyword card is in-
serted in the element record file to describe the contents of the data stored in the
file. It is suggested that titles should be assigned to keyword cards at all stages
in the use of the system.

To achieve maximum flexibility columns 20-39 are used in two separate
formats depending on the process involved. For simple rescale processes these
columns are used as 19 single digit fields to specify a set of rescale values. For

the other processes three digit fields are used to specify control instructions.
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The keyword card format is:

Cols. 01-03
Cols. 04-10
Cols, 11-13

Cols. 14-16
Cols. 17-19
Cols. 20-22
Cols. 23-25
Cols. 26-28
Cols. 20-39

Cols. 40-79

NV

U
W
X
Y
1Z
IR

File location number of output data element to be
generated by the keyword process.

Always specifies the keyword, left justified to
column 4.

File location number of input data element to be
manipulated by the keyword process.

Contain for certain keywords, single digit rescale
values (see SEARCH, MATRIX, REJECT, RECODE,
OVERLAY).

Contain an alpha-numeric title for each new ele-
ment on display.

The simple rescale procedures have the capability of combining several

Cols. 01-03
Cols. 04-07

Cols. 11-13

NV

v
IR

User Specified Formats

data elements in one keyword instruction. The first element is specified on the
keyword card and the rest on continuation cards (one per card). The format for

the continuation cards is as follows:

Should be left blank.

CONIT is the keyword indicating a continuation
card.

Element to be rescaled.

Contain the rescale valuves.

User specified formats are always read from a card following the keyword

card. The format should be specified in columns 1-40 of the card. The IMGRID
System requires that these formats be specified in the normal FORTRAN mode.
The user should provide that portion of format statement which follows the word

FORMAT, including the parentheses.



The standard form of the format is:

(xxFn.m)
or
(xxIn)
where

'F' and 'I' are the format codes indicating REAL or INTEGER values
respectively.
'xx' defines the number of repetitions of the data field.
'n' defines the number of columns on the card assigned to each value.
'm' defines the number of digits to the right of the decimal point on the
'F' type code only.
For example, to define forty real fields of two columns each with no decimal
place the format would be:
(40F2.0)
Or to define two integer fields of four columns followed by one integer field of
two columns the format would be:
(214,12)
Be certain that the correct type of format code has been specified as
called for in the detailed descriptions of the keywords. Even if decimal points

are not punched and the instructions specify real fields, use the 'F' type code.

Regardless of input type all buffer values are stored as integers.

Keyword Commands ‘

A list of all the standard IMGRID keyword commands follows. This list

is organized according to type, level, and quantity of expected input values.
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Note that the major functional categories include storage, manipulation, dis-

play and system control operations. This list will be discussed in detail.

IMGRID KEYWORD PROCEDURES
l. Storage Procedures

A. Cell Specific Procedures
1. UPDATE

B. Element Specific Procedures
1. STORE
2, RELOC

I." Manipulation Procedures

A. Non-Spatial Procedures
1. Single Element Procedures
(a) ltem Specific Procedures
(1) RECODE
(2) REJECT
(3) XRECODE
(b) Element Specific Procedures
(1) REDUCE
(2) NORMAL
2. Multiple Element Procedures
(a) CONT -
(b) Non-Additive Procedures
(1) multiple RECORD (with CONT)
(2) multiple REJECT (with CONT)
(3) double XRECODE (initialized)
(4) selective REDUCE (with REJECT)
(5) selective NORMAL (with REJECT)
(6) OVERLAY (with CONT)
(c) Additive Procedures
(1) Item Specific Procedures
(1) MATRIX (with CONT)
(if) XMATRIX
(2) Element Specific Procedures
(i) MULT PLY
(i7) INDEX
(iii) double INDEX {(initialized)
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B. Spatial Procedures
1. Single Element Procedures
(a) ltem Specific Procedures
(1) SEARCH
(b) Element Specific Procedures
(2) ASEARCH
2. Multiple Element Procedures
(a) Element Specific Procedures
(1) Non-Additive Procedures
(i) selective ASEARCH (with REJECT)

I1i. Display Procedures

A. Spatial Graphics Procedures
1. SYMBOL
2. MAP
3. selective MAP (with REJECT)
B. Literal/Tabular Procedures
1. Single Element Procedures
(a) RENAME
2, Multiple Element Procedures
(a) SUMMARY _
(b) selective SUMMARY (with REJECT)
(c) LIST
3. Data Independent Procedures
(a) TEXT
(b) MODEL

IV. System Control Procedures

A. CLEAR
B. END

Storage Procedures

The storage keywords consist of UPDATE, STORE and RELOC. These in-
structions provide for the creation and maintenance of data files on an element-
by-element basis. UPDATE allows for card input of data item values to specific

cell locations. STORE operates-in-a similar-manner-but-with broader capabilities-—--
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to define values over an entire data element. Once stored, element values may
be transferred from one file location to another through the RELOC keyword.

Cell Specific Procedures: UPDATE. The UPDATE keyword allows for the

placing of new values in an old element. The values are read from cards on a
cell by cell basis with one value per card. The format should specify three in-
teger fields: the first will contain the row number of the cell, the second the
column number of the celAl, and the third contains the new value assigned to the
cell. The end of the cards containing the new values is specified by a card con-

taining a negative value in the row field defined by the format. The controls

are:

NV Specifies the new element created by the update.
IV Specifies the old element to be updated.
IU  Provides the format exclusion.
[U=0 The format is specified on a card immediately fo”owmg the
keyword card. The new values follow the format card.
[U=-1 The program uses the last specified format. If no format has
been specified the system defaults to (213, 12).

Element Specific Procedures: STORE and RELOC. STORE allows a new

set of values to be entered to the element file. The values are read from cards
under a user specified format. The IMGRID System expects the user to specify
the row by row format of the new values and will read each row as a logical
record. The confrols are:

NV Specifies the new element created.
IV Is not used.
IU  Provides for format exclusion.
[U=0 The format is specified on a card immediately following the
keyword card. The new values follow the format card.
IU=-1 The system uses the last specified format. If no format has been
specified the system defaults to (3x,7711).
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The RELOC keyword is used to move a data element from one location to
another in the data element ffle. In parfic;Jlar }t is used to place values in the
"semi-protected" space on the data file. Typically when entering new values
they would first be placed in the "workspace” and checked. On a subsequent
run the RELOC keyword would be used to move the values into the "semi-
protected" space. The name specified in columns 40-80 is assigned to the new
element. The information in the element record file is also moved. Thus,

NV  Specifies the new location.

IV Specifies the old location.

Manipulation Procedures

The manipulation commands represent a major portion of the IMGRID pro-
cessing system. These are RECODE, REJECT, XRECODE, REDUCE, NORMAL,
CONT, OVERLAY, MATRIX, MULTPLY, INDEX, SEARCH and ASEARCH. Most
of the manipulation keywords deal directly with initial data item code or numeric
value assigned to each cell regardless of its spatial location in the study area.
Such values are computed and assigned by generic item-category such that the
overall pattern of spatial boundaries in the input element is not significantly al-
tered by the keyword modification of on-site values. One of the manipulation
procedures used by some of the above keywords is called rescaling.

Rescaling. Rescaling is basic to the operation of the IMGRID System and
several of the system design limits were set with this process as the limiting factor.

A variety of keywords provide minor variations. The principal of the process is
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simple: a qualitative or descriptive numerical scale is assigned a new set of
values which may be processed as an interval scale.

It should be remembered that the IMGRID System is designed for use with
natural resource and land use planning data which have been coded from the
typical sources of such data. These sources usually are descriptive or qualitative
categories of data and a map is prepared which identifies the category occurring
in each area or zone on the map. The result of digitally encoding this type of
data is a series of data elements which have data scales that are either nominal
or ordinal scales rather than interval or ratio scales which are normally used in
numerical processes on digital machines.

| To use this data for more than a few simple operations, the critical step
of converting these qualitative scales to interval scales must take place. This
process has been described as:
RAW DATA ELEMENT
Apply Professional Judgment
ANALYSIS COMPONENT

The IMGRID System is spe‘ciiifi::;ziii'); ~de‘signed to be used with data which
usually requires this simple process as the starting point of an analysis. As the
application of "Professional Judgment" appears to be an integer process the sys-
tem relies heavily on integer operations. This also conserves resources on some
computing systems.

The IMGRID-System-was designed with two levels of data rescaling. - The

simple rescale process provides a set of fixed format instructions which assume
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that the data is within the limits identified above. The extended rescale process |
provides for those situations which are not within these limits and where the
simple rescale would constrain the potential applications of the system. The
limits built into the system are:

(a) that the values which are to be rescaled (i.e., those in the old ele~

ment) may be in the range 0-19;

(b) that the simple rescale process will assign values in the range 0-9; and

(c) that graphic displays will process values in the range 0-19, or a maxi-

mum of twenty levels of symbolism.

The IMGRID System obeys these limits rigorously and within them the
following keywords can be used to rescale data elements: MATRIX, OVERLAY,

A RECODE, REJECT, SEARCH. For values outside of these ranges, use the extend-
;d:'resccle keywords: XMATRIX, XRECODE. To display values which are out-
side the range of 0-19 a preparatory step must be used to reduce these values to
such a scale (see the section on Data Standardization).

All the rescale keywords operate in the same mode for assignment., The
new values or rescale values are recorded in an ordered list and the IMGRID
System identifies the old value associated with each new value by the relative
position of the new values in the list. For. example a raw data element has values

in the range 0-12 and it is desired to assign new values such that:

0 becomes 0

NOO A WO —
WO VO
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8 becomes 5

9 6
10 " 7
m 7
]2 u "

The rescale list is: 0998234456771.

For simple rescale procedures this list would be punched in columns 20-32
on the rescale keyword cards. As the values to be rescaled were in the range
0-12, thirteen values must be -assigned, twelve plus one for the zero value.

The rescale process has several important characteristics that sometimes
cause problems for the unwary and provide useful capabilities for the imaginative
user. Be careful to always take into account the following considerations:

(a) The IMGRID System recognizes zero as a valid value in any data range
and assumes that the first value in a rescale list is assigned to the zero condi-
tion. This applies even if the data element does not contain a zero valve.
Zero is assumed to be the low end of the value range to be rescaled. A com-
mon mistake when using the XMATRIX or XRECODE keywords is to omit the
values for the zero condition.

(b) The IMGRID System expects a rescale value for every integer value
within the range. This applies even if the old data element does not contain
one or more of the integer values in the range. This requirement is caused by
the method of assignment of the rescale values. The assignment is made by
the positional order of the rescale values in the list and the system is not nor-
mally aware that a value within the range does not exist.

(c) The IMGRID System must know the maximum value in the range of
values to be rescaled. For the simple rescale processes the system will assume
that the maximum value to be rescaled is 19 or the maximum possible value
which can be rescaled using the simple rescale procedure. Consequently it is
only in a few exceptional circumstances that it is necessary to specify this
control parameter on simple rescales.

(d) When using the extended rescale processes the maximum value of the
old value range to be rescaled must be specified as these processes are de-
signed to extend the normal system limits. Without this specification the
system has no knowledge of the extent of the values to be rescaled and may
give unpredictable results which are difficult to trace.
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(e) When using the extended rescale procedures the user is expected to
specify the format in which the new values are to be read. The section on
formats described this process. As the IMGRID System assumes that the
range to be rescaled begins with zero, the format specification must provide
space for the zero values. In general this implies that the number of fields
specified will be one greater than the maximum value on the range of values
to be rescaled. Beware as this is a common mistake. Symptomatically it
can be identified by the loss of the next card in the data stream, always a
keyword card, as the system will read an extra card to find the extra value.

(f) If a value falls outside the specified rescale range from zero to the
maximum value specified, the IMGRID System will print an error message
and assign the rescale value associated with the specified maximum value to
locations with the error conditions. This procedure permits the user to as-
sign a default value to these error conditions if they occur. On a simple
rescale the maximum value is set at 19, [f this is a significant value which
should have a different rescale value than the error condition use the
XRECODE procedure and set the maximum value to 20 to assign a rescale
value to the error condition.

Non-Spatial Procedures, Single Element. Within the group of "non-

spatial" keyword commands a further distinction is recognized between those
which address and transform a single data element and those which combine two
or more. RECODE, REJECT and XRECODE each address an individual input ele-
ment and generate output by direct transformation on an item~by-item basis.
RECODE and REJECT each accept initial values in the range 0 through
19. RECODE may be used to assign new values of 0 through 9 while REJECT pro-
vides a simple yes or no distinction through assigned values of 0 and ~99. The
-99 code may be used to actually eliminate cells from further processing. This is
particularly useful in designating areas of absolute unsuitability or masking the
boundary of an.irregular study area. XRECODE or extended RECODE operates
according to a modified input format which, although less convenient than that

of RECODE or REJECT, is considerably more flexible. Here, any positive or
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negative integer value may be assigned to any existing item code greater than or
equal to zero. XRECODE is particularly useful in converting large values to
smaller equivalents within a manageable map.

(1) Item specific procedures: RECODE.' The keyword RECODE creates a
new element by assigning new values to a set of old values. The new value is
associated with the old value by its position in the IR field on the card. When
continuation variables are specified the subsequent rescale values override the
previous values if the rescale value is non-zero. The controls are:

NV Specifies the new element created.

v Specifies the old element to be rescaled.
iU Unused.
w Specifies the maximum old value to be rescaled. Values less than

zero and values greater than IW- will be assigned the rescale valve
of IW. The default value of IW is 19.
IR Specifies rescale values in the range 0 = 9.

(2) Item specific procedures: REJECT. Within any study area there may
be conditions which would create abnormal results for a particular analysis pro~
cedure. A typical example is a large water body. It is useful to be able to re~
ject these types of conditions when some of the keyword procedures are invoked.
Also for some of the keyword procedures it is useful to define a limited subset of
locations to be processed (e.g., a town or ("J” schools).

The IMGRID System permits the speci;‘icaﬁon of a reject condition which
may be used to eliminate specified locations from some of the keyword procedures.
The reject condition is specified by a simple rescale procedure, which creates a

new data element which can be invoked as it is needed. The rescale values as-

signed on the keyword card are 0 for conditions not rejected and 1 for conditions
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to be rejected, while the values contained in the new reject element are 0 for
locations not rejected and ~99 for locations rejected. As this is a simple rescale
procedure the creation of a reject condition on a data element with values out-
side the normal range will require a preliminary step using the XRECODE key~-
word.

Careless use of the reject condition may cause the loss of significant in-
formation in locations rejected. The use of the reject is a form of binary analy-
sis (e.g., yes or no) and suffers from all the limitations of such analysis. It is
suggested that in preliminary analysis the reject condition should not be used
and the results studied with care before a reject is specified on subsequent runs.

Because of the special nature of the values in the reject condition, the
use of a data element containing a reject condition in some manipulative pro-
cedures can cause unpredictable results. This is particularly the case with
INDEX and MULTPLY, If it is necessary to-process a data element in a procedure
which does not normally permit a reject condition it is advisable to use a simple
RECODE procedure to assign a new value to the reject condition. The reject
conditions will appear as error cells and be assigned the rescale value for the
error condition.

The reject value is associated with the old value by its position in the
IR field on the card. The controls are:

NV  Specifies the new element created.

v Specifies the old element to be rescaled.
V) Unused.
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W Specifies the maximum old value to be rescaled. Values less than
zero and values greater than IW will be assigned the rescale value
of IW. The default value of IW is 19.

IR Specifies the rescale values as follows:
IR = 0 not rejected,
IR =1 reject condition (stored at -99).

(3). Item specific procedures: XRECODE. XRECODE creates a new ele-
ment in which the rescale values replace the values in the old element on a one
for one basis. Using - XRECODE' elements with values outside the ranges 0 = 19

can be rescaled and values outside the integer range 0 = 9 can be assigned.

Thus,
NV  Specifies the new element created.
v Specifies the old element to be rescaled.
U Specifies a second old element which can be overridden by a non-
zero rescale value to create the new element (default 1U = 0).
w Specifies the maximum old value to be rescaled. W must be speci-

fied. The maximum permissible value for IW is 999.

A format card is automatically read following the keyword card. It speci-
fies the format for the rescale values which are read from cards immediately fol-
lowing- the format card. The 'F' format must be used. It should be noted that as
the IMGRID System recognizes zero as a valid v;nlue the format statement must
provide IW + 1 locations and the first rescale value replaces the old zero value.

Data Standardization. The data standardization procedures convert values

of an unknown range to a defined set of value ranges. There are two standardiza-
tion procedures in the IMGRID System and both are based on the statistical prop-

erties of the value distribution in the data element being standardized.
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(a) Assuming a unit normal distribution, the values are standardized using
the mean and standard deviation of the values. The equation is as follows:

NV =50 + (OV = XM) (25/5D)
where

NV = new value,

OV =old value, _

XM = mean of old values, and

SD = standard deviation of old values

(b) Assuming a uniform distribution, the values are standardized using the
maximum and minimum of the values. The equation is as follows:

_ o (OV = MN)
NV ]OO—-—-——-———(MX ~MN)
where

NV = new value,

OV =old valuve,

MN = minimum of old values, and
MX = maximum of old values

The NORMAL keyword uses both of these procedures. The mean and
standard deviation will be used unless the other is specifically requested on the
keyword card. Also, with this keyword the user is not perm’iﬁed to intervene in
the setting of the parameters of the standardization.

The REDUCE keyword only uses the maximum and minimum for the stan-
dardization, but it permits the user to intervene in the process and specify the
number of intervals, the maximum of the range, the minimum of the range, or the
relative size of the intervals, or any combination of the former. When either the
maximum or the minimum are specified the system adds one to the number of

levels specified. If both are specified it adds two intervals. When the minimum
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is specified the 0 interval represents the values less than the specified minimum.
When the maximum is specified the highest interval represents the values which
are greater than the specified maximum.

When using the mean and standard deviation about 5% of the values will
fall beyond the range of 0 - 100. As the unit normal distribution is assumed, the
extremes are set at two standard deviations either side of the mean. For display
purposes 'fhesei values are standardized to a range of 0 = 11 in both the NORMAL
procedure and the special option of the REDUCE procedure. The maximum is set
to 100 and the minimum is set to 0, wifh. ten equal intervals. These standardiza-
tion procedures are commonly used to satisfy the range limit requirements of other
keyword operations.

(1) Element specific procedures: REDUCE. A new element is created by
the REDUCE keyword command by assigning each value in a set of values to an
interval within the range of the values. The maximum number of intervals per-
missible is 20 and the values in the element created will be in the range 0 - 19.
The default option is to assign the values to ten equal intervals between the mini-
mum and maximum of the values being reduced. A reject condition may be speci-
fied which will exclude the cells rejected from the parameters of the reduction
and return the reject code in the new element. The cqnfrols are:

NV  Specifies the new element created.

v Specifies the element to be reduced.
U Specifies the element containing the reject condition.
W Specifies the option to be used in the reduction process.

IW=0  default option,
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IW=1 uses ten equal intervals between a maximum of 100 and a
minimum of 09 (useful for reducing elements which have
previously been standardized),

wW=2
to specify the number of intervals in the range 2-20,
IW=20

IW=99 indicates that the full option set is specified on the fol-
lowing card in the format below:

Cols. 01-04
Cols. 05-08
Cols. 09-14

Cols. 15-20

Cols. 21-80

JPT=0o0r 4
JPT=1or5
JPT=2o0r 6
JPT=3o0or7
JPT=0-3
JPT=4-7

number of intervals (maximum = 20),
options as specified by JPT (see below),
maximum of the range (if specified in
JPT),

minimum of the range (if specified in
JPT),

the relative size of each interval (see the
section on manipulation). There are ten
real fields of six digits on this card; there-
fore, if the number of intervals is greater
than ten a second card must be added, with
the same format but only using Cols. 21-
80. Note: this applied even if JPT is
less than 4,

standard option,

minimum specified,

maximum specified,

maximum and minimum specified,

equal intervals used,

user specified intervals are used.

(2) Element specific procedures: NORMAL, NORMAL creates a new ele-

ment by standardizing any set of values on a scale in which the values have a

range of 0 to 100. A reject condition may be specified which excludes cells

rejected during determination of the parameters of the standardization and inserts

the reject code into the new element. This process returns two sets of values: the

first is in the range of 0 - 100, which is stored as the new element, the second

is reduced preparatory to a call to the map routine. This second set of values is

maintained in a buffer and can be displayed by a MAP keyword immediately
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following the NORMAL keyword. Only a TEXT keyword may be inserted be-

tween the two keywords. The conirols are:

NV  Specifies the new element created.

v Specifies the old element to be standardized.

U Specifies the element containing the reject condition.

W Specifies option fo be used in the standardization process.

IW=0 mean and standard deviation used to standardize the values,
IW=1 maximum and minimum used to standardize the values.

Non-Spatial Procedures, Multiple Element. The second major group of

non-spatial keyword commands includes those which deal with more than one
input element. Each involves a combination of two or more initial elements on

a direct overlay basis to create a single output composite. Values are assigned -
to each cell as a function of two or more independent values associated with that
coordinate point. Input format may vary according to the nature of the keyword
process specified. [n some cases, this may involve the use of a CONT (continue)
keyword to extend the input format of a preceding card. This keyword is used to
identify continuation cards for the following keywords: RECODE, REJECT,
OVERLAY, MATRIX, and SEARCH.

(1) Multiple element procedures--non-additive: RECODE, REJECT,
XRECODE, REDUCE, NORMAL, and OVERLAY. Each of the previously dis-
cussed single~element manipulation keywords (RECODE, REJECT, XRECODE,
REDUCE, NORMAL, and OVERLAY) may also incorporate multiple input. hRE-
JECT may be extended through CONT cards to address an unlimited number of
initial data elements. The reject code assigned to a cell in any one of those ele-

ments will designate that cell in the REJECT composite. In order to affect
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subsequent processing, the final REJECT element itself must then be combined
with some other element in a later keyword instruction. REDUCE, NORMAL
and several other keyword operations may be used to incorporate REJECT codes.
RECODE, like REJECT, also allows for an unlimited number of CONT cards.
Here, the actual value assigned to a cell is equal to that of the most recent non-
zero rescale code assigned to that cell over the CONT card sequence. In this
manner, a composite suitability evaluation for commercial development, for ex-
ample, might proceed according to logic as follows: Rank each cell according
to the type of road in that cell; if nl: road, rank by land use; if no land use, rank
by soil type. XRECODE allows for a similar process but does not accept CONT
;:crd extension and is, therefore, limited to one overlay element. A slightly
different approach is offered through the OVERLAY keyword. Here, the value
ultimately assigned to a cell is equal to that of the greatest rescale code assigned
to that cell over a series of CONT card éesignaﬁons. In this case a cell's suita-
bility for commercial development might be computed as "the best of its highway,
land use or soil conditions.” OVERLAY is subject to the same input value limi=
tations as RECODE and, without CONT card input, performs the same data ma-
nipulation functions.

OVERLAY creates a new element by assigning new values to a set of old
values. The new value is associated with the old value by its position in the IR
field on the card. When continuation variables are specified the subsequent
rescale values override the previous values when the rescale value is greater than

the previous value.
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NV  Specifies the new element created.

v Specifies the old element to be rescaled.

U Specifies the number of continuation cards following the keyword
card in the format specified previously (default is IU = 0).

Iw Specifies the maximum old value to be rescaled. Values greater
than IW will be assigned the rescale value of IW. The default value
of IWis 19.

IR Specifies values in the range 0 - 19,

Multiple Element Procedures, Additive. Note that each of the multiple-

input procedures described has computed output value through a process of sort-
ing and choosing one of the rescale values initially assigned to each cell. Such
processes are “non-additive in that they do not reflect a collective synthesis of
all contributing values. MATRIX, XMATRIX, MULTPLY, and INDEX are "addi-
tive" in that they do reflect a synergistic combination of two or more initial data
elements. Unlike the previous multiple element operations, each must be sup-
plied with at least two sets‘of input values. MATRIX uses a single CONT card
format to identify and recode two elements whose assigned values then define

the horizontal and vertical axes of an imcginafy two~-dimensional matrix. Each
row=-column position within the matrix represents a u;ﬁque pair of item values.
Recode values may then be assigned to each matrix position so as to redefine
every input cell according to its particular pair of initial item values. In this
manner, for example, a site evaluation procedure for commercial development
might combine highway, land use, and soil considerations not by any standard-
ized method of item sequence or value but by a totally flexible system of direct
assignment to each three value combination. The dual recode MATRIX proce-

dure is also limited to the 0 = 19 input and 0 = 9 output ranges of OVERLAY,
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REJECT, and RECODE. XMATRIX (extended matrix), like XRECODE, provides
for greater range flexibility through a more complex input format, but otherwise
provides the same MATRIX ability to address each input cell position according
to a specific pair of initial item codes associated with that coordinate point.

Several of the multiple element keyword procedures operate according to
general rules without explicitly addressing every possible matrix combination of
initial item values. Given a series of input values associated with each cell in
a study areaq, it is possible to call for the total or average value per cell without
further specification. MULTPLY and INDEX operate in this manner on an
element~by-element basis, without directly addressing specific item codes.

(1) ltem specific procedures: MATRIX. MA}RIX creates a new element
which identifies the relative matrix position of each cell when two elements are
compared. These elements are rescaled to specify which row or column position
the old values should identify. The column element is specified on the keyword
card and the row element is read from a continuation card which automatically
follows the keyword card. Because of the limits of a simple rescale process the
maximum number of rows or columns is 9. When larger matrices are involved,
XMATRIX is used.

A 0 row or column generates matrix position O for that entire row or

column. The relative position is calculated as follows:
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"Rowll
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NV = (row value minus one) (IU) plus column valve. Graphically the

s are:

1 2 3

1 1 2 3 4
2 /5 6 7 8
3 9 10 | n 12
4 13 14 15 16
5 17 18 19 20

"Column™ Value

In this example the column_ (first) element has values of 1 to 4 and the

row (second) element has values for 1 to 5. 1U must be specified as 4 in this

example. Remember MATRIX automatically reads a continuation card which con-

tains the rescale value of the row element.

NV
v

U
Iw

IR

Specifies the new element created.

Specifies the column element to be rescaled. The row element is

automatically read from a continuation card.
Specifies the number of columns in the matrix.

Specifies the maximum old value to be rescaled in either element.
Values greater than IW will be assigned the rescale value of IW.

The default value of IW is 19.

Specifies the rescale values which identify the row and column posi-
tions in the range 0 - 9.
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(2) Item specific procedures: XMATRIX. The keyword XMATRIX creates

a new element in which the rescale values are identified by two elements which

define the rows and columns of a matrix. Using XMATRIX, elements with values
outside the range 0 = 19 can be used and values outside the integer range 0 - 9

can be assigned. The maximum number of values in the matrix may not exeed

999.
NV  Specifies the new element created.
v Specifies the column element.
v Specifies the row element.
W Specifies the maximum value on the column element. IW must be
specified. The maximum permissible value for IW is 999.
IX Specifies the maximum value on the row element. IX must be speci-

fied. The maximum permissible value for IX is 999.
A format card is automatically read following the keyword card. HAL specifies the
format for the rescale values which are read from cards immediately following the
format card. The 'F' format must be used. As the IMGRID System recognizes
zero as a valid value the matrix size is (IW+1) (IX+1). The format statement must
provide space for the values of the zero row and zero column.

(3) Element specific procedures: MULTPLY. The keyword command
MULTPLY creates a new element by the cell by cell multiplication of two old
elements. If the result exceeds the limit of 32,000 for any cell the process will
be repeated with the values scaled down by a factor of 100. This scale down
process is repeated three times, then the system rejects the entire analysis and

sets the values in the new element to 0.
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No reject condition may be specified on this process. If a reject condi-
tion exists in one of the elements to be multiplied the results may be unpredict-
able. The controls are:

NV  Specifies the new element created.
v Specifies the first old element.
V) Specifies the second old element.

(4) Element specific procedures: INDEX, This command operates in a
similar manner but with considerably greater flexibility and wider application.
The INDEX keyword probably represents the best overall procedure for combining
the component parts of a logical model into a composite model. This provides
the greatest opportunity for manipulating multiple input on an element-by-
élemenf basis. Up to20input elements may be specified through a single INDEX
format and more may be added through reference to previous INDEX operations.
The relative value assigned to each cell is computed as the sum of each value
multiplied by a relative weighting factor associated with each input element. As
it is common to specify the relative weights of the components as real values with
the precision of the weight in the decimal place, it is necessary to take precau-
tions to avoid loss of significant digits in the system buffers which are defined as
integers. Currently the fix-up procedure multiplies the values by 100.00 before
they are placed in the buffer. This can cause values which exceed the allocated
space for each value in the buffer. Should this happen the IMGRID System will
store the value 32,000 and print an error message. The user can adjust for this
problem by scaling the values of the weight down by one or two decimal places

using 0.1 or 0.01 as multipliers. The large and unpredictable ranges of values
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produced by INDEX generally are standardized through REDUCE or NORMAL
for subsequent processing.

NV Specifies the new element created.
v Specifies the old element to initialize the sum (default IV = 0)
V] Specifies the number of elements in the index. U must be specified.

Two subsequent cards are automatically read as follows:

Ist card contains the element numbers of the components of the index.
The element numbers are read from integer fields of four digits successively
across the card (2014).

2nd card contains the weights for each element in the index. The weights
are read from real fields of four digits successviely across the card (20F4.0).

Spatial Procedures, Single Element. The manipulative keywords de~

scribed so far have dealt with the transformation of values on a discrete cell-by-
.cell basis such that the output value assigned to a particular row and column po-
sition is in no way dependent upon the initial value of any other row and column
position. REDUCE and NORMAL reflect an overall frequency and range of
values over a multi~cell area but never directly address the spatial configuration
of individual cells. A cell of low density residential development on a medium
duty road and the qualitative value of a particular cell immediately adjacent to
the ocean, for example, is identical to that of a similar cell 200 miles inland
unless the spatial relationship between that cell and the ocean is somehow taken
into account. The two final manipulation keywords, SEARCH and ASEARCH,
provide for a consideration of proximity, quality and quantity in a spatial con=
text. Proximity is measured in terms of integral grid-cell-edge length units as a

horizontal or vertical component of planar distance between grid-cell centers.
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Quality and quantity are measured as the total item value of all whole cells
within a specified proximity of selected coordinate points.

(1) ltem specific procedures: SEARCH. The SEARCH keyword is related
only to proximity and is characterized as .a condition-oriented search (as com-
pared to ASEARCH which is a cell-oriented search). It is a simple rescale pro=-
cess. SEARCH creates a new element which measures the number of cells (edge
to edge) from the condition specified in the simple rescale of the old element(s)
to every cell in the grid. Output values are computed for each row and column
position according to its nearest distance fo selected geographic areas. The out-
put takes on values O through 9 represem"ing a series of concentric zones around
each search "core" to indicate the relative proximity of all surrounding cells.
The maximum distance is set at 19 cells.

. The results of the search may be rescaled using the RECODE instruction.
The search value is.associafed with the old value by its position in the IR field

on the card. The controls are:

NV  Specifies the new element created.

[\ Specifies the old element to be rescaled.

U Specifies the number of continuation cards following the keyword
card in the format specified previously (default is IU =0).

W Specifies the maximum old value to be rescaled. Values greater than
IW will be assigned the rescale value of IW. The default value of
IW is 19.

IR Specified the rescale values as follows:

IR=0 not searched,
IR=1 search condition.

(2) Element specific procedures: ASEARCH. ASEARCH (additive

SEARCH), a cell-oriented search, is a manipulative process that computes quality
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and quantity over a fixed proximity to individual cells. The process involves an
additive search around each grid-cell position to sum the total input value of all
surrounding cells within a specified radius. The radius defined indicates the
number of cells that-the search includes in all four directions from the center
cell. This is a square search, with the number of cells searched equal to
(1u* 2+'l)2 where U defines the distance of the search. As it is often unneces-
sary to search every cell, the ASEARCH command may also incorporate REJECT
to identify cells which are not to be searched from. The controls are as follows:

NV  Specifies the new element created by the search.

v Specifies the element containing the values summed by the search.

U Specifies the number of cells being searched from the center cell in
all directions.

Iw Specifies the options for the search as follows:

IW=0 center cell included in the sum,
IW=1 center cell not included in the sum,

wW=2
to not yet implemented,
IW=19

IW =20 a user written subroutine is called a SUBROUTINE USSEAR
(Iw, 1B, IE, JB, JE, IA, IB).
IX Specifies the element which contains a reject condition. Default is
for all cells to be searched when IX = 0.

Display Procedures

Storage and manipulative keywords involve active procedures to modify
the contents of the data element file. The display and system control keywords
must be used to effectively make use of these operations, although none actually
alter the stored information. Most are optional and may be placed anywhere
within the keyword card sequence without affecting logical structure. The dis-

play keywords include SYMBOL, MAP, SUMMARY, MODEL, TEXT/ENDTEXT,
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RENAME, and LIST, Each provides for some type of control over printed output.
Some involve the use of stored values, independent of those in the data element
file, while others operate solely on a temporary basis.

Spatial Graphics Procedures: SYMBOL. The command SYMBOL provides

for the creation and storage of up to five specified sets of graphic characters
which may be selectively applied to map output on an individual map basis. Up
to 20 characters may be specified in a single set such that each relates to a cor-
responding data item value in the range of 0 through 19. Rejected cells and any
cells of value greater than 19 will appear as blanks on all graphics output. The
controls are as follows:
NV  Specifies the symbolism sets as follows:
NV =0 is the standard ten level symbolism,
NV =1 is twenty level symbolism which prefers the first fifteen
levels,

NV =2 is special symbolism reserved for the current land use set,

NV =3 is available for user specification,

NV =4 is available for user specification.
The symbols are read from four subsequent cards, one card for each overprint.
They are specified in columns 1 = 25 on the card where column one represents
level zero and column 20 represents level 19. The background symbolism is speci-

fied in column 25.

Spatial Graphics Procedures: MAP . The actual display of graphic data

is controlled through the MAP keyword. Each MAP command must specify the
element to be mapped and symbol set to be used for that particular display.
Maps may be placed at any point within a keyword sequence to display the cur-

rent contents of any element file location.
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Displays can only be made of elements which have values in the range of
0 - 19. At the base of the display the number of cells outside this range are
listed as "error" cells. Values outside this range should be processed by either
a REDUCE or a NORMAL keyword before the MAP keyword is used.
NV  Specifies the element to be displayed.
v Specifies the number of levels (or intervals) on the display (default
is ten levels).
U Specifies symbolism set. See the SYMBOL keyword for the options
(default is 10 levels at gray symbolism).
W Specifies the element containing the reject condition.

A reject element may also be incorporated into the output display format without

affecting stored values.

Literal and Tabular Procedures

Each of the IMGRID keywords will produce a .certuin amount of standard
output to indicate the order and major components of each command within the
programming sequence. Each output display will be printed as MAP and SUM-
MARY commands are encountered within this sequence. In ordef to annotate this
structure in the output stream, headings or titles of up to forty characters may be
assigned to each keyword instruction. MODEL and MAP keyword titles will also
appear on all graphic output. Additional descriptive text may also be inserted at
any point in the input sequence by using the TEXT and ENDTEXT keyword format.
Up to thirty full cards of information may be included in each TEXT and END-
TEXT package and reproduced directly without affecting actual processing. All
TEXT input is temporary and must be repeated with each job submission. Storage

and manipulation keyword titles, on the other hand, are automatically stored in
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an element record file to identify each data element as it is stored, created, or
redefined. RENAME may be used to assign such element titles directly and the
LIST keyword may be specified to produce a tabular listing of all titles for se-
lected series of element file locations.

Single Element Procedures: RENAME. The RENAME keyword assigns a

new name in the element record file to the element specified as NV. The new

name is specified in the columns 40 - 79.

Multiple Element Procedures: SUMMARY and SUMMARY with REJECT.

The SUMMARY keyword relates to the output of data element values in a tabular
rather than graphic format. This command summarizes a given set of values over
c;'my predefined units (e.g., population of towns). The summary can be in two
forms: either the sum of the values for each unit will be calculated or the fre-
quency distribution of integer values in the element to be summarized will be
counted. Initial values to be displayed must range from 0 - 19 and a non-
permanent REJECT condition may be incorporated without affecting stored values.
The controls are:

NV  Specifies the element to be summarized.

v Specifies the element to define the units of which NV is. IV =0
will cause the summary over the total study area.

U Specifies the element containing the reject condition. U =0 will
cause the summary over all cells.
W Specifies the maximum value which occurs in the element specifying

the units of the summary. [W defaults to 19 and all units with values
greater than IW will be included in the unit number IW,
IX Specifies the summary options as follows:
IX=0 causes the values in NV to be summed over the units,
IX>0 causes the frequencies to be calculated. IX must specify
the maximum value for which the frequencies are to be
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counted. Values larger than IX will be included in the
count for IX.

Multiple Element Procedures: LIST. The LIST command will cause a list

of the status of each element in the system to be generated. A partial list may
be obtained as follows:

v Specifies the element to begin the list (default U =1).

U Specifies the element to end the list (default IU = maximum number

of elements).

Data Independent Procedures: TEXT. This keyword command permits the

insertion of descriptive information into the output stream at any point. All text
is processed as 80 column card images with a maximum of thirty cards permitied.
The end of the text is specified by a card with  ENDT  in columns 1 ~ 4, It .

should be noted that as the MAP insiruction issues a page skip after the bar chart
any text referring to display should precede the MAP instruction.

Data Independent Procedures: MODEL. The MODEL keyword performs

all the functions of the CLEAR keyword (to be discussed in the next section) as
well as initializing a group of instructions. The IMGRID System simply processes
the keywords one after another and it is indifferent as to the purposes of the in-
structions. The MODEL keyword is used to separate distinct groups of instructions

and it provides a group title for those instructions which follow it. This is par-

ticularly useful when a large run is being made as it helps to understand the out-

put.
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System Control Procedures

The fourth major group of IMGRID keywords includes system control
operations CLEAR and END. CLEAR deals directly with the overall status of
internal programming parameters. These include a variety of temporary values,
conditional options, and logical states set automatically by the programming
system in order to optimize processing efficiency. With every new MODEL com~-
mand or through CLEAR, each of these is reset to a standard default value to
avoid an accumulation which might affect subsequent processing. While CLEAR
is seldom used, the END keyword must be included, once and only once, as the
last IMGRID card in every input deck. END signals the end of the keyword pro-
gram and stores the current contents of the element record file including any new
symbol sets or new element titles assigned during that run. END also calls for an
automatic LIST of all data element titles stored at that point.

CLEAR resets all working buffers and logicals to their default status. No
other specifications are needed. END causes the system to cease execution and
stores the current system parameters in the element record file. No other speci-

fications are needed.
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APPENDIX D
MODEL BOOKLETS

MASS MOVEMENT SUSCEPTIBILITY MODEL NO. 1
ROCK MOVEMENT: FLOW, SLIDE, OR FALL

This failure involves material .in motion which may travel erough the air
by free falling, moving by leaps and bounds, and rolling. It involves material
which appears to move as a mass, similar to a viscous fluid or it may be a move-
ment caused by finite shear failure along one or several surfaces which are visible
or whose presence may be reasonably inferred. This failure consists of predomi-
nantly bedrock material.

The variables and data items identified as important to this mass movement

type are:
01 Percent slope

00 0-3%
01 3-8%
02 8=-15%
03 15~ 30%
04 30 -50%
05 50 - 65%
06 65%+

02 Parent material
00 lacustrine
01 sedimentary rock
02 till
03 alluvium
04 pumice



06

08

05
06
07
08

basic igneous rock
outwash

organic

aeolian sand

Precipitation

00
01

low =00 - 79"
moderate = 00 - 99"

02 high =00 ~ 100"+
Subsoil structure

00 blocky

01 massive

02 singular grain
03 columnar

04 platy

05 prismatic

06 fibrous

07 granular

08 crumb
Substratum

00 bedrock

01 sedimentary

02 igneous-pumice, ash
03 igneous-basalt
04 sand

05 loamy sand

06 sandy loam

07 loam

08 silt

09 silt loam

10 sandy clay loam
11 clay loam

12 silty clay loam
13 sandy clay

14 silty clay

15 clay
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Rock Movement Flow, Slide, or Fall
2.00 Slope (1) 0000782000000000000
1.50 Parent Material (2) 0900090000000000000
1.50 Substratum (8) . 9902000000000000000
1.00 Subsoil Structure (6) 9609920000000000000
0 Precipitation (4) 3620000000000000000

MASS MOVEMENT SUSCEPTIBILITY MODEL NO., 2
FALLS: SOIL FALL

The purpose of this model is to evaluate every grid cell within the study
area for its susceptibility to soilfalls. A soilfalil failure is a sub-category of the
movements termed falls. A fall involves a mass in motion which‘fravels most of
the distance through the air. This travel includes free fall, movement by leaps
and bounds, and rolling of rock and debris fragments without much interaction
of one fragment with another. This failure involves the fall of soil material.
Soil material is defined as clastic material, including rock fragments, sheared
bedrock, organic material, etc. The evaluation is to be accomplished by con-
sidering the coincidental occurrence of specific physical characteristics that have
been identified by researchers as characteristics of areas experiencing soilfall type
mass movements.,

The variable and data items identified as important to this mass movement
type are:

01 Percent slope

00 0-3%
01 3-8%
02 8 -15%

03 15 -30%



03

04

06

09

04 30 -50%
05 50 - 65%
06 65%+

Position on the landscape
00 basin

01 lacustrine basin

02 bottom land

03 alluvial fan

04 alluvial terrace

05 outwash terrace

06 till terrace

07 pumice terrace

08 loess terrace

09 lacustrine terrace
10 outwash plain

11 basic igneous upland
12 sedimentary upland

Precipitation

00 low=00-79"

01 moderate =00 ~ 99"
02 high =00 - 100"+

Subsoil structure
00 blocky

01 massive

02 singular grain
03 columnar

04 platy

05 prismatic
06 fibrous
07 granular
08 crumb
Profile depth
00 10 - 20"
01 20 - 30"
02 30 -40"
03 40 - 60"

04 60"+
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Soil fall Flow, Slide, or Fall
2.00 Slope (1)- 0000362000000000000
1.50 Subsoil Structure (6) 96099920000000000000
1.00 Precipitation (4) 3690000000000000000
1.50 Position on.Landscape (3) 0009300000000000000
1.00 Profile Depth (9) - 0036200000000000000

MASS MOVEMENT SUSCEPTIBILITY MODEL NO, 3
SLIDES: SLUMP

The purpose of this model is to evaluate every grid cell within the study
area for its susceptibility to slump. A slump failure is a sub-category of the
movements termed slides. A slide is a movement caused by fin}te shear failure
- along one or several surfaces which are visible or whose presence may be reason-
ably inferred. A slump type slide consists of material in motion which is not
greatly deformed. The moving mass may consist of one or a few units. The max-
imum dimension of units is greater than displacement between units. Movement
may be controlled by surfaces of weakness such as faults, bedding planes or
joints. In a slump, movement is only oloné internal slip surfaces, which are
usually concave upward. Backward tilting of units is common.

The variables and data items identified as important to this mass movement
type are:

01 Percent slope

00 0-3%
01 3-8%
02 8-15%
03 15~ 30%
04 30 - 50%
05 50 - 65%

06 65%+
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04 Precipitation
00 low =00 - 79"
01 moderate =00 - 99"
02 high =00 - 100"+
07 Subsoil consistence -
00 nonplastic po
01 slightly plastic ps
02 plastic p
03 very plastic vp
09 Profile depth
00 10-20"
01 20 - 30"
02 30 - 40"
03 40 - 60"
04 60"+
Slump Flow, Slide, or Fall
2,00 Slope (1) 0366999000000000000
1.00 Subsoil Consistency (7) 9630000000000000000
2.00 Precipitation (4) 9990000000000000000
1.00 Profile Depth (9) 00369200000000000000

MASS MOVEMENT SUSCEPTIBILITY MODEL NO, 4
SLIDES: BLOCK GLIDE

The purpose of this model is to evaluate every grid cell within, the study

area for its susceptibility to block glide. A block glide failure is a sub-category

of the movements termed slides. A slide is a movement caused by finite shear

failure along one or several surfaces which are visible or whose presence may be

reasonably inferred. A block glide slide involves material which is not greatly

deformed. The moving mass consists of one or a few units. The maximum dimen-

sion of units is greater than displacement between units. Movement may be con-

trolled by surfaces of weakness such as faults, bedding planes or joints. In a
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block glide, movement of a single unit is out and down along a more or less
planar surface of weakness, generally a bedding plane.

Thg variables and data items identified as important to this mass movement
type are:

01 Percent slope

00 0-3%
01 3-8%
02 8-15%
03 15~ 30%
04 30 -50%
05 50 -65%
06 65%+

02 Parent material
00 lacustrine
01 ‘sedimentary rock

02 till

03 alluvium

04 pumice

05 basic igneous rock
06 outwash

07 organic

08 aeolian sand

04 Precipitation
00 low =00~ 79"
01 moderate =00 - 99"
02 high =00 - 100"+

06 Subsoil structure
00 blocky
01 massive
02 singular grain
03 columnar

04 platy
05 prismatic
06 fibrous

07 granular
08 crumb
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08 Substratum
00 bedrock
01 sedimentary
02 igneous-pumice, ash
03 igneous-basalt
04 sand
05 loamy sand
06 sandy loam
07 loam
08 silt
09 silt loam
10 sandy clay loam
11 clay loam
12 silty clay loam
13 sandy clay

14 silty clay
15 clay
11 Load-carrying capacity
00 low
01 moderate
02 high
Block Glide Fiow, Slide, or Fall
2.00 Slope (1) 0666999000000000000
1.50 Subsoil Structure (6) 9609990000000000000
1.00 Precipitation (4) 9990000000000000000
2.00 Parent Material (2) 0900060000000000000
1.50 Substratum (8) 0906000000000000000
1.50 Load Carrying Capacity (11) 9000000000000000000

MASS MOVEMENT SUSCEPTIBILITY MODEL NO, 5
SLIDES: DEBRIS SLIDE

The purpose of this model is to evaluate every grid cell within the study
area for its susceptibility to debris slides. A debris slide is a sub-category of the
movements termed slides. A slide is a movement caused by finite shear failure

along one or several surfaces which are visible or whose presence may be
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reasonably inferred. The material involved is natural soil and rock detritus that
contains a relatively high percentage of coarse fragments. Other features are
similar to those of a rock slide.

The variables and data items identified as important to this mass movement

type are:
01 Percent slope
00 0-3%
01 3-8%
02 8-15%
03 15~ 30%
04 30 -50%
05 50 - 65%
06 65%+
05 Subsoil texture
00 sand
01 loamy sand
02 . sandy loam
03 loam
- 04 silt
05 silt loam
06 sandy clay loam
07 clay loam
08 silty clay loam
09 sandy clay
10 silty clay
11 clay
07 Subsoil consistence
00 nonplastic po
01 slightly pastic ps
02 plastic p
03 very plastic vp
Debris Slide Flow, .Slide, or Fall
2.00 Slope (1) 0003699000000000000
2.00 Subsoil Consistency (7) 0963060000000000000
1.00 Subsoil Texture (5) 6699996363330000000
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MASS MOVEMENT SUSCEPTIBILITY MODEL NO. 6
SLIDES: FAILURE BY LATERAL SPREADING

The purpose of this model is to evaluate every grid cell within the study
area for its suscepﬁbiliify.ro failure by lateral spreading. Failure by lateral
spreading is a sub-category of i'he movements termed slides. A slide is a move-
ment .caused by finite shear failure along one or several surfaces which are visible
or whose presence may be reasonably inferred. This failure is caused by the
spreading of softer material beneath firmer material.

The variables and data items identified as important to this mass movement

type are:

03 Position on the landscape
00 basin
01 lacustrine basin
02 bottom land
03 alluvial fan
04 alluvial terrace
05 outwash terrace
06 till terrace
07 pumice terrace
08 loess terrace
09 lacustrine terrace
10 outwash plain
11  basic igneous upland
12 sedimentary upland

05 Subsoil texture
00 sand
01 loamy sand
02 sandy loam

03 loam
04 silt
05 silt loam

06 sandy clay loam
07 clay loam



Failure by Lat-
eral Spreading

2.00
1.00
2.00
1.50
1.50

08 silty clay loam
09 sandy clay

10 silty clay

1T clay

08 Substratum
00 bedrock

01 sedimentary

02 igneous-pumice, ash

03 igneous-basalt
04 sand

05 loamy sand

06 sandy loam

07 loam

08 silt

09 silt loam

10 sandy clay loam

11 clay loam
12 silty clay loam
13 ‘sandy clay

14 silty clay
15 clay
10 Available water capacity
00 10+
01 7.5-10.0
02 5.0~-7.5
03 3.75-5.0
04 2.0-3.75
05 1.5-2.0
06 <1.5
11  load carrying capacity
00 low
01 moderate
02 high

Flow, Slide, or Fall

Substratum (8) 3333399999996669600
Position on Landscape (3) 9993333393933393000
Subsoil Texture (5) 3000960000000000000
Available Water Capacity (10) 9630000000000000000
Load Carrying Capacity (11) 9630000000000000000
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MASS MOVEMENT SUSCEPTIBILITY MODEL NO. 7
WETFLOW: DEBRIS AVALANCHE
The purpose of this model is to evaluate every grid cell within the study
area for its suscepﬁbi!ify. to debris avalanches. This failure is a sub-category of
the movements termed wet flows. A wet flow is a mass movement for which the
mass or moving material appears to take a form of a viscous fluid or the apparent
distribution of velocities and displacements within the moving mass resemble those
of a viscous fluid. Slip surfaces within the mass are usually not visible or are
short lived. The boundary between moving mass and material in place may be
sharp or a zone of distributed shear. The material is unconsolidated at the time
of flow but may consist of rock fragments, fine granular material, mixed debris
and water, or plastic clay. A debris avalanche is the rapid failure of an entire
mass consisting of natural soil and rock detritus. Generally it is quite wet and
moves as a tumbling flow downward, commonly along a stream channel.
The variables and data items identified as important to this mass movement -
type are:
02 Parent material

00 lacustrine
01 sedimentary rock -

02 il

03 alluvium

04 pumice

05 basic igneous rock
06 outwash

07 organic

08 aeolian sand



04  Precipitation

00 low=00-79"
01 moderate =00 - 99"
02 high =00 - 100"+
06 Subsoil structure

00 blocky
01 massive
02 singular grain
03 columnar
04 platy
05 prismatic
06 fibrous
07 granular
08 crumb

Debris

Avalanche Flow, Slide, or Fall
. Slope (1)

1.50 Precipitation (4)

1.00 Subsoil Structure (6)

1.00 Parent Material (2)
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0033690000000000000
9990000000000000000
9369993930000000000
0900060000000000000

MASS MOVEMENT SUSCEPTIBILITY MODEL NO. 8
WETFLOW: DEBRIS FLOW

The purpose of this model is to evaluate every grid cell within the study

area for its susceptibility to debris flows. Debris flow failure is a sub-category

of the movements termed wet flow. A flow is a mass movement for which the mass

or moving material appears to take the form of a viscous fluid or the apparent dis~

tribution of velocities and displacements within the moving mass resemble those

of a viscous fluid. Slip surfaces within the mass are usually not visible or are

short lived. The boundary between moving mass and material in place may be

sharp or a zone of disiributed shear. The material is unconsolidated at the time
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of flow but may consist of rock fragments, fine granular material, mixed debris
and water, or plastic clay. A debris flow involves material that contains a
relatively high percentage of coarse fragments and moves as a flow with a high
water content.

The variables and data items identified as important to this mass movement
type are:

01 Percent slope

00 0-3%
01 3-~8%
02 8-15%
03 15 -30%
04 30 - 50%
05 50 - 65%
06 65%+

04 Precipitation
00 low =00- 79"
01 moderate =00 ~ 99"
02 high =00 - 100"+

05 Subsoil texture
00 sand
01 loamy sand
02 sandy loam

03 loam
04 silt
05 silt loam

06 sandy clay loam
07 clay loam

08 silty clay loam
09 sandy clay

10 silty clay

11 clay

08 Substratum
00 bedrock
01 sedimentary
02 igneous-pumice, ash
03 igneous-basalt
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04 sand
05 loamy sand
06 sandy loam

07 loam
08 silt
09 silt loam

10 sandy clay loam
11 clay loam

12 silty clay loam
13 sandy clay

14 silty clay
15 clay
Debris Flow Flow, Slide, or Fall
2.00 Slope (1) 0669999000000000000
1.50 Precipitation (4) 9990000000000000000
1.00 Subsoil Texture (5) 36999992666630000000
1.00 Substratum (8) 30000000094600000000

MASS MOVEMENT SUSCEPTIBILITY MODEL NO. ¢
FLOW: EARTHFLOW

The purpose of this model is to evaluate every grid cell within the study
area for its susceptibility to earthflows. Earthflow failure is a sub-category of
the movements termed flow. A flow is a mass movement for which the mass or
moving material appears to take a form of a viscous fluid or the apparent distribu~
tion of velocities and displacements within the moving mass resemble those of a
viscous fluid. Slip surfaces within the mass are usually not visible or are short
lived. The boundary between moving mass and material in place may be sharp or
a zone of distributed shear. The material is unconsolidated at the time of flow

but may consist of rock fragments, fine granular material, mixed debris and water,
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or plastic clay. An earthflow is slow to very rapid in velocity involving mostly
plastic or fine-grained non-ﬁlasfic material.

The variables and data items identified as important to this mass movement

type are:
01 Percent slope
00 0-3%
01 3-8%
02 8-15%
03 15-30%
04 30-50%
05 50 - 65%
06 65%+
02 Parent material
00 lacustrine
01 sedimentary rock
02 till
03 alluvium
04 pumice
05 basic igneous rock
06 outwash
07 organic
08 aeolian sand
04 Precipitation
00 low =00-79"
01 moderate =00 - 99"
02 high =00 - 100"+
07 Subsoil consistence
00 nonplastic po
01 slightly plastic ps
02 plastic p
03 very plastic vp
Earthflow Flow, Slide, or Fall
2.00 Slope (1) 0669999000000000000
1.50 Precipitation (4) 9990000000000000000
1.00 Subsoil Consistency (7) 9963000000000000000

1.00- Parent Material (2) 0900060000000000000
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APPENDIX E

SOIL TYPES AND CHARACTERISTICS OF STUDY
AREA IN SOUTHWEST THURSTON
COUNTY, WASHINGTON

The source for information contained in this appendix is the Type 4: Southwest
Washington River Basin Study (1974).

The following definitions apply to terms used in Tables Ili, IV, and V.

I. SOIL TEXTURE

v

The relative proportions of the various soil separates in a soil. The textural
classes may be modified by the addition of suitable adjectives when coarse frag~
ments are present in substantial amounts. The limits of the various classes are
indicated below.

Sand

A soil particle between 0.05 and 2,00 mm in diameter. Soil material that con-
tains 85 percent or more of sand; percentage of silt, plus 1.5 times the percentage
of clay, shall not exceed 15.

Loamz Sand

Soil material that contains at the upper limit 85 to 90 percent sand, and the per-
centage of silt plus 1.5 times the percentage of clay is not less than 15; at the
lower limit it contains not less than 70 to 80 percent sand, and the percentage of
silt plus twice the percentage of clay does not exceed 30.
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Sandy Loam

Soil material that contains either 20 percent clay or less, and the percentage of
silt plus twice the percentage of clay exceeds 30, and 52 percent or more sand;
or <7 percent clay, =50 percent silt, and between 43 percent and 52 percent
sand.

Loam

ey

Soil material that contains 7 to 27 percent clay, 28 to 50 percent silt, and <52
percent sand.
st

A soil separate consisting of particles between 0.05 and 0.002 mm in equivalent
diameter. Soil material that contains 80 percent or more silt and 12 percent clay.

Silt Loam
Soil material that contains 50 percent or more silt and 12 to 27 percent clay or

50 to 80 percent silt and =12 percent clay.

Sandy Clay Loam

Soil material that contains 20 to 35 percent clay, <28 percent silt, and 45 per-
cent or more sand. '

Claz Loam

Soil material that contains 27 to 40 percent clay and 20 to 45 percent sand.

Silty Clay Loam

Soil material that contains 27 to 40 percent clay and <20 percent sand.

Sandy Claz

Soil material that contains 35 percent or more clay and 45 percent or more sand.
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Siltx Clox

Soil material that contains 40 percent or more clay and 40 percent or more silt.

Clay

A soil separate consisting of particles~<0.002 mm in equivalent diameter. Soil
material that contains 40 percent or more clay, =45 percent sand, and <40 per-
cent silt.

1. PARENT MATERIAL

The unconsolidated and more or less chemically weathered mineral or organic
matter from which the solum of soils is developed by pedogenic processes.

Sedimentary Rock

A rock formed from materials deposited from suspension or precipitated from solu~
tion and usually being more or less consolidated.

Till

Unstratified glacial drift deposited directly by ice and consisting of clay, sand,
gravel, and boulders intermingled in any proportion.

Alluvium

A general term for all detrital deposits resulting from the operations of modern

rivers, thus including the sediments laid down in river beds, flood plains, lakes,
fans at the foot of mountain slopes, and estuaries.

Basic Igneous Rock

Rock formed from the cooling and solidification of magma, and that has not been
changed appreciably since its formation.
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Outwash

Drift deposited by meltwater streams beyond active glacier ice.

Organic

Soil, a soil which contains a high percentage ( <15 or 20 percent) or organic
matter throughout the solum.

1. SUBSOIL STRUCTURE

The combination or arrangement of primary soil particles into secondary particles,
units, or peds. These secondary units may be, but usually are not, arranged in
the profile in such a manner as to give a distinctive characteristic pattern. The
secondary units are characterized and classified on the basis of size, shape, and
degree of distinctness into classes, types, and grades, respectively.

Blockz

(1) Blocklike; polyhedronlike, or spheroidal, with three dimensions of the same
order of magnitude, arranged around a point. (2) Blocklike; blocks or polyhe-
drons having plane or curved surfaces that are casts of the molds formed by the
faces of the surrounding peds.

Single Grain

A soil structure classification in which the soil particles occur almost completely
as individual or primary particles with essentially no secondary particles or ag~
gregates being present.

Prismatic

Prismlike; prismlike with two dimensions (the horizontal) limited and considerably
less than the vertical; arranged around a vertical line; vertical faces well de-
fined; vertices angular. Also, without rounded caps.
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IV. SUBSOIL CONSISTENCE

¢

Consistence is a measure of the property of a soil to adhere or cohere or to resist
deformation or rupture. This property varies with moisture content and is mea-
sured when dry, when wet, and about midway between when moist.

Dry Consistence

lo = |oose, noncoherent

so = weakly coherent, easily crushes to powder or single grain

sh  =slightly hard, easily broken between thumb and forefinger

h = hard, can be broken in the hands without difficulty but difficult to
break between thumb and forefinger

vh = very hard, can be broken in the hands with difficulty

eh = extremely hard, cannot be broken in hands

Moist Consistence

lo = loose, noncoherent

vfr = very friable, crushes under gentle pressure

fr = friable, crushes easily under gentle to moderate pressure between
thumb and forefinger .

fi = firm, crushes under moderate pressure between thumb and forefinger
but resistance is distinctly noticeable

vfi  =very firm, crushes under strong pressure, barely crushable between
thumb and forefinger

efi = extremely firm, crushes under very strong pressure, cannot be

crushed between thumb and forefinger

Wet Consistence

Stickiness is measured by pressing the wet soil between the thumb and forefinger
and noting its adherence.

so = nonsticky; practically no adherence when pressure released

ss = slightly sticky; after pressure, soil adheres to both thumb and finger
but comes off one rather cleanly. Does not appreciably stretch.

s = sticky; after pressure soil adheres to both thumb and finger and tends
to stretch somewhat before pulling apart from either digit

vs = very sticky; after pressure, soil adheres strongly to both digits and

is markedly stretched when they are separated
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Plasticity

Is measured by rolling the wet soil between the thumb and finger and observing
whether or not a wire or thin rod can be formed.

po = nonplastic; no wire is formable

ps  =slightly plastic; wire forms, but soil mass easily deformed

p . = plastic; wire forms, moderate pressure required to deform soil mass
vp = very plastic; wire forms, much pressure required to deform soil mass

The following textural abbreviations and modifiers will be used:

st = stones and stony lcos = loamy coarse sand
k = cobbles and cobbly sil  =silt loam

g = gravel and gravelly scl  =sandy clay loam
vsoc = very coarse sand cl  =clay loam

fsl = fine sandy loam sicl = silty clay loam
vfsl = very fine sandy loam Is = loamy sand

i = loam Ifs = loamy fine sand

si =silt cosl = coarse sandy loam
cos =coarse sand ' sl = sandy loam

s = sand sc  =sandy clay

fs = fine sand sic  =silty clay

vfs = very fine sand c = clay
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TABLE I
SOIL CHARACTERISTICS OF STUDY 4AREA: TYPE,

PERCENT SLOPE, PARENT MATERIAL, AND
POSITION ON LANDSCAPE

. Mapping Percent Parent Position in
Serfes Name Symbol Type Slope Material Landscape
Chehalis AK sicl 0-3 Alluvium Bottom land
Everson Ccz cl 0-3 Outwash Basin
Melbourne HA sicl 8-15 Sedimentary  Upland
' Rock
Melbourne - HB sicl 15-30 Sedimentary  Upland
Rock
Melbourne HC sicl 30-50 Sedimentary  Upland
Rock
Meskill HG sicl 8-15 Sedimentary  Fan
Rock
Mukilteo HR- . peat 0-3 Organic - Basin
Newberg JM sl 0-3 Alluvium Bottom land -
Nisqually JS Is - 3-8 Outwash Plain
Reed LN sicl 0-3 Alluvium Bottom land
Reed LP c 0-3 Alluvium Bottom land
Rifle LT peat 0-3 Organic Basin
Rifle LvV peat 0-3 Organic Basin
Klone MC gsil 0-3 Ovutwash Terrace
Salkum MN sicl 3-8 Till Terrace
Sauvola NA | 8-15 Alluvium Terrace
Semiahmoo NM muck 0-3 Organic Basin
Semiahmoo NP muck’ 0-3 Organic Basin
Spanaway PH gsl 0-3 ‘Ovutwash Terrace
Wapato RH sicl 0-3 Alluvium Basin
Alderwood TP gsl 0-3 Till Terrace
Alderwood TR gsl 8-15 Till Terrace
Alderwood I gsl 15-30 Till , Terrace
Bellingham TV sicl 0-3 Alluvium Basin
Bucoda T™W sicl 15-30 Basic Igneous Upland
‘ ‘ Rock
Bucoda TX sicl 15-30 Basic Igneous Upland
Rock
Camas TY cl 8-15 Alluvium Terrace
Camas TZ al 15-30 Alluvium Terrace
Cathcart VA gl 8-15 Sedimentary  Upland

Rock



TABLE IiI--Continued
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R Mapping Percent Parent Position in
Series Name Symbol Type Slope Material Landscape
Cathcart VB gl 15-30 Sedimentary  Upland
Rock
Chehalis vC | 0-3 Alluvium Bottom land
Everett VM gsl 0-3 Outwash Terrace
Everett VN gsl “8-15 Outwash Terrace
Everett VP gsl "~ 15-30 Outwash Terrace
Everett VR gsl 30-50 Outwash Terrace
Everett VT stsl 8-15 Outwash Terrace
Meskill \'A% sil 0-3 Sedimentary  Basin
Rock
Everson VW sil 0-3 Outwash Basin
Fitch VY gsl 0-3 Outwash Terrace
Fitch VZ gsl 8-15 Outwash Terrace
Galvin WA sil 0-3 Alluvium Fan
Giles WC fsl 0-3 Outwash Terrace
Lynden WL Is 0-3 Outwash Terrace
Maytown WP sicl 0-3 Alluvium Bottom land
McKenna WR gel "~ 0-3 Outwash Basin
McKenna WS gl 0-3 Outwash Basin
Newberg WwW | 0-3 Alluvium Bottom land
Norma WX cl 0-3 Alluvium Basin
Norma WY | 0-3 Alluvium Basin
Olympic XB stcl 15-30 Basic Igneous Upland
Rock
Prather XC sicl 3-8 Till Terrace
Prather XD sicl 8-15 Till Terrace
Prather XE sicl 15-30 Till Terrace
Spanaway XJ gsl 8-15 Ovutwash Terrace
Spanaway XK gsl 3-8 Outwash Terrace
Tromp XS fsl 0-3 Outwash Basin
Tumwater XV Ifs 0-3 Outwash Terrace
Tumwater Xw Ifs 8-15 Outwash Terrace

J—r
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SOIL CHARACTERISTICS OF STUDY AREA: PRECIPITATION

(INCHES), SUBSOIL TEXTURE, SUBSOIL STRUCTURE,

AND SUBSOIL CONSISTENCE

Precipi-

s

Series Name Mapping tation Subsoil Subsoil Su?soﬂ
Symbol Texture Structure Consistence
' (Inches) ’
Chehalis AK 45-80 sicl Blocky vh, fi, s, p
Everson Ccz 40-60 cl Blocky h, fi, ss, ps
Melbourne HA 45-70 sicl Blocky vh, fi, s, vp
Melbourne HB 45-70 sicl Blocky vh, fi, s, vp
Melbourne HC 45-70 sicl Blocky vh, fi, s, vp
Meskill HG 45-100 c Prismatic vh, fi, vs,
vp
Mukilteo HR 40-100 peat Fibrous so, -—=, so,
po
Newberg JM 40-70 sl Blocky lo, lo, so,
| po
Nisqually JS 45-60 Is Single Grain lo, lo, so,
po
Reed LN 45-120 c Blocky ch, fi, s, vp
Reed LP 45-120 c Blocky eh, fi, s, vp
Rifle LT 40-100 peat Fibrous so, ==, SO,
. 0o
Rifle Lv ~ 40-100 peat Fibrous so, -—, SO,
po
Klone MC 80-170 vkl Blocky h, fr, ss, p
Salkum MN 40-60 sicl Blocky eh, efi, vs,
vp
Sauvola NA 45-55 sicl Prismatic eh, vfi, s, vp
Semiahmoo NM 40-100 peat Fibrous sh, vfr, so,
po
Semiahmoo NP 40-100 peat Fibrous sh, vfr, so,
po
Spanaway PH 45-80 vgls Single Grain lo, lo, so,
. 0o
Wapato RH 45-80 sicl Blocky vh, fi, s, vp
Alderwood TP 50-90 gsl Blocky h, vfr, ss, po
Alderwood TR 50-80 gsl Blocky h, vfr, ss, po
Alderwood TS 50-80 gsl Blocky h, vfr, ss, po
Bellingham TV 33-55 sicl Prismatic h, fi, s, p
Bucoda ™™ 45-55 sicl Blocky h, fr, ss, ps
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—— Precipi- : . )
Series Name Mapping fsrilc[:r: Subsoil Subsoil SUPSOI'
Symbol Texture Structure Consistence
(Inches)
Bucoda X 45-55 sicl Blocky h, fr, ss, ps
Camas TY 40-60 cl Blocky sh, fr, ss, ps
Camas TZ 40-60 gl Blocky sh, fr, ss, ps
Cathcart VA 40-50 gl Blocky sh, fr, ss, ps
Cathcart VB 40-50 gl Blocky sh, fr, ss, ps
Chehalis VC 45-80 sicl Blocky vh, fi, s, p
Everett VM 40-55 gsl Massive so, vfr, so,
po
Everett VN 40-55 gsl Massive so, vfr, so,
po
Everett « VP 40-55 gsl Massive so, vfr, so,
po
Everett VR 40-55 gsl Massive so, vir, so,
po
Everett VT 40-55 gsl Massive so, vfr, so,
3 po
Meskill \"AY 45-100 c Prismatic vh, fi, vs,
. vp
Everson A 40-60 cl Blocky h, fi, ss, ps
Fitch vY 50-60 gsl Single Grain lo, lo, so,
po
Fitch VZ ~ 50-60 gsl Single Grain lo, lo, so,
po
Galvin WA 45-80 sicl Prismatic h, fi, ss, ps
Giles wcC 40-80 fsl Blocky sh, fr, ss, ps
Lynden WL 50-65 Is Single Grain lo, lo, so,
) po
Maytown WP 40-70 sicl Prismatic vh, fi, s, p
McKenna WR 45-60 gl Blocky h, fr, ss, ps
McKenna WS 45-60 gl Blocky h, fr, ss, ps.
Newberg ww 40-70 sl Blocky lo, lo, so,
po
Norma WX 50-60 sl Massive sh, vfr, so,
. 0o
Norma WY 50-60 sl Massive sh, vfr, so,
po
Olympic XB 45-100 stsic]  Blocky h, fi,s, p
Prather XC 45-60 sicl Blocky h, fi, s, p
Prather XD 45-60 sicl Blocky h, fi, s, p
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. Precipi~ . . .
Series Name Mapping ration Subsoil Subsoil Su?soxl
Symbol Texture Structure Consistence
(Inches)
Prather XE 45-60 sicl Blocky h, fi, s, p
Spanaway XJ 45-80 vgls Single Grain lo, lo, so,
po
Spanaway XK 45-80 vgls Single Grain lo, lo, so,
po
Tromp XS 40-60 Is Massive vh, vfl, ss,
ps
Tumwater XV 45-60 Ifs Single Grain lo, fr, so, po
Tumwater Xw 45-60 Ifs Single Grain lo, fr, so, ps
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TABLE V

SOIL CHARACTERISTICS OF STUDY AREA: PROFILE
DEPTH (INCHES), AVAILABLE WATER CAPACITY
(INCHES/PROFILE), LOAD CARRYING
CAPACITY, AND SUBSTRATUM

hardpan)

Profi Available
. b Water
Series Name NS‘OPFLZ]F (ll)e}:h) Capacity Locéj Carfymg Substratum
ym nches (ln./@roﬁle) apacity
Chehalis AK 60+ +10.0 Moderate sicl
Everson Cz 40-60 7.5-10.0 Moderate s (compact)
Melbourne HA 40-60 7.5-10.0 Moderate Bedrock (sand-
stone and
‘ shale)
Melbourne HB 40-60 7.5-10.0 Moderate Bedrock (sand~
: stone and
. shale)
Melbourne HC 40-60 7.5-10.0 Moderate Bedrock (sand-
stone and
shale)
Meskill "HG 40-60 5.0-7.5 High Bedrock
‘ (shale)
Mukilteo HR 40-60 +10.0 Low fs (compact)
Newberg JM 60+ 3.75-5.0 High s
Nisqually JS 60+ 3.75-5.0 High s
Reed LN - 60+ 7.5-10.0 High c (dense)
~ Reed LP 60+ 7.5-10.0 High c (dense)
Rifle LT 30-40 +10.0 Low c
Rifle LV 10-20 7.5-10.0 Low c
Klone MC 30-40 3.75-5.0 Moderate vgecos
Salkum MN 30-40 5.0-7.5 Moderate Till (com-
pacted)
Sauvola NA 60+ 7.5-10.0 Moderate sic
Semiahmoo NM 40-60 +10.0 Low c
Semiahmoo NP 10-20 3.75~5.0 Low c
Spanaway PH 10-20 3.75-5.0 High g, cob. &
sand.
Wapato RH 60+ 7.5-10.0 High Is
Alderwood TP 30-40 3.75-5.0 High gfsl (ce-
(over mented)
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) Profile Available .
Series Name Ag\cp;l);ng Depth Wai'.er Load Ccm:ymg Substratum
ymbol (Inches) Capacity Capacity
(In.frofile)

Alderwood TR 30-40 3.75-5.0 High gfsl (ce-
(over ‘ mented)
hardpan)

Alderwood TS 30-40 3.75-5.0 High gfsl (ce-
(over mented)
hardpan)

Bellingham vV 60+ 5.0-7.5 Moderate  clay (30-40"

deep)

Bucoda W 40-60 7.5-10.0 Moderate Bedrock

Bucoda X 40-60 7.5-10.0 Moderate Bedrock

Camas TY 40-60 7.5-10.0 Moderate gs

Camas TZ 30-40 5.0-7. Low gs

Cathcart VA 40-60 7.5-10.0 Low Bedrock (sand-

stone and
shale)

Catheart VB 40-60 7.5-10.0 Low Bedrock (sand-

stone and
shale)

Chehalis VC 60+ +10.0 Moderate sicl

Everett VM 20-30 3.75-5.0 High Sand, gravel,

cobbles

Everett VN 20-30 3.75-5.0 High Sand, gravel,

cobbles

Everett VP 20-30 3.75-5.0 High Sandy, grav-

el, cobbles

Everett VR 20-30 3.75-5.0 High Sandy, grav-

el, cobbles

Everett VT 20-30 3.75-5.0 High Sandy, grav-

el, cobbles

Meskill \A% 40-60 5.0-7.5 High Bedrock

(shale)

Everson VW 20-30  5.0-7.5 Moderate s (compact)

Fitch VY 20-30 3.75-5.0 High Sand and

gravel

Fitch VZ 20-30 3.75-5.0 High Sand and

gravel

Galvin WA 60+ 7.5-10.0 Moderate c (dense, 30-

40" deep) -
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_ Profile Available .
Series Name Mapping Depth Wafe:\r Load Cartymg Substratum
Symbol (Inches) Capacity Capacity
nenes (In,frofile)

Giles WC 60+ 7.5-10.0 High Is (compact)

Lynden WL 60+ 3.75-5.0 High s

Maytown WP 60+ +10.0 Moderate sicl

McKenna WR 20-30 2.0-3.75 Low Till (ce-
mented)

McKenna WS 20-30 2.0-3.75 Low Till (ce-
mented)

Newberg WW 60+ 5.0-7.5 High s

Norma WX 40-60 3.75-5.0 High gfsl (till ce~

. mented)

Norma wY 40-60 3.75-5.0 High gfsl (till ce=-
mented)

Olympic XB 40-60 5.0-7.5 High Bedrock
(basalt)

Prather XC 60+ 7.5-10.0 Low Till (sic)

Prather XD 60+ 7.5-10.0 Low Till (sic)

Prather XE 60+ 7.5-10.0 Low Till (sic)

Spanaway XJ 10-20 3.75-5.0 High g, cob., and
sand

Spanaway XK 10-20 3.75-5.00 High g, cob., and
sand

Tromp XS 60+ 5.0-7.5 High

Tumwater XV 60+ 3.75-5.0 High

Tumwater XW 60+ 3.75-5.0 High
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