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In order to assess a participant’s understanding of the simulation-based approach, 

sub-questions were asked about James’ approach. The first question assesses whether the 

participant is able to recognize the null assumption. As mentioned above, the correct 

response is (c) because of James’ use of the coin to simulate a baby’s response. This 

question also assesses whether a person can correctly identify the null hypothesis in a 

simulation-based approach to hypothesis testing. Choice (a) and (b) illustrate potential 

alternative hypothesis for the simulation-based model. 

The second question assesses the participant’s ability to compute a p-value using 

the empirical sampling distribution. Because the observed sample yielded 21 out of 30 

babies preferring the helper puppet and since the definition of the p-value is a measure of 

extremes, a correctly computed p-value would result in a value of 2.24% by adding the 

relative frequency for the outcomes of 21, 22, and 23 (see Figure 15).  

 

Figure 15. Empirical sampling distribution with a correct p-value region marked. 

I hypothesize that a common misconception regarding this problem would be participants 

only computing a p-value of 14/1000. This is due to the participant neglecting the 

property that p-value includes all extremes. As a result, they would only look at the 

relative frequency for the outcome of 21 (see Figure 16). There might also be participants 
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who are unable to compute the p-value because they fail understand how to relate the 

empirical sampling distributions to a p-value resorting to more theoretical methods such 

as using a binomial distribution or a standard one proportion test as typically done in the 

introductory statistics book.  

 

Figure 16. Empirical sampling distribution with only the observed value marked. 

The third question will assess the participant’s understanding of the overall 

process to generate a conclusion about James’ reasoning. I hypothesize that individual’s 

knowledgeable of this process should recognize this question as the final steps of a 

hypothesis test where a statistician must either reject/fail to reject the null hypothesis and 

claim statistical significance of the results. Since the previous question has the participant 

compute the p-value, I hypothesize that a correct conception would lead the participant to 

emphasize how the p-value is relatively small, showing there is evidence to suggest 

James’ reasoning is correct. This is assuming one uses a 5% level of significance. 

Alternatively, if a participant chooses a 1% level of significance, then the comparison of 

the level of significance to the p-value would refute James’ reasoning. An individual who 

does not possess a correct conception would struggle discussing these types reasoning 

and may just focus on sample results.  
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This task touches on all three categories of SKT. This task assesses a participant’s 

SCK of a p-value because this is not a typical approach to hypothesis testing for 

traditional introductory statistics classes, but is one statistics educators have used to 

understand the concept of a p-value. Therefore, this task can be useful to determine if a 

teacher is knowledgeable about simulation-based approaches and to assess whether the 

teacher knows how it can be a useful strategy to support student development (i.e. KCS). 

As more of the introductory statistics curriculum moves towards a simulation-based 

approach to hypothesis testing, this form of knowledge may eventually shift to one that is 

common in more statistics classrooms making this task useful in accessing CCK.  

5.1.2. Interview. Following the survey, participants were given the opportunity 

to participate in clinical interviews. The goal of the interviews was to further explore 

teachers’ SKT based on their responses to the survey and clarify any explanations. The 

interview responses were used to triangulate participant responses with their survey to 

determine if there were any inconsistencies. Participants were compensated with a $25 

Amazon gift card for their interview time.  

To gather interview participants, each survey participant was prompted at the end 

of the survey asking whether they would potentially like to be interview participants. 

Those participants who agreed were then categorized based on their profession (CCI or 

GTA). Participants were then chosen from the two categories based on their responses to 

the survey questions. The primary goal was to gather individuals with various levels of 

statistical knowledge on the p-value. In order to do this, an initial review of their survey 

data was conducted to see what kind of responses were provided by the participants. The 
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responses for each question was carefully evaluated by myself and a secondary researcher 

to determine whether a participant’s understanding of a p-value was distinct from other 

participants. The analysis included assessing whether the participant’s response was 

correct/incorrect and if explanations showed different levels of understanding of the p-

value. After an initial selection was generated, several participants were contacted 

electronically to determine if they were available for follow-up interviews. A final count 

of seven interviews were conducted (3 CCIs and 4 GTAs). The interviews were 

conducted on-site or through video conference calls using Skype. Each video was 

recorded and transcribed for analysis. 

5.1.2.1. Follow-up survey questions. The goal of the interview was to gather 

additional qualitative data to generate a snapshot of a participant’s understanding. Each 

survey task had a standard list of follow-up interview questions meant to further 

investigate a participant’s survey response. A list of the follow-up interview questions 

can be found in APPENDIX C. In addition, certain interview questions have been 

designed to cater to specific student response from the survey. The Helper-Hinderer Task 

have questions where the student will be asked to compute a probability for the p-value. 

Since participants might have several approaches to the problem, alternative solutions 

introduced as ‘hypothetical’ student responses will be shown to challenge the 

participant’s understanding. To help the participant explain their reasoning, tools such as 

a calculator, coins, computer simulations, etc. will also be provided during the interview.  

5.1.3. Survey and interview participants. To gather the participants for the 

survey and interview necessary to complete the study 50 institutions (30 universities and 



INVESTIGATING STATISTICS TEACHERS’ KNOWLEDGE                                  88 

20 community colleges) were contacted via their department chair to pass along the 

survey tool to their respective faculty. In addition, support from CAUSE (Consortium for 

the Advancement of Undergraduate Statistics Education) helped in the distribution of the 

survey to a larger population through a newsletter.11  

55 participants from various teaching and educational backgrounds completed the 

survey. The demographic data of the participants was divided into two main categories: 

Graduate Students and Instructors. A total of 30 graduate students and 25 instructors took 

part in the survey. The category of graduate students included those individuals who 

classified themselves as either a graduate teaching assistant (GTA), a graduate research 

(GRA) assistant or both. The category of instructors included those participants who 

classified themselves as community college instructors (CCI), four-year university 

instructors (FYI) or both. The choice to separate the participants into these two categories 

was to highlight that unlike instructors, a graduate student’s primary role is a student 

while an instructor’s primary role is a teacher. Furthermore, graduate students potentially 

switch between roles of graduate teaching assistants and graduate research assistants at 

their institutions. Instructors have the potential to be employed at multiple institutions. 

For example, adjunct instructors might teach at a community college and a four-year 

university.  

Table 7 shows the demographic information of the graduate students. A total of 

22 male graduate students and 8 female graduate students participated in the survey. The 

data also shows that from the 30 graduate students, 22 participants classified themselves 

                                                           
11 Since exact information is not provided by CAUSE regarding their information database, it is unknown 

how many institutions were contacted. 
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as graduate teaching assistants, 5 participants classified themselves as graduate research 

assistants and 3 participants classified themselves as both a graduate teaching and 

research assistant. Regarding academic levels, 21 of the 30 graduate students classified 

themselves as doctoral candidates, 6 graduate students were masters degree candidates 

and 3 graduate students classified themselves as having a masters degree but did not 

mention if they were either masters or doctoral candidates. Regarding academic focus, 17 

of the 30 of the graduate students classified themselves as focusing on a degree in 

statistics, 5 focused on mathematical sciences, 1 mathematics education, and 4 

specialized in a major besides mathematics and statistics. There were also a set of 

graduate students with multiple majors: 4 of the graduate students majored in 

mathematics and statistics, 1 graduate student was a triple major in mathematics, 

mathematics education, and statistics education and 1 graduate student majored in 

mathematics, statistics and an outside major. Finally, regarding teaching responsibilities 

almost 26 of the 30 graduate students were currently teaching classes at four-year 

universities and 4 graduate students had no teaching responsibilities at the time of the 

survey.      

Table 7. Demographics for the Graduate Student Participants. 

Demographic Information Frequency 

Total Graduate Students 30 

Gender  

• Male 22 

• Female 8 

Academic Position  

• Graduate Teaching Assistant (GTA) 22 
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• Graduate Research Assistant (GRA) 5 

• Graduate Teaching and Research Assistant 3 

Academic Level  

• Current Masters Student 6 

• Master’s Degree 3 

• Current Doctoral Student 21 

Academic Degree  

• Mathematical Science 5 

• Mathematics Education 1 

• Statistics 17 

• Statistics Education 0 

• Mathematical Science and Statistics 4 

• Mathematical Science, Mathematics Education, Statistics Education 1 

• Mathematical Science, Statistics, Other 1 

• Other 1 

Teaching Responsibilities  

• Four-Year University 26 

• Community College  0 

• None 4 

 

Table 8 shows the demographic information of those participants categorized as 

faculty instructors at their institutions. A total of 14 male and 11 female instructors 

completed the survey. Furthermore, 15 were community college instructors, 9 were four-

year instructors, and 1 instructor who taught both at community college and a four-year 

university. In regards to academic level, 16 instructors had a masters degree, 8 had a 

doctoral degree, and 1 was a current doctoral candidate. The instructors also had a variety 

of academic backgrounds: 6 of the instructors had a degree in mathematical sciences, 6 
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had a degree in statistics, 1 had a degree in mathematics education. There was also a set 

of instructors with a double major. One instructor had a degree in mathematics and 

statistics, three instructors had a degree in mathematical science and mathematics 

education, one instructor had a degree in statistics and statistics education, one instructor 

had a degree in mathematics and an outside major.  

Table 8. Demographics for the Instructors. 

Demographic Information Frequency 

Total Instructors  25 

Gender  

• Male 14 

• Female 11 

Academic Position  

• Community College Instructors (CCI) 15 

• Four-Year Instructors (FYI) 9 

• Community College and Four-Year Instructors 1 

Academic Level  

• Master’s Degree 16 

• Doctoral Degree 8 

• Current Doctoral Student 1 

Academic Degree  

• Mathematical Science 6 

• Mathematics Education 1 

• Statistics 6 

• Statistics Education 0 

• Mathematical Science and Statistics 1 

• Mathematical Science and Mathematics Education 3 

• Statistics and Statistics Education 1 

• Mathematical Science and Other 1 
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• Mathematical Science, Mathematics Education, and Statistics Education  1 

• Other 5 

Teaching Responsibilities  

• Community College Instructor 15 

• Four-Year University Instructor 9 

• Community College and Four-Year University 1 

 

After conducting an initial analysis on the survey data, seven candidates 

participated in follow-up interviews to help further assess their understanding of the p-

value. As specified in the methodology, these seven candidates were chosen based on 

their willingness to participate, teaching background (Graduate Students and Instructors) 

and the survey responses provided by the participant. While these seven participants did 

share some similarities in their understanding of the p-value from a preliminary analysis 

of their survey, they also provided a variety of survey responses that demonstrated 

various ways teachers might understand concepts related to the p-value. A summary of 

the interview participants’ demographics is presented in Table 9.   

Table 9. Demographics of the Interview Participants. 

Name Demographics 

Tod Graduate Teaching Assistant 

Current Doctoral Student in Mathematics Science 

Angie Graduate Teaching Assistant 

Current Doctoral Student in Statistics 

Sean Graduate Teaching Assistant  

Current Doctoral Student in Statistics 

Carol Graduate Teaching Assistant 

Current Masters Student in Mathematics and Mathematics Education 

Jane Community College Instructor and Four-Year University Instructor 

Masters Degree in Mathematics Education 

Phil Community College Instructor 

Masters Degree in Mathematical Science, Statistics Education, and Mathematics 
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Education 

James Community College Instructor 

Masters Degree in Mathematical Science 

 

5.2. Analysis 

In this section, I describe the analysis that was conducted. First, I will describe the 

methods used to analyze the survey data outlining the methods used to organize and 

categorize the types of themes that occurred during the study. Second, I will then discuss 

the methods used to analyze the themes found in the interview data. 

5.2.1. Survey analysis. The initial plan for the survey analysis was to gain 

quantitative and qualitative results on the SKT of the population of GTAs and CCIs. Each 

assessment question will be summarized individually and a running count of the 

individual responses was accumulated to generate a summary of the overall data.  

Since the survey tasks also included tasks that prompted qualitative responses, a 

deeper analysis of a participant’s understanding can be determined through their written 

work. To analyze the qualitative data from the surveys, the qualitative research method of 

thematic analysis was used to identify types of understanding that might be missed from 

the multiple-choice portion of the survey tasks. Thematic analysis is a widely used 

research tool for analyzing qualitative data such as written statements or interview data 

(Creswell, 2007; Guest, Macqueen, & Namey 2012). The defining features of thematic 

analysis include: (1) identifying key themes in text which are translated into codes which 

are then aggregated into a coding scheme, (2) use techniques in addition to theme 

identification and data reduction technique and (3) can be used to build a theoretical 

model or find solutions to real-world problems. Furthermore, Guest, Macqueen, and 
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Namey (2011) highlight that the strengths of thematic analysis include: (1) well suited for 

large data sets, (2) good for team research, (3) can be used to study topics other than 

individual experiences, and (4) addition of quantitative techniques adds analytic breath.  

Using thematic analysis, the qualitative response for each survey question was 

used to determine the CCK, SCK, and KCS of the participant. Regardless if the 

participant chooses an incorrect response in the multiple-choice portion, their qualitative 

response was still analyzed for content to determine emerging themes in the data. To 

illustrate, sample responses from pilot data for the Graduate Student Task include: 

• “The p-value would be the likelihood that the particular sample would be 

collected given a null hypothesis it true. A small probability would indicate 

statistically significant results, or more specifically, that the sample collected 

is not consistent with the null hypothesis and thus the null hypothesis should 

be rejected.” 

• “A small P value suggests that the sample provides enough evidence that one 

can reject the null hypothesis for the entire population.” 

The first response illustrates a participant’s understanding of the p-value as a 

conditional probability. Evidence for this is indicated by the participant’s explicitness in 

describing the null assumption and its relation to the observed sample. The first response 

also indicates understanding of the relationship between the magnitude of the p-value, the 

sample data, and the null hypothesis. This is illustrated by their response of statistical 

significance connecting to notions of unusual sample data and consistency with the null 
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hypothesis. This links to important ideas of the relationship between the likelihood of the 

observed sample and how that provides evidence against a null hypothesis.  

The second response indicates a form of procedural knowledge of the p-value. In 

their response, I hypothesize that the participant is aware of the process of rejecting the 

null hypothesis for a small p-value based on the observed sample. The second response 

does not indicate whether the participant’s sees the p-value as a conditional probability or 

how he/she views the concepts of likelihood as the first response. It only focuses on how 

the p-value connects to the decision-making process of hypothesis testing. 

Based on these two sample responses, an initial analysis would show that both 

responses would be categorized differently for the type of knowledge illustrated from 

both participants. This categorization helps in distinguishing types of SCK that exists 

amongst participants. The first response would be coded to a category related to SCK. 

Evidence in the first response is illustrated in their discussion of the conditional nature of 

the p-value and recognizing the importance of the null hypothesis in describing the p-

value. The creation of the coding scheme is also compared with responses from interview 

responses. A more detailed illustration of the coding scheme process is described in the 

interview analysis.  

5.2.2. Interview analysis. Thematic analysis also played a significant role in 

analyzing the interview responses. Using thematic analysis, potential themes were found 

within the data. These themes were used to generate a model of statistical knowledge of 

teachers of various aspects of the p-value. The process of generating these themes were 

the result of four phases of analysis using the survey and interview data: (1) post-survey 
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and post-interview analysis, (2) transcription analysis, (3) coding scheme, (4) chronicling 

emerging themes. 

5.2.2.1. Post-survey and post-interview analysis. After surveys were conducted 

and analyzed, participants who were willing to participate in an interview had their 

survey data pre-screened prior to the interview. An initial summary of each interviewee’s 

survey was generated to create an initial image of the SKT of the interviewee using the 

framework of Table 5 as a guide. After the interview, a post interview summary was 

generated to highlight key ideas discussed during the interview. The pre-interview and 

post-interview summaries were then compared amongst the interviewees to highlight any 

discrepancies in the participant’s understanding. 

5.2.2.2. Transcription analysis. After post-interview analysis was completed, 

each interview was transcribed verbatim to highlight important ideas and statements 

regarding the participant’s knowledge of the p-value. The interview transcription was 

also used to determine areas of miscommunication and potential areas of scrutiny in the 

data that might be caused by the interviewer or interview protocol. After transcription, a 

summary was then generated on a subject’s understanding. The transcription summary 

was then compared to summaries from the initial phases to generate a model of the 

individual’s understanding.   

5.2.2.3. Coding scheme. In order to generate a sufficient coding scheme for the 

qualitative data, a Test-Retest Method was used. An initial coding scheme was generated 

in the first pass of the then went through a cyclic process until a reasonable measure of 

accuracy was achieved. The coding scheme focused on categorizing emerging themes in 
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the data on ideas related to CCK, SCK, and CKS. After an initial coding scheme was 

been generated, survey responses, videos, and transcripts were re-analyzed to find 

sources of evidence that either confirm or refute the initial categories. After evidence was 

collected, one additional researcher was trained the use of the coding scheme. After 

training, the researcher was given all the data, which was then blindly coded using the 

pre-generated coding scheme. Codes were then compared between researchers to 

determine if refinement was needed. Whenever there was inconsistency between coders, 

discussions were done regarding the inconsistency between the codes. Based on the 

discussion, the coding scheme was modified to help generate consistency between 

coders. New sets of segments were then recoded with this process continuing until the 

percentage agreement of at least 80%.  

5.2.2.4. Chronicling emerging themes. After coding the data, a final reflection 

was conducted with the purpose of chronicling emerging themes through a case study of 

each of the interview participants. An overall analysis was then conducted to determine 

areas of potential implausibility that might result from the process of collecting the 

survey and interview data. For example, there is a possibility that a participant might 

misinterpret survey/interview questions. In order to check for such inconsistencies, 

results across the different subjects were analyzed to determine if the misinterpretation 

was seen across subjects or specifically to one participant. Deeper analysis was then 

conducted to determine if the misinterpretation of a question was due to the task design 

or knowledge of the participant.  
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5.3. Validity 

 

A main concern with this study is to warrant the validity of the data collection and 

analysis. To ensure valid results, the overall design of the study contained layers of 

validity checks. As discussed in the previous questions, a survey tool was first generated 

using questions based on published sources in the statistics literature that have been peer-

reviewed by experts in the statistics education community. Four of the survey items were 

taken directly from assessment items previously published while two original questions 

were developed from research in the statistics education community. Furthermore, the 

current survey was the result of modification after a pilot study was previously conducted 

in winter 2015 and suggestions from experts in the statistics education community. To 

further increase the validity of the survey questions, the current set of survey questions 

was distributed to experts in the statistics education community for a final review and 

modifications prior to distribution to the target population. This will help in generating a 

strong representation of the teacher population of GTAs and CCIs. The interview 

questions help to triangulate the data with the survey responses. Having multiple sources 

of data ensures that any coding schemes generated will have multiple sources of evidence 

to clarify any misleading information and validate any claims.  

The final step to ensure validity is to focus on the analysis of the data process. 

There were several stages of analysis involving quantitative and qualitative analysis. 

Multiple stages of qualitative analysis ensure that any results have been properly 

documented and analyzed. Having an additional researcher will also support the validity 

of any generated coding scheme. 
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6. RESULTS 

 

The goal of this research is to study teachers’ understanding of the p-value. To do 

this, survey and interview data was collected from graduate students and instructors to 

assess their understanding of p-value through a series of survey and interview questions 

designed around concepts related to the p-value. These concepts include an understanding 

of a verbal interpretation of p-value, the meaning of the p-value’s magnitude, a symbolic 

representation of p-value, and a p-value’s role in a simulation approach to hypothesis 

testing.  

After analyzing the survey and interview responses, three major themes emerged 

from the data that will be the focus of this chapter. The first major theme focused on how 

participants understood the magnitude of the p-value. This theme emerged from the 

participants’ responses to the Graduate Student Task where they discussed the 

relationship between a p-value’s magnitude and a statistically significant result. The 

second theme focused on participants’ understanding of the role sampling distributions 

and simulations play in their understanding of the p-value. The Helper-Hinder Task was 

an important component in analyzing a participant’s understanding of simulations and 

empirical sampling distributions because it allowed me to assess their ability to correctly 

compute a p-value using an empirical sampling distributions. The third and final theme 

emerged from analyzing how teachers viewed the role of conditional reasoning in their 

understanding of the p-value. Portions of the survey and interview questions gave 

participants opportunities to discuss the relationship and usage of the p-value as a 
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conditional probability. Here I present the results of the Drug Task and Car Task that 

helped elicit two ways of describing the p-value: verbally and symbolically.  

6.1. Teachers’ Understanding of the p-value’s Magnitude.  

A major component of a robust understanding of a p-value means knowing how a 

p-value’s magnitude relates to statistical significance. A procedural understanding of the 

p-value magnitude includes knowing how to generate conclusions to a hypothesis test by 

comparing the p-value with the level of significance. A conceptual understanding of the 

p-value’s magnitude includes knowing that it is a probability that measures the likelihood 

of an observed sample occurring under the null hypothesis. Viewing the p-value as a 

measure of likelihood is useful when describing the evidential strength of a researcher’s 

conclusion because it relates the notions of unusualness or rarity of the observed sample 

under the null hypothesis. Being able to coordinate the relationship between these two 

ideas is part of a robust understanding of a p-value’s magnitude. 

The procedural understanding of the p-value is prominently taught in introductory 

statistics courses when covering hypothesis testing, so I expected almost all participants 

to recognize the need for small p-values to claim the results of an experiment are 

statistically significant. It was harder to predict what type of thinking would emerge as 

participants discussed the p-value’s magnitude and its relationship to statistical 

significance. The data reveals a mix of participants who shared different understandings 

on the magnitude of the p-value.  

Participants’ understanding of the p-value’s magnitude was prevalent in their 

discussion of the Graduate Student Task that was designed to assess how participants’ 



INVESTIGATING STATISTICS TEACHERS’ KNOWLEDGE                                  101 

view the relationship between statistical significance and the magnitude of the p-value 

(i.e. Figure 17). If you recall, the Graduate Student Task presents asks a participant to 

choose what magnitude p-value is needed if a graduate student wants to show the results 

of an experiment are statistically significant. 

A graduate student is designing a research study. She is hoping to show that the results of an 

experiment are statistically significant. What type of p-value would she want to obtain? 

a. A large p-value. 

 

b. A small p-value.   

 

c. The magnitude of a p-value has no impact on statistical significance. 

 

Explain your understanding of the relationship between a p-value and statistical significance in 

the context of this problem. 

Figure 17. Graduate Student Task 

An overview of the survey and interview data from the Graduate Student Task 

revealed four primary ways the participants understood the relationship between the p-

value’s magnitude and statistical significance. The first was some participants had a 

conceptual understanding of the p-value’s magnitude where they viewed the p-value as a 

measure of likelihood of an observed sample under a null assumption. The second was 

some participants held a procedural understanding of the p-value’s magnitude where they 

focused primarily on the comparison of the p-value with a fixed level of significance. The 

third was some participants emphasized the importance of choosing an appropriate level 

of significance based on practical significance and statistical power and how it might 

relate to a p-value’s magnitude. The fourth is a misconception of the p-value where 

participants described the p-value as the probability or likelihood the null hypothesis is 
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true. Furthermore, some participants showed an ability to overlap these different ways of 

thinking. 

To summarize the results of the Graduate Student Task, this section is broken into 

two parts. The first section is a summary of the survey responses from the 55 participants. 

Here I present a general view on how participants understood the relationship between a 

p-value’s magnitude and a statistically significant result. The second section summarizes 

the interview responses given by the seven participants as they discussed the relationship 

between statistical significance and p-value. The final section will summarize the survey 

and interview data to describe the important connections between the data to help paint a 

picture of teachers’ understanding of a p-value’s magnitude. 

6.1.1. Survey results of the Graduate Student Task. As previously 

mentioned, the Graduate Student Task is a two-part task consisting of a multiple-choice 

and a short answer portion. The results of the survey responses for this task are broken 

into two sections. The first section summarizes the multiple-choice portion of the task 

where participants were asked what magnitude of a p-value is desired to have a 

statistically significant result of an experiment. The second section of the survey results is 

a summary of the participants’ short answer portions where they described the 

relationship between statistical significance and p-value. It is in the results of the short 

answer portion where I present the various categories of thinking on a p-value’s 

magnitude that emerged from the participant responses. 

6.1.1.1. Quantitative results of the Graduate Student Task. In the Graduate 

Student Task, participants were asked to select one of three choices for the magnitude of 
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the p-value needed for a graduate student to conclude the results of an experiment are 

statistically significant. The three choices were: small p-value, large p-value, and 

statistical significance does not relate to the p-value (the correct response being a small 

p-value). Table 10 lists the three possible choices and the number of participants that 

chose each response broken down by demographic information.  

Table 10. Results for the Multiple-Choice Portion of Graduate Student Task. 

  

GTA 

 

GRA 

GTA 

&  

GRA 

 

CCI 

 

FYI 

CCI 

& 

FYI 

 

Total 

Large p-value 0 0 0 0 0 0 0 

Small p-value 21 5 3 14 9 1 53 

Statistical Significance does not relate 

to p-value 

1 0 0 1 0 0 2 

Total 22 5 3 15 9 1 55 

 

The results in Table 10 show that majority of participants (53 out of a total of 55) 

correctly identified that a small p-value is necessary. Only two participants incorrectly 

choose that statistical significance is not related to a p-value. This suggests a strong 

majority of the participants possess the CCK that small p-values are desired when trying 

to show significant results. The two participants who selected the incorrect choice of 

‘statistical significance is not related to p-value’ both had backgrounds in mathematical 

science and experience teaching elementary statistics courses in their respective 

institutions.  

The results of the multiple-choice portion of the task might suggest that the 

background of the participants did not seem to play a major factor in a participant’s 

ability to make the correct choice considering that the 53 participants who did select the 
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correct response originated from various professional or educational backgrounds. It is 

worth noting that the two participants whose educational background was in 

mathematical sciences were the only individuals who gave an incorrect response might 

suggests that there could be a potential gap for those teachers without a formal 

educational background in statistics. Furthermore, these two participants also identified 

themselves as having taught elementary statistics courses in the past but still gave an 

incorrect response, suggesting that even some practicing teachers of statistics could 

potentially lack knowledge on the magnitude of the p-value.  

6.1.1.2. Qualitative results for the Graduate Student Task. The results in the 

previous section indicate that most participants could correctly identify that small p-

values are needed to have statistically significant results. While majority of the 

participants selected the correct response to the multiple-choice portion, there were 

differences in the qualitative response when participants were asked to discuss the 

relationship between the p-value and statistical significance. This section is a summary of 

qualitative responses and the identifiable categories based on the analysis of the various 

explanations given by the participants. 

Category SSHP (Statistical Significance and High P-Value) was a result of the 

two participants who chose the incorrect response in the multiple-choice section (i.e. 

statistical significance does not relate to p-value). Their explanations followed a similar 

theme where they describe that choosing the level of significance governs whether the 

results of an experiment are statistically significant regardless of the p-values magnitude. 

This can be seen from the responses given by the two participants in Table 11. 
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Table 11. Examples of SSHP. 

Participant 

Information 

Explanation 

GTA Masters 

Candidate in 

Mathematical 

Science 

We choose a completely arbitrary "significance level" (generally a 

"small" number, i.e. 0.05) and then we say a statistical experiment is 

"statistically significant" if our computed p-value is less than our 

significance level.   If we chose a stupid significance level (say 0.99), 

then a "large" p-value like p=0.9 is statistically significant.   

 

CCI Masters 

Degree in 

Mathematical 

Science 

 

It would depend on the level of significance chosen for this problem. 

 

 

These two excerpts illustrate a procedural understanding of the relationship 

between the level of significance and the p-value. This is very explicit in the first excerpt 

given by the GTA who uses the example of a significance level of 0.99 to describe how a 

research can have statistically significant results with a p-value as large as 0.9. This is 

true in theory since the procedure for showing a statistically significant result is based on 

checking whether the p-value is smaller than the level of significance. However, the 

choice of a significance level is not done arbitrarily. Statisticians are genuinely cautious 

with choosing a high level of significance because choosing appropriate significance 

levels is engrained in theories of statistical power and practical significance. Furthermore, 

choosing a large significance level does not make sense conceptually. The p-value 

measures the likelihood of an observed sample under a null hypothesis (i.e. the smaller 

the p-value, the greater the evidence to refute the null hypothesis). Setting a large level of 

significance allows samples that are not unusual to be acceptable evidence to refute the 

null hypothesis. Because of these responses, Category SSHP was designated to 

encompass those who gave incorrect responses in the multiple-choice portion based 
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purely on the idea that the statistical significance of a result is defined by the choice of 

the level of significance regardless if the level of significance is large or small. 

The qualitative responses of the 53 participants who correctly made the choice of 

the “small p-value” were also analyzed for common themes. Four additional categories 

were identified as notable differences in understanding amongst the 53 participants based 

on their survey responses.  

Category SSLP (Statistical Significance and Low P-value) describes those 

participants whose responses focused on the comparison of the p-values with the level of 

significance, but emphasize using small values for the level of significance. This is 

illustrated in the following excerpts shown in Table 12. 

Table 12. Examples of SSLP. 

Participant 

Information 

Explanation 

FYI in 

Statistics 

Assuming she has a small level of significance (alpha) a statistically significant 

result would mean a smaller p-value than the alpha.  

 

GTA. 

Masters 

Degree in 

Mathematical 

Science 

The smaller the p-value, the higher the statistical significance. Typically, you set 

a cutoff value for significance before obtaining results. For example, alpha = 

0.05. If the p-value is less than 0.05, you say that it is significant at the 5% level, 

even if the p-value you obtained is much smaller. 

 

 

These responses highlight a procedural understanding of the relationship between the p-

value and the level of significance that originates from knowing the hypothesis testing 

procedure. It is important to note that these excerpts share a very similar way of thinking 

as those in SSHP since they both describe a comparison of the level of significance to the 

p-value. Unlike the participants in SSHP who made incorrect choice in the multiple-
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choice portion, the emphasis on using a small level of significance is crucial. Using a 

small level of significance such as 1% or 5% is common practice in introductory statistics 

courses. This is explicit in the second excerpt where the participant describes “typically” 

using a 5% level of significance. Unfortunately, those participants who fell in this 

category gave no further evidence why the level of significance must be small beyond 

simply stating a small level of significance. There were participants who did give a 

reason for choosing a small level of significance. These participants made connections to 

concepts of likelihood, statistical power, and practical significance. These participants 

will be described in future categories.    

Category SSL (Statistical Significance and Likelihood) describes participants who 

chose a small p-value and gave a qualitative response describing how the p-value is a 

measure of the likelihood of an observed sample under a null hypothesis. This is shown in 

the following excerpts from the survey shown in Table 13. 

Table 13. Examples of SSL. 

Participant 

Information 

Explanation 

GTA in Stat The smaller the p-value, the less likely you are to have randomly observed the 

data under the null hypothesis.  Thus, with a small p-value, the null hypothesis 

becomes unlikely, and is rejected. We call data significant if it leads us to reject 

the null hypothesis, in favor of the alternative. 

GRA in 

Math Ed. 

The smaller the p-value, the less likely that the null hypothesis is true. A smaller 

p-value indicates that with the given null hypothesis, it is very unlikely that the 

null was true to get the result. The smaller the p-value, the stronger the evidence 

that the null isn't true. 

GTA in 

M.S. 

P-value measures the probability of obtaining the test statistic in the extreme 

direction suggested by the alternative hypotheses under the null. Therefore, a 

small P-value indicates that given the null the chance of getting the test statistic 

getting extreme values suggested by alternative is highly unlikely. 
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Notice that in all the given excerpts, we see a consistent way of thinking that focuses on 

how the p-value is an indicator to see how much an observed sample agrees with a null 

hypothesis. The main theme in these excerpts is the concept of likelihood. Unlike the 

previous categories where the participants only mention a comparison with the level of 

significance, these excerpts describe the p-value as a measure of evidence against the null 

hypothesis by viewing it as the likelihood of the observed sample. This type of 

understanding shifts from a standard procedural comparison as those in Category SSHP 

and SSLP, to a conceptual understanding of the relationship between the p-value, the null 

hypothesis, and the observed results of an experiment. This type of understanding helps 

highlight a flaw in participants’ reasoning who fell in Category SSHP because it gives a 

practical reason why we do not choose a large level of significance. Setting a large level 

of significance (e.g. 99%) is contradictory to the concept of using the sample data as 

evidence to reach a statistically significant conclusion because it allows almost all 

samples to force a rejection of the null hypothesis. It is also important to note the type of 

thinking expressed by participants in this category coincide with the original concept of 

the p-value intended by Fisher when he originally designed hypothesis testing to show 

experimental results were statistically significant; whose design of hypothesis testing 

never relied on comparison of a level of significance but an understanding of the p-

value’s meaning.  

Category SSD (Statistical Significance relates to Decision) described those 

participants who chose a small p-value in the multiple-choice portion, but discussed how 

the p-value is describing the probability of making the decision to reject the null 
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hypothesis. A sample of two explanations provided by participants is illustrated in Table 

14. 

Table 14. Examples of SSD. 

Participant 

Information 

Explanation 

GTA 

doctoral 

candidate in 

Mathematical 

Science 

The smaller the P-value the more likely the Null Hypothesis is rejected. 

GTA 

doctoral 

candidate in 

Mathematics 

Education 

The smaller the p-value, the less likely that the null hypothesis is true. A smaller 

p-value indicates that with the given null hypothesis, it is very unlikely that the 

null was true to get the result.  The smaller the p-value, the stronger the evidence 

that the null isn't true. 

 

In both excerpts, participants highlight how the p-value is a way to measure the 

probability of making a decision about the null/alternative hypothesis. In the first excerpt, 

the participant notes that the smaller the p-value, the more likely the null hypothesis is 

rejected. I hypothesize that the participant’s thinking focuses on the relationship between 

rejecting the null hypothesis when the p-value is small that comes because of the 

procedure of hypothesis testing. While rejecting the null hypothesis is common for small 

p-values, the p-value does not measure the probability of making a decision of rejecting 

the null hypothesis. It is simply a consequence of the decision-making process of 

hypothesis testing. The second participant’s explanations mention that the smaller the p-

value, the less likely that the null hypothesis is true. This excerpt similarly connects the 

p-value as a probability of the null hypothesis. This is once again not true since the p-

value only measures the behavior of a sample under the null hypothesis and not the 
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probability of the null hypothesis. It is important to note that the p-value only gives us 

evidence against the null hypothesis under random chance, which is sometimes mistaken 

as the likelihood the null hypothesis.     

Category SSPPS (Statistical Significance and Power and/or Practical 

Significance) was the final category that described those participants who chose a small 

p-value in the multiple-choice portion, but discussed how the magnitude of the p-value 

and level of significance is related to theories of statistical power and/or practical 

significance. A sample of two explanations provided by participants is illustrated in Table 

15. 

Table 15. Examples of SSPPS. 

Participant 

Information 

Explanation 

CC with 

Masters in 

Mathematical 

Science 

Statistical significance depends on comparing a P-value to a chosen significance 

level. When the P-value is less than the significance level, results are deemed 

"statistically significance". The practical significance of research results is 

another thing entirely. The trick is choosing that significance level---not a simple 

task. 

 

FYI with 

Doctorate in 

Other Field 

Even though the results might not be of practical significance (i.e., the effect size 

is small), a p-value lower than the researcher's chosen alpha-level would provide 

evidence of statistical significance. 

 

While participants in Category SSL and 4 describe the p-value as measures of likelihood 

and evidence against the null assumption, the participants in these excerpts discuss 

notions of “practical significance” and/or relate to notions of statistical power when 

discussing connections between p-values and a level of significance. Choosing an 

appropriate level of significance is an important idea done by statisticians when 
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performing statistical experiments. This understanding extends beyond a typical 

procedural view of simply comparing the p-value with an arbitrary level of significance, 

but a deep theoretical understanding for why it is inappropriate to choose a big level of 

significance. This way of thinking also provides a reason why the arguments made by 

participants in Category SSHP are considered incomplete because choosing a big level of 

significance is counterintuitive to the ideas of looking for results that would provide 

evidence against a null assumption. It also gives a theoretical reason for the thinking 

displayed in Category SSLP where participants simply mentioned choosing a small level 

of significance. Furthermore, Category SSPPS provides a deeper theoretical reason for 

the responses expressed in SSL whose explanations for wanting a small p-value relied on 

a surface level description of the likelihood of a p-value. Category SSPPS responses is 

more robust way of thinking procedurally and conceptually about the relationship of p-

values and level of significance using theoretical ideas steeped in the theories of 

statistical power. This level of understanding tends to be under emphasized in many 

introductory statistics classes, but is one valued as important to actual statisticians.  

In addition to the categories, there were participants who fell into more than two 

categories. For example, there were participants whose explanations illustrated a 

combination of Categories SSLP and SSL. These participants chose the correct answer to 

the multiple-choice portion of the Graduate Student Task, explained how the procedure 

of the p-value being compared with the level of significance, and then mentioned the p-

value as a measure of likelihood of the observed sample under the null assumption. A 

sample of one such excerpt of this type includes the one shown in Table 16. 
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Table 16. Examples of Hybrid Thinking of the Magnitude of the P-value. 

Participant 

Information 

Explanation 

GTA and 

Master’s 

Candidate in 

Statistics 

"Statistically significant" means that the p-value is less than the level of 

significance, which is set at the beginning.  Also, the definition of p-value is the 

probability of getting a statistic as extreme as or more extreme than what we 

observed, if the null is true.  If we assume the null is true (or assume a statement 

of status quo or no difference) and then we get results that are very different from 

what the null claims, then this would be good evidence that the null is not true.  In 

other words, if we calculate a statistic that is unlikely if the null actually is true, 

then we know that the probability of getting a statistic at least as extreme as what 

we got is very low.  Thus, the p-value is low, and we would reject the claim, or 

the null hypothesis. 

 

 

In this excerpt, we see the participant mention both a comparison of the level of 

significance with the p-value in the first sentence, but also the conceptual relationship of 

the p-value as a measure of an observed sample’s likelihood under the null hypothesis. 

This shows a hybrid understanding of the p-value that connects the procedure of 

comparing the p-value with the level of significance with a conceptual understanding for 

choosing a small level of significance. I view this as an integration of a procedural and 

conceptual understanding of a p-value’s magnitude. Statisticians choose a small level of 

significance in the first place is because researchers want to set a small cutoff value for 

samples they consider to be unusual enough under the null assumption. If a p-value falls 

below this cutoff value of unusualness, then there is a clear indication that an observed 

sample is behaving very differently from a null assumption and results in significant 

results. 
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Table 17. Results of Categories for the Magnitude of the P-value. 

  

GTA 

 

GRA 

GTA 

&  

GRA 

 

CCI 

 

FYI 

CCI 

& 

FYI 

 

Total 

Category SSHP –  

Statistical Significance Relates to 

High P-Value 

1 0 0 1 0 0 2 

Category SSLP – 

Statistical Significance Relates to 

Low P-Value 

5 0 0 3 6 0 16 

Category SSD –  

Statistical Significance relates to 

Decision 

4 1 0 0 1 0 6 

Category SSL –  

Statistical Significance relates to 

Likelihood 

5 0 1 7 1 1 15 

Category SSPPS –  

Statistical Significance relates to 

Power and/or Practical 

Significance 

0 0 0 0 0 0 0 

Hybrid Category of  

SSL & SSD 

1 1 0 1 0 0 3 

Hybrid Category of 

SSLP & SSL 

1 0 1 0 0 0 2 

Hybrid Category of 

SSL & SSPPS 

0 1 0 0 0 0 1 

Hybrid Category of 

SSLP & SSPPS 

0 1 0 1 1 0 3 

Responses that could  

not be categorized 

5 1 1 2 0 0 9 

Total 22 5 3 15 9 1 55 
 

After going through the coding process of Test-Retest, the qualitative results for 

this showed an inter-reliability rate of approximately 81% based on the discussed 

categories. Table 17 displays the results of the coding process for the total count of the 

categorizations describing how the participants viewed the relationship between a p-

value’s magnitude and statistical significance. The table also highlights whether 

participants either fell in a single category of combinations of categories. The results of 

the categorization showed a diverse understanding amongst the participants. Even though 



INVESTIGATING STATISTICS TEACHERS’ KNOWLEDGE                                  114 

53 out of the 55 participants all agreed on the correct magnitude of a p-value needed to 

claim a statistically significant conclusion, the results in Table 17 show that not all 

participants think of the p-value’s magnitude in the same manner.  

A total of 39 participants’ explanations only incorporated a single way of 

explaining a small p-value. The primary explanations utilized either using SSLP or SSL 

as a common theme in the relationship between a p-value and statistical significance. 

Seven of the four-year university instructors fell into SSLP, which is the more procedural 

view of p-value. This contrasts with the seven community college instructors who fell in 

SSL which is a more conceptual view of the p-value. The graduate students were about 

equally spread amongst the categories of (SSLP, SSD, and SSL). Furthermore, none of 

the participants noted simply discussing statistical power (SSPPS) in their explanations. 

When they did mention ideas related to SSPPS, it was in relation to other concepts such 

as level of significance (SSLP or SSL). 

A total of nine participants’ explanations incorporated hybrid ways of relating p-

value to statistical significance. Three of the participants discussed concepts related to 

SSL, but whose explanations began suggesting the misconception that the p-value can 

measure the probability of the null/alternative hypothesis (SSD). Two participants made 

connections between choosing a small level of significance (SSLP) and how it relates to 

likelihood (SSL). This is surprising considering that being able to coordinate procedural 

understanding and conceptual understanding of the p-values magnitude is a crucial idea 

in understanding a p-value. When relating to concepts of statistical power and/or practical 

significance (SSPPS), one participant made a connection to likelihood (SLP). Three 
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participants chose to relate their understanding of choosing a small level of significance 

(SSLP) to the importance of statistical power and/or practical significance (SSPPS). This 

is not surprising considering that discussion of statistical power and practical significance 

is deeply connected to notions of choosing an appropriate level of significance and the 

practicality of a statistical claim. Therefore, it makes sense that none of the participants 

would simply discuss statistical power or practical significance without some relationship 

to the procedure of choosing a level of significance or reflecting on the context of making 

a statistical claim. 

Finally, nine of the participants gave either no explanation or responses that did 

not reveal useful information regarding understanding of the p-value’s magnitude. The 

largest majority that fell in this category was graduate teaching assistants. Unfortunately, 

it is still difficult to make larger claims about the GTAs (or CCIS) overall understanding 

of the magnitude of the p-value. When some GTAs were given an opportunity to further 

articulate their explanation during the interviews, two GTAs provided even deeper 

understandings of the p-value than otherwise categorized in the survey responses data 

while others only articulated an understanding that even further provided evidence that 

they only thought of the p-value at a procedural level (SSLP). This indicates potential 

room for improvement in the demographic of graduate teaching assistants in developing 

the ideas of magnitude of a p-value and statistical significance. 

6.1.2. Interview Results of the Graduate Student Task.  The variety of 

qualitative responses provided by the seven interviewees on the relationship between 

statistical significance and the p-value was one of several reasons for choosing them. 
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Table 18 is a summary of the seven interviews, their survey responses, and the categories 

of understanding discussed in the previous section. An initial look at the categorization 

showed that amongst the seven participants, some shared overlapping categories. Sean’s 

and Phil’s survey responses were coded as SSLP, which related to how statistical 

significance was a result of comparing a p-value with a fixed level of significance. 

Angie’s and Jane’s survey responses were coded as SSL, how the p-value helps measure 

the unusualness of a sample in relation to a claimed null hypothesis. James’ response was 

coded as Category SSPPS whose response noted the importance of practical significance 

and the difficulty of choosing an appropriate level of significance. Tod’s explanation fell 

into the misconception of the p-value categorized as SSD. Lastly, Carol’s survey 

explanation did not provide useful information. 

Table 18. Responses for the Interview Participants on the Graduate Student Task. 

Participants Responses and Categorization 

Tod The smaller the P-value the more likely the Null Hypothesis is rejected. (SSD) 

Angie Small p-value indicates small probability of given results under the null. This 

indicates a significant different from expectation, and thus a statistically 

significant result with which we can reject the null. (SSL)  

Sean You set up the level of significance beforehand and it your p-value is smaller 

you have shown it true. 

(SSLP) 

Carol The smaller the p-value, the better the statistical significance! (Uncategorized 

Response)  

Jane The p-value is describing the probability of getting results as extreme or more 

extreme as what is found in the study.  If this value is large, it is saying that the 

results are not that extreme under the assumption of the null hypothesis.  The 

smaller the p-value, the more statistically significant the results are because it 

is describing a very small probability of it occurring under the null hypothesis. 

(SSL) 
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Phil "Small" is relative - it's only "small" when compared to the significance level.  

So, if this student wants to "show that the results of an experiment are 

statistically significant", she wants a P value that comes in under alpha 

(assuming that she has controlled for any extraneous variables and set up 

correct hypotheses).   

(SSLP) 

James Statistical significance depends on comparing a P-value to a chosen 

significance level. When the P-value is less than the significance level, results 

are deemed "statistically significance". The practical significance of research 

results is another thing entirely. The trick is choosing that significance level---

not a simple task. 

(SSLP & SSPPS) 

 

After analyzing the interview responses, it became apparent that some of the interviewees 

had a more robust understanding of the relationship between the p-value and statistical 

significance than was initially revealed in their survey data. The categories that resulted 

from the analysis of the survey responses were still useful in analyzing the interviewees 

understanding of the magnitude of the p-value and provided a useful foundation when 

analyzing how the interviewees understood the relationship between the p-values 

magnitude and a statistically significant result.  

Analysis of interviews provided greater evidence for the categorization initially 

generated in the survey regarding ways the participants viewed the p-value’s magnitude 

both procedurally and conceptually. First, I present excerpts from the interview showing 

evidence of participants who only focused on the procedural comparison of the p-value 

with the level of significance (SSLP). Second, I present excerpts from the interview 

showing evidence of participants who primarily focused on the conceptual understanding 

of the p-value as a measure of likelihood (SSL). Finally, I present excerpts from the 
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interview showing evidence of the hybrid thinking where we see participants discussing 

how the procedure of comparing the p-value with the level of significance relates to 

concepts of likelihood, practical significance, and statistical power. 

6.1.2.1. Evidence of procedural understanding of a p-value’s magnitude. Carol 

was a Masters student in mathematical science and mathematics education with less than 

a year of experience in teaching statistics. An initial categorization of her survey response 

did not show a clear evidence how she connected statistical significance with the p-value. 

When given the opportunity to discuss further her response, regarding why she chose a 

small p-value and how it might relate to her thinking of statistical significance, she relied 

heavily on the procedure of comparison with the level of significance as her response. 

For example, in the excerpt below we see how Carol describes her thought process when 

she was asked about the relationship between a small p-value and the results of the 

hypothesis test. 

Interviewer: What does that tell me about my null hypothesis? 

Carol: That you are going to reject it. Right because well it all depends on what 

your level of significance is. I think students have to interpret themselves. 

Because if we are testing the p-value against an alpha of 0.05. And the student 

gets an p-value of like 0.048 and they are super close together and you could 

either reject or not reject it because they are so close together and I think there 

it is up to the student to make like, to make the decision to actually think 

about the procedure and think about the data itself and then make his or her 

decision. 
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Interviewer: So here is one question.  So, let’s say you are doing a hypothesis 

test and you just got the p-value and you didn't even compare with the level of 

significance. Like I said, I got my p-value of 0.01 or 0.001. Can I just claim 

that my null is false? Can I do that just by looking at the p-value without 

actually comparing it with the level of significance? 

Carol: I think so yeah. 

Interviewer: In what way? 

Carol: I think that is because you are conditioned to compare p-value with 0.05 

or 0.01. And anything lower than 0.01 we are going to safely assume that we 

are just going to reject it. 

Interviewer: Do you always have to make that comparison? 

Carol: Yes. 

In Carol’s explanation, I wish to highlight how she discusses components of the 

standard practice of hypothesis testing done in introductory statistics courses; the 

procedure of rejecting the null hypothesis when the p-value is smaller than the level of 

significance. Furthermore, when questioned whether it is necessary to even make the 

comparison of the p-value with the level of significance even with a small p-value she 

responds with the idea of being ‘conditioned’ to compare it with a 0.05 or 0.01 but never 

giving a reason how those 0.05 or 0.01 are chosen or discussing the p-values as a measure 

of likelihood. Her use of the ‘conditioned’ is also indicative of memorizing a procedure 

that has been a pitfall of many introductory statistics students for simply using any 

standard level of significance without thinking about the consequences. This illustrates 
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greater evidence for Category 2 style thinking that was illustrated by many of the 

responses found in the survey. 

6.1.2.2. Evidence of conceptual understanding of a p-value’s magnitude. Jane 

was an instructor in CC and FUI with a Masters in Mathematics Education who at the 

time was also teaching introductory statistics courses. In her initial survey response, 

Jane’s responses put her in Category 3. When Jane was asked during the interview for 

further clarification of her survey response, she seemed to push strongly for the idea on 

how p-value is a measure of likelihood of the observed sample under the null assumption. 

An example of this was seen in the interview excerpt below. 

Interviewer: How do you relate the p-value and statistically significance. So, if a 

student asks you how are they related? 

Jane: So, the p-value can give us this kind of how extreme it (the sample) is 

under the assumption and if it (p-value) is giving a very small value then it 

(the sample) is very extreme which makes it statistically significant. 

Interviewer: Okay. Last one for this one. If a student asked you does the actual 

size of the p-value being an important thing or should I just not care? 

Jane: If you are trying to determine statistical significance then the size is very 

important. 

Interviewer: And from what I am seeing from your picture is that one. 

Jane: It has to be out there (points to the tail of a normal distribution) in order...it 

has to be out from the tail to provide statistical significance. 
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In the exchange above, we see Jane focus solely on the importance of the tail 

sections of a distribution and emphasizes that small p-values lead to statistical significant 

results because it shows how extreme a sample is a null assumption. This thinking does 

not rely on a comparison of the p-value with the level of significance, but the importance 

of the likelihood of the observe sample. Furthermore, Jane’s response to how she would 

respond to a student differs from that of Carol above who focused on the comparison. 

Jane’s responses relied on a visual model of a distribution and the idea of where the 

sample would fall in a distribution. The thinking displayed by Jane in the above excerpt 

gives stronger evidence for the type of thinking displayed by participants in Category 3.  

6.1.2.3. Evidence of hybrid understanding of a p-value’s magnitude. The last 

four individuals the interview (Phil, Angie, Sean, and James) each gave various 

categories of survey responses, but during the interview the importance of choosing an 

appropriate level of significance was eventually brought up by all four of these 

participants. Initially, Phil and Sean both fell into Category 2 in their survey response, 

Angie was in Category 3, and only James was in Category 5. Analysis of these four 

interviewees showed that at the end, all four of them displayed Category 5 thinking.  

Each interviewee could discuss ideas related to the likelihood of the observed 

sample to the null hypothesis, mention comparison of the level of significance with the p-

value, and discuss ideas on how to choose an appropriate level of significance. The 

interviewee, Phil, illustrated an example of this as shown in the following excerpt. 

Phil: P-value kind of tells you how far once side or which one you should lean to. 

Like I should be leaning towards H0 because the p-value is huge. What does 
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that mean? There is a lot of agreement between the data I saw and the null 

hypothesis I think I was going to see. A lot of agreement means I believe in 

the null. That kind of a that kind of a flow charty way. 

Interviewer: So, if a student were to ask you, does the size of the p-value, is that 

an important thing or is it just a number to me? How would you respond to 

that? 

Phil: Well I think the answer to both those questions is yes, it is just a number. 

The way research is done these...again Fisher never intended p-values the way 

they are being used in research. When he proposed them, he literally proposed 

that's the definition and that was it. They are being used unfortunately I just 

did stats for an OSU student about a year ago and she gave me a bunch of 

numbers and she's like can you find statistical significance with this? She 

didn't bother telling me alpha equals 5%, she simply says...this is a person 

who doesn't understand statistics at all, but she knows enough that she will not 

get published unless I can somehow manipulate this data so that less than 5%. 

You're laughing because you get the joke. It's completely ridiculous. I did a 

non-parametric test and I'm like look 20 different associations and I found 2 if 

I do them pairwise that find significance. Here is why I think you shouldn't 

publish this. I feel like I am p-hacking with your data. I am basically throwing 

stuff at a wall and seeing what sticks and two of them manage to 5% or less 

come out. You can't find more? Like do you understand what you are asking 

me to do? You're asking me to find potentially associations just to get you 
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small p-values. I tell these students these stories all the time because she is not 

the first one to have this happen. To ask me to do this. So the small p-value 

is...think about it this way. By the time you've gotten to the crunching of the 

numbers in your research experiment, 99.9999% of the hard work is already 

done. You've collected data that is hopefully pointing at what it is you're 

trying to measure. You have established guidelines and benchmarks that 

hopefully, when you put the line in the sand and alpha equal whatever it is, is 

being meaningful in a practical and statistically significant way. 

In this excerpt, we see Phil discussing an experience he had with a student related to the 

differences between comparing the level of significance and the meaning of the p-value 

as a measure of unusualness. In his explanation, he describes how the student is simply 

focused on the procedural comparison of the p-value with the level of significance and in 

his rebuttal also discusses that this is something you should not be doing in practice 

because it does not agree with the work of Fisher who original meant for the p-value as a 

measure of the unusualness for a observed sample against the null assumption. His ability 

to relate the two types of understanding shows strong evidence of combining SSLP and 

SSL. This way of thinking also influences his pedagogical view because it gives him an 

ability to assess how a student is thinking of the relationship between the p-value and 

statistical significance incorrectly. He remarks that just trying to get a p-value below a 

level of significance is not the only important part of the hypothesis test but thinking 

about what that p-value means is just as vital. He uses the metaphor of putting a line in 
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the sand for choosing a level of significance based on guidelines and benchmarks which 

shows evidence of SSPPS thinking.  

Evidence of Phil being in SSPPS was mainly overshadowed by his focus on the idea 

that p-values helps provide evidence against the null assumption. It was only apparent his 

thinking was in Category 5 when he was asked to discuss what he think is meant by 

statistical significance.  

Phil: Statistically significantly is different from the other one. So the first thing to 

back up a little bit more, your statistically significance...one of the first things 

I have students understand in the first couple of weeks we are doing 

confidence intervals is the difference between statistical significances and 

practical significance. Because that is huge, because you can get statistically 

significant results by increasing your sample size without having real practical 

effect. And we can convince ourselves pretty easily that until we're experts in 

our fields, we won't know what practical significance is and we can discuss 

that all day long with our colleagues. So statistical significance essentially 

means that you know...when something is statistically changed or different. 

We have gotten data that have moved far enough away, quote, unquote, far 

enough away from some null assumption that you flag it as something as 

changed or it hasn't gotten far enough away.    

In the excerpt, we see Phil discussing the difference between statistical and practical 

significance but still focus on the importance of the data showing a difference from a null 

assumption. He also continues to discuss ideas that relate to the difference between 
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statistical significance and practical significance when he makes comments about setting 

appropriate sample sizes.   

As mentioned, similar ways of thinking were expressed by the other interviewees. For 

example, Sean, makes the following statement when discussing the importance of the 

choosing the level of significance. 

Sean: What were the p-values for experiments where you used a larger sample size? 

What were the p-values for a smaller sample size? Because it was like does it 

mean anything? That's where you have the alpha. The alpha almost carries like 

information from previous studies and from the field itself. So it is saying this is 

the statistical significance for this field. You might have a 0.01 for a psychology 

experiment. You might have a 0.01 for an engineering experiment. 

If you might recall, Sean’s background is a doctoral candidate in statistics who also has 

experience doing statistical research. In his discussion, he focuses on two important 

ideas. One is the importance of choosing appropriate samples sizes and the importance of 

prior research when choosing an appropriate level of significance. These are all important 

aspects of the theoretical concept of statistical power that is something not discussed by 

all three other interviewees (i.e. Phil, James, and Angie). Another interviewee, Angie, 

who also fell in this category brought up a similar idea of the importance of choosing an 

appropriate level of significance by discussing two different contexts where choosing an 

arbitrary the level of significance could have severe consequences.  

Angie: And where you put that obviously depends on a lot of things. Umm...how 

important it is you are correct in your assumption that it is for example that the 
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alternative is true. So in medicine for example, we wouldn't want to use a 5% p-

value and say you know we tested this drug we found we found with 5% 

significance that it helps people. That’s not going to quite cut in in the medical 

community, but if you are just doing a study on will this installing a sidewalk here 

do students want a sidewalk installed through this walkway. Something really 

small and you say yes more students want one here than want the garden that is in 

place then 5% would cut it. So, it is really just are the results you see errant 

enough from your assumption that you are willing to conclude the alternative. 

Like Sean, Angie is a doctoral candidate in statistics with a background in statistical 

research. In her explanation, we see an elaboration on the importance of context in 

choosing the level of significance that relate to the severity of a result. In her work, she 

focuses on the differences between concluding the results of a survey on sidewalks versus 

the results of a medical experiment. In her description, she views the results of hypothesis 

testing on medical experiment being a much bigger consequence. This focus on the 

importance of practical significance of the p-value and how it is important to consider 

what the results might mean if we just arbitrarily set a level of significance without much 

thought.  

6.1.3. Summary of the Graduate Student Task. The Graduate Student Task 

provided evidence of ways teachers might understand the role of the p-value in making 

statistically significant claims. The initial survey provided a strong foundation for 

analyzing how we might come to categorize ways teachers view the magnitude of the p-

value and statistical significance. The interviews provided even greater evidence for these 
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categories by showing us how teachers come to understand the procedural and conceptual 

concepts of a p-value’s magnitude. The categories themselves can also be beneficial for 

future researchers because it shows a hierarchical understanding a p-value’s magnitude 

that applies to both teachers and students. SSHP itself shows a base level understanding 

where the focus is simply on comparing a p-value with a level of significance without 

justification for choosing a level of significance. SSLP is the next step because it relies on 

fixed values for level of significance (e.g. 1% or 5%) to help in making that comparison, 

but it still does not give meaning to the p-value. SSL starts to give meaning to the p-value 

as a measure of likelihood but extra understanding is necessary to connect it to SSLP. 

Unfortunately, just understanding SSL and SSLP is very limited because it’s reason for 

choosing a level of significance is simply based on a personal view of unusualness. In 

other words, some researchers might consider 1% to be an acceptable level of 

significance because it is already a small cutoff measure of unusualness, but researchers 

might see it as not unusual enough. SSPPS is where most statisticians and we hope 

teachers would be because it provides the most robust understanding of the relationship 

between p-values and level of significance. The reason is because SSPPS thinking about 

statistical power and practical significance helps researchers considers what might be 

appropriate cutoff measures of unusualness through a set of fixed method and guidelines 

that have a theoretical foundation.  

The interview data does show some promising results because it illustrated that 

even those participants who fell into lower categories in the survey data eventually 

showed SSPPS thinking during the interview. Unfortunately, this was not true for all the 
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interviewees. Of the seven, only four showed evidence of SSPPS. This data shows that 

there is a still a need for professional development in the concept of a p-value’s 

magnitude. 

6.2. Computing p-values with Samplings Distributions. 

A component of a robust understanding for a p-value includes knowing how it 

relates to sampling distributions and simulations. Traditionally, hypothesis testing in 

introductory statistics classes rarely use simulation approaches to hypothesis testing. As 

discussed in the literature, traditional courses rely on methods that shroud deep 

theoretical ideas of statistical inference. The simulation approach to hypothesis testing 

removes some of the theoretical complexity through the creation of (computer) models 

that generate empirical sampling distributions. The computation of the p-value then 

becomes more accessible to students because it can be found using relative frequencies. 

This makes it easier to assess ways an individual might compute a p-value. This 

motivated the investigation of the second theme that analyzes participants’ understanding 

of the relationship between p-values, sampling distributions, and simulations.  

The main purpose of this section is to present results on the participants’ 

understanding of the p-value computation when using a simulation approach to 

hypothesis testing. The primary task used to analyze how participants understand the 

relationship between p-value, simulations, and sampling distribution was the Helper-

Hinderer Task (Figure 18). The task was developed to assess participants’ knowledge by 

presenting a hypothetical student solution to a statistical problem portrayed as a 

simulation approach to a one-proportion hypothesis test. I primarily focus on data 
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resulting from the second question where the participants were prompted to find an 

approximate p-value and to explain their computation. The survey results showed seven 

categorical approaches where participants correctly (and incorrectly) computed the p-

value using a relative frequency or utilized theoretical probability. I also present 

interview data that further elaborates why participants chose to do specific computational 

approaches. The interview contained noteworthy moments where the participants made 

important connections between their understanding of the simulation models and how it 

potentially affects their pedagogical thinking. 

A sociology study was conducted to determine whether babies are able to recognize the 

difference between good and bad. In one experiment, 30 six-month old babies were randomly 

selected. Each baby was shown two possible puppets to play with, a ‘good’ puppet that helped 

and a ‘bad’ puppet that hindered.  21 out of 30 babies showed a strong preference for the helper 

puppet over the hinderer. In order to determine if this result provides strong statistical evidence 

that babies really do have a preference for the ‘good’ or helper puppet, James, a statistics student, 

conducted the following test procedure: 

• James gets a coin and flips the coin 30 times. 

o If the coin lands on the “heads”, he records the baby as preferring the helper 

puppet. 

o If the coin lands on the “tails”, he records the baby as preferring the hinderer 

puppet. 

• James then used a computer simulation to repeat the previous step 1000 times. 

• James then plots the distribution for the number of times a baby chooses the helper 

puppet from each of the 1000 samples of size 30. This is shown in the graph below. 

 

i.) James’ procedure is based on which assumption? 

a. A baby is more likely to choose the helper puppet. 
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b. A baby is equally likely to choose either the helper or hinderer puppet. 

c. A baby is more likely to choose the hinderer puppet. 

 

Explain the reason for your choice. 

 

ii.) Suppose James wanted to conduct a right-tailed hypothesis test using the simulated data.  

• What would you estimate for the p-value?  

• Explain how you found the p-value and interpret it in the context of James’ research. 

iii.) Based on your estimated p-value, what do you think should be James’ conclusion?   

a. There is statistically significant evidence that babies are more likely to choose helper puppets. 

b. There is statistically significant evidence that babies are more likely to choose hinderer 

puppets. 

c. There is statistically significant evidence that babies are equally likely to choose helper or 
hinderer puppets. 

Explain the reason for your choice. 

Figure 18. Helper-Hinder Task 

6.2.1. Survey Results: Computing p-values with sampling distributions. The 

second question of the Helper-Hinderer Task was designed to asses a participant’s ability 

to compute an approximate p-value using an empirical sampling distribution generated 

via a simulation. Participants were directly asked to find an approximate p-value and then 

prompted to explain their computation. The correct p-value was expected to be 0.024. 

Table 19 shows the results of the number participants who correctly computed the p-

value, those who computed an alternative correct p-value, and those who computed an 

incorrect value broken down their demographically. 

Table 19. Results of P-value Computation for Helper-Hinderer Task. 

  

GTA 

 

GRA 

GTA 

&  

GRA 

 

CCI 

 

FYI 

CCI 

& 

FYI 

 

Total 

Correct Computation 15 5 2 11 6 0 39 

Incorrect Computation 6 0 1 4 2 0 13 

Correct Computation using 

alternative methods 

1 0 0 0 1 1 3 

Total 22 5 3 15 9 1 55 
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Table 19 shows that 39 of the 55 participants correctly computed the expected p-

value of 0.024 using the empirical sampling distribution. There were also 16 of the 55 

participants who gave responses other than 0.024.12 Of the 16 participants, three gave a 

computation of a p-value that could be considered correct. These computations included 

those participants who correctly used a binomial distribution, normal approximations, or 

a one proportion hypothesis test. While the computation of the p-value by these 

participants did not use the empirical sampling distribution as instructed in the task, they 

still correctly computed the p-value using standard statistical procedures. As a result, they 

were counted differently than those participants who computed a p-value that were 

clearly incorrect. Those participants who were assessed as giving incorrect p-values used 

approaches that did not correspond to either a correct theoretical or empirical approaches 

to the p-value’s computation.  

 While majority of the participants gave the expected response for the p-value, the 

fact that approximately 29% (16 out of 55) of the participants gave varied responses 

shows a large percentage of participants that did not understand the purpose of the 

empirical sampling distribution provided. These individuals included nine of the graduate 

students and seven of the instructors. These initial results shows a potential gap in the 

knowledge of the participants regarding their understanding of a simulation approach to 

hypothesis testing.  

After reviewing the results of the various computations, the responses provided by the 

participants’ explanations were categorized. Seven categories of computational 

                                                           
12 The responses given by these 16 people will be explained later in this section. 
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approaches were identified from the survey. Two categories were identified for the 39 

participants who gave the correct p-value of 0.024 and five additional categories were 

identified for those participants who gave incorrect computations. These categories will 

be explained in further detail below.  

Category CRF (Computation with Relative Frequency) describes those participants 

who that only described a computation where they counted the number of observations in 

the empirical sampling distributions that occurred for the outcomes of 21 and higher. 

Sample excerpts from the survey include those seen in Table 20. 

Table 20. Examples of CRF. 

Participant 

Information 

Explanation 

FYI Doctorate 

in Statistics 

Counted the number of replicates that were 21 or more and divided by 1000. 

GTA Doctoral 

Candidate in 

Statistics 

By looking at the graph, you can see that 24 of the experiments had at least 21 

babies preferring the helper. 

GTA Doctoral 

Candidate in 

Mathematics 

It is the area passed the expected results. So (14+8+2)/1000. 

 

The excerpts given in Table 20 shows a process done by participants where they first 

noticed the observed sample gave a proportion of 21/30. They proceeded to then count 

the frequency of occurrences for 21 or greater in the empirical sampling distribution 

which amounts to (14+8+2)/1000 = 24/1000 = 0.024. An image of the empirical 

sampling distribution from the Helper-Hinderer Task with the marked p-value region is 

shown in Figure 19 below. The approach described by these participants aligns correctly 

with the expected computation of a p-value by computing the relative frequency from the 
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empirical sampling distribution using the definition of the p-value as “the probability of 

getting results as extreme or more extreme as the observed sample statistic.” 

 

Figure 19. Empirical sampling distribution with the correct p-value region. 

Category CRFANH (Computed with Relative Frequency Assuming Null Hypothesis) 

describes those participants whose explanations encompassed the ideas of a correct 

computation of the p-value using relative frequency with an additional emphasis of the 

null assumption. Unlike those participants in Category CRP who only described how they 

are counting the frequency of occurrences, these participants included in their 

explanations a reference to a null hypothesis. Sample excerpts for this category include 

those seen in Table 21. 

Table 21. Examples of CRFANH. 

Participant 

Information 

Explanation 

GTA 

Doctoral 

Candidate in 

Mathematics 

The plot shows the (approximate) distribution of "number of babies who chose 

helper dolls in a sample of size 30" under the assumption that babies are equally 

likely to choose either the helper or hinderer puppet.  The p-value is then the 

probability of obtaining a result as extreme as the one we did (i.e. 21 or more 

babies out of 30) under that assumption.  The plot shows that 21/30 occurred 14 

times, 22/30 occurred 8 times, and 23/30 occurred 2 times (and presumably 24 

and above did not occur at all!), so the p-value is (14+8+2)/1000, since there were 


