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CHAPTER I

INTRODUCTION

This thesis addresses an aspect of the general problem of arrival time estimation at an array of sensors of a sequence of wavefronts emitted at physically distinct locations. Our interest is in direction-of-arrival (DOA) estimation.

Previous work in performance analysis was based on secondary parameters, parameters which depend on the specifics of the particular data trials, making comparison of distinct algorithms difficult. We here express the DOA statistics in terms of fundamental parameters which are independent of the particular data structures and allow us to observe direct relations between processing performance and signal measurement conditions.

Major results include the following: unified performance analysis of element space DOA estimation algorithms; unified performance analysis of beamspace DOA estimation algorithms; and the effects of forward-backward averaging and spatial smoothing on the performance of DOA estimation.

1.1 ORGANIZATION OF THE THESIS

The thesis is organized as follow:

• Chapter I: General introduction.

• Chapter II: Review of the DOA estimation problem and DOA estimation algorithms.
• Chapter III: Review of subspace perturbation theory and the unified statistical performance analysis. Develop unified formula for the statistics of elementspace DOA estimation algorithms using physical parameters.

• Chapter IV: Extension of the analysis to the beamspace DOA estimation problem.

• Chapter V: Performance analysis of DOA estimation algorithms using forward-backward averaged data.

• Chapter VI: Performance analysis of DOA estimation algorithms using spatially smoothed data.

• Chapter VII: Conclusion.

1.2 NOMENCLATURE

Matrix Operation:

\( (\cdot)^T \) = transpose of matrix \( (\cdot) \)

\( (\cdot)^* \) = complex-conjugate of matrix \( (\cdot) \)

\( (\cdot)^H \) = complex-conjugate transpose of matrix \( (\cdot) \)

\( e_k = (0 \cdots 1 \cdots 0), 1 \text{ in the } k\text{-th position} \)

\( A^\dagger = \text{pseudo-inverse of a full-rank matrix } A; A^\dagger = (A^H A)^{-1} A^H \)

\( I \) = identity matrix

\( J = \text{permutation matrix, } J = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \)

\( (\cdot)(i,j) = \text{the } i,j\text{-th element of matrix } (\cdot) \)

\( \text{Tr}(\cdot) = \text{the trace of matrix } (\cdot) \)
\[ \text{Im}(-) = \text{imaginary part of matrix } (-) \]
\[ \text{Re}(-) = \text{real part of matrix } (-) \]
\[ E(-) = \text{the expectation of matrix } (-) \]
\[ A^\dagger = \text{the matrix } A \text{ with the first row deleted} \]
\[ A^\perp = \text{the matrix } A \text{ with the last row deleted} \]
\[ \Delta(-) = \text{perturbed quantity of } (-) \]
\[ (\cdot)' = \text{noise-corrupted quantity of } (\cdot) \]

Principal Symbols:
\[ S = \text{signal matrix } S = (s(1), \cdots, s(M)) \]
\[ N = \text{noise matrix } N = (n(1), \cdots, n(M)) \]
\[ Y = \text{data observed from sensor array } Y = (y(1), \cdots, y(M)) \]
\[ R = \text{covariance matrix of data} \]
\[ a(\theta) = \text{steering vector determined by array geometry} \]
\[ A = \text{array manifold } A = (a(\theta_1), \cdots, a(\theta_P)) \]
\[ \Sigma, U, V = \text{singular values, left- and right- singular vectors} \]
\[ \Sigma_s, U_s, V_s = \text{signal singular values, signal left- and right- singular vectors} \]
\[ \Sigma_o, U_o, V_o = \text{noise singular values, signal left- and right- singular vectors} \]
\[ \Omega_s = \text{signal-subspace } \Omega_s = A(A^H A)^{-1} A^H \]
\[ \Omega_o = \text{orthogonal-subspace } \Omega_o = I - A(A^H A)^{-1} A^H \]
\[ R_s = \text{signal covariance} \]
\[ \vartheta = \text{direction-of-arrival plane-wave signal} \]
\[ \sigma_n^2 = \text{power of observation noise} \]
\[ \sigma_s^2 = \text{power of source} \]
\[ \rho = \text{correlation coefficient between signals} \]
\[ \lambda_k = e^{j \frac{2\pi d}{\lambda} \sin \theta_k} \]
\[ D = \begin{pmatrix} \lambda_1 & 0 \\ \vdots & \ddots \\ 0 & \lambda_K \end{pmatrix} \]
CHAPTER II
DOA ESTIMATION ALGORITHMS

II.1 INTRODUCTION

MUSIC [7] and Min-Norm [8] are subspace-based DOA estimation algorithms which utilize the orthogonality property between the signal and orthogonal subspaces. Both of them locate the DOAs by searching for zeros of the null-spectrum. When a uniform line array is used, Root-MUSIC and Min-Norm can be employed for DOA estimation by searching for the roots of polynomial.

Subspace Rotation [9] (such as State-Space Realization (TAM) [10], ESPRIT [11]) is method for DOA estimation which exploit the rotation invariant property of two subarrays. No searching is involved in these methods, and therefore the computational requirements are less.

In this chapter, we first give the data model for the DOA estimation problem and then introduce the concept of subspace decomposition. Then, the subspace algorithms proposed in the last decade for the problem of estimating directions of arrival (DOA) will be reviewed briefly.

II.2 DOA ESTIMATION PROBLEM FORMULATION

We consider $F$ plane waves simultaneously incident on an array of $L$ sensors (Figure 1). The emitter signals are assumed to be narrowband. The propagation time across the array is small compared to the time variations of the amplitude and
phase modulation of the carrier frequency. Thus the propagation of a wavefront between sensor elements is modeled as a simple phase delay. For the purpose of comparison, we will generally use a uniform line array geometry; other geometries will be specified in different places.

The signal arriving at the \(i\)-th sensor at time \(t\) is

\[
y_i(t) = \sum_{k=1}^{P} e^{j \frac{2\pi df}{\lambda_c} \sin \theta_k (i-1)} s_k(t)
\]

\[
= \begin{pmatrix} e^{j \frac{2\pi df}{\lambda_c} (i-1) \sin \theta_1} & \cdots & e^{j \frac{2\pi df}{\lambda_c} (i-1) \sin \theta_P} \end{pmatrix} \begin{pmatrix} s_1(t) \\ \vdots \\ s_P(t) \end{pmatrix}
\]

(1)

where \(s_k(t)\) is the \(k\)-th narrowband signal (with center wavelength \(\lambda_c\)) arriving at angle \(\theta_k\), and \(d\) is the spacing between adjacent sensors. The signals arriving at all the sensors at time \(t\) are

\[
y(t) = \begin{pmatrix} 1 \\ e^{j \frac{2\pi df}{\lambda_c} \sin \theta_1} \\ \vdots \\ e^{j \frac{2\pi df}{\lambda_c} (L-1) \sin \theta_1} \\ e^{j \frac{2\pi df}{\lambda_c} (i-1) \sin \theta_1} \\ \vdots \\ e^{j \frac{2\pi df}{\lambda_c} (L-1) \sin \theta_P} \\ e^{j \frac{2\pi df}{\lambda_c} (i-1) \sin \theta_P} \end{pmatrix} \begin{pmatrix} s_1(t) \\ \vdots \\ s_P(t) \end{pmatrix}
\]

or in vector form,

\[
y(t) \overset{\text{def}}{=} \begin{pmatrix} a(\theta_1) & \cdots & a(\theta_P) \end{pmatrix} s(t) \overset{\text{def}}{=} A(\theta)s(t)
\]

where \(A(\theta)\) and \(a(\theta)\) (steering vector) represent the array characteristics. Take \(M\) snapshots of the signal to form a data matrix as

\[
Y = \begin{pmatrix} y_1(1) & \cdots & y_1(M) \\ \vdots & \ddots & \vdots \\ y_L(1) & \cdots & y_L(M) \end{pmatrix} = A(\theta) \begin{pmatrix} s(1) & \cdots & s(M) \end{pmatrix}.
\]

(2)

The localization problem is to estimate the DOAs \((\theta_1, \cdots, \theta_P)\) from the array output \(Y\). To solve this problem, we make the following assumptions regarding the array, the signals and the noise:
A1: The number of signals is known and is smaller than the number of sensors, namely, \( P < L \).

A2: Every set of \( P \) steering vectors is linearly independent.

A3: The noise is circular, stationary and ergodic, complex valued Gaussian process with zero mean and covariance matrix \( E(\mathbf{NN}^H) = \sigma_n^2 \mathbf{I} \). The circular property imply that \( E(\mathbf{NN}^T) = 0 \).

II.3 SUBSPACE DECOMPOSITION

The subspace decomposition can be performed on the data matrix \( \mathbf{Y} \) by a singular value decomposition (SVD), or on the covariance matrix \( \mathbf{R} = \mathbf{Y} \mathbf{Y}^H \) by an eigenvalue decomposition. The subspace decomposition using SVD on the direct data matrix \( \mathbf{Y} \) is as follows (Figure 2):

\[
\mathbf{Y} = \mathbf{U} \Sigma \mathbf{V}^H = \begin{pmatrix} \mathbf{U}_s & \mathbf{U}_o \end{pmatrix} \begin{pmatrix} \Sigma_s & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \mathbf{V}_s^H \\ \mathbf{V}_o^H \end{pmatrix}
\]

where \( \mathbf{U}_s \) are the singular vectors \((L \times P \) matrix) associated with the \( P \) non-zero singular values, while \( \mathbf{U}_o \) are the singular vectors \((L \times L - P \) matrix) associated with the zero singular values. The singular vectors are assumed normalized so that \( \mathbf{U}^H \mathbf{U} = \mathbf{I} \). Subspace algorithms are based on two important properties of the subspaces:

- The vectors in \( \mathbf{U}_s \) span the signal subspace which is defined as the span of the columns of the array manifold matrix \( \mathbf{A}(\vartheta) \). The signal subspace projection matrix can be calculated by

\[
\Omega_s = \mathbf{U}_s \mathbf{U}_s^H = \mathbf{A} \left( \mathbf{A}^H \mathbf{A} \right)^{-1} \mathbf{A}^H
\]
The vectors in $U_o$ span the orthogonal subspace which is the orthogonal complement of the array manifold. This orthogonality between the orthogonal-subspace and array manifold can be expressed as

$$a(\theta_k)^H U_o = 0, \quad k = 1, \ldots, P.$$  \hspace{1cm} (3)

or

$$a(\theta_k)^H \Omega_o = 0, \quad k = 1, \ldots, P.$$  \hspace{1cm} (4)

where

$$\Omega_o = U_o U_o^H = I - \Omega_s$$

is the orthogonal subspace projection matrix.

The above properties hold for arbitrary array geometry where the entry in the $i$-th row and $k$-th column (corresponding to sensor located at $[x_i, y_i]$) of $A(\theta)$ can be written as

$$a_i(\theta_k) = e^{j \frac{2\pi}{\lambda} (x_i \sin \theta_k + y_i \cos \theta_k)}.$$

As shown in [12], the orthogonal-subspace obtained from an eigenvalue decomposition of the covariance matrix and the orthogonal-subspace from a singular value decomposition of the direct data matrix are the same. In this work, all the algorithms used will be based on direct-data for analytical simplicity. The direct-data algorithms will have the same performance as the covariance-based algorithms, with perhaps slightly better numerical properties. One reason that the direct-data algorithm might not be often used in practice is that the dimensions of the matrices grow

\footnote{The term "noise-subspace" has been previously used to describe what we call the orthogonal subspace. Since this subspace is the orthogonal complement of the signal subspace, and since it is well defined whether or not any noise is present in the problem, we believe the term "orthogonal-subspace" is more appropriate.}
with the data length, while the covariance matrix has fixed dimensions. However, for the purpose of analysis, the direct-data algorithm is much easier to deal with.

II.4 SUBSPACE-BASED DOA ESTIMATION METHODS

II.4.1 MUSIC

MUSIC performs a one-dimensional search for the $P$ zeros over $\theta$ of the null-spectrum

$$P_{MU}(\theta) = a(\theta)^H U_o U_o^H a(\theta) = a(\theta)^H \Omega_o a(\theta)$$

(5)

In the noise-free case, $P_{MU}(\theta)$ reaches zeros at the true DOAs. When the data is corrupted by noise, the $P$ minimums of the null-spectrum are regarded as the DOA estimated.

In this and future equations, the symbol $\theta$ without a subscript is a scalar variable which represents a possible direction of arrival, while the subscripted symbol $\theta_k, k = 1, \ldots, P$ refers to the actual directions of arrival in the noise-free data.

II.4.2 Min-Norm

For uniform line array, Min-Norm searches the roots of polynomial

$$a(z^{-1})^T d = \prod_{i=1}^{L-1} (1 - r_i z^{-1})$$

where

$$d = U_o \frac{c}{\|c\|^2} \overset{\text{def}}{=} U_o c = \frac{\Omega_o e_1}{\|\Omega_o e_1\|^2}$$

(6)

$c^H = e_1^H U_o$ which is the first row of $U_o$ and $z \overset{\text{def}}{=} e^{j2\pi d \sin \theta}$. The $P$ roots which have largest amplitudes are chosen as the signal-roots and the rest are regarded as noise roots.

For arbitrary array geometry, the Min-Norm algorithm [13] searches for the $P$ zeros over $\theta$ of the null-spectrum

$$P_{MN}(\theta) = a(\theta)^H d d^H a(\theta).$$

(7)
In this case, Min-Norm can be treated as a *Weighted* MUSIC where the null-spectrum can be defined as

\[ P_{MN}(\theta) = a(\theta)^H W_0 U_0^H a(\theta) \]  

(8)

where \( W = I \) for MUSIC and \( W = \bar{c}c^H \) for Min-Norm.

II.4.3 Root-MUSIC Algorithm

When a uniform line array is used, Root-MUSIC forms and roots the null-spectrum polynomial

\[ P_{RM}(z) = a(z^{-1})^T U_0 U_0^H a(z) = A \prod_{i=1}^{L-1} (1 - r_iz^{-1})(1 - r_i^*z). \]  

(9)

The polynomial \( P_{RM}(z) \) has \( 2(L-1) \) roots. But unlike Min-Norm, Root-MUSIC always chooses the \( P \) roots with largest amplitudes inside the unit-circle. This choice results in a bias in the radial direction of the estimated roots since when white observation noise is present the signal-roots will be perturbed inside and outside the unit-circle. However, DOA estimates are only functions of the angles of the roots, not the radii. Thus the radial bias does not affect the DOA estimates obtained by Root-MUSIC.

II.4.4 Subspace Rotation Methods

State-Space Realization [10] and ESPRIT [11] are two typical Subspace Rotation DOA estimation methods among others. The basic assumption here is that the array manifold has the *shift invariant* property:

\[ A^1D = A^1 \]  

(10)
where

\[ D = \begin{pmatrix} e^{j2\pi d \sin \theta_1} & 0 \\ \vdots & \ddots \\ 0 & e^{j2\pi d \sin \theta_p} \end{pmatrix} \]

which contains the DOA information. This property can be found in a uniform linear array or using array composed of matched sensor doublets.

Since \( U_s \) and \( A \) has the same span, if we choose \( \Phi = U_s W \) (\( W \) is a nonsingular \( P \times P \) matrix which could be fixed or data dependent. For example, \( W = \Sigma_s^{\dagger} \) for SSR and \( I \) for ESPRIT), then we have the relation

\[ \Phi^\dagger F = \Phi^\dagger \] (11)

where \( F \) is similar to \( D \)

\[ F = LDL^{-1}. \]

So by uniquely solving

\[ F = \Phi^{\dagger}\Phi^{\dagger} \] (12)

the eigenvalues of \( F \) are the same as that of \( D \) which can be used for the DOA estimation.
Figure 1. A Typical Array Scene:

$(1)\theta \quad (1^{-1})\theta \quad \ldots \quad (1)\epsilon \quad (1)^{11}$
Figure 2. Subspace Decomposition: A Three-sensor Two-source Example.
CHAPTER III

PERFORMANCE ANALYSIS

III.1 INTRODUCTION

Early study on performance of DOA estimation algorithms were based on simulations, which did not provide the insight of the performance. Pioneered by Kaveh and Barabell [14], analytical performance evaluation has attracted much excellent research, (see [9, 15, 16, 17, 18, 19, 20, 21, 22] among many others), various statistical properties have been revealed. However, the following limitations occur in the performance study: (1) the use of singular values and singular vectors which are nonlinear functions of either the algorithms or data structures. (2) analyzing individual algorithms, making comparison with different methods difficult; (3) assuming unbounded data sets are available (even in analyzing finite data effect induced by observation noise), which may not be a realistic assumption; (4) involving complicated mathematics and statistics, thus resulting in untractable expressions;

By expressing the subspace perturbation in terms of data perturbation using first order linear approximation, Li and Vaccaro[12, 23, 24, 25, 26] developed a performance analysis of the subspace processing algorithms in a unified, and self-contained fashion. The analysis was based on bounded data measurements. The common models they established successfully overcome the second and third limitation listed.

Unfortunately, like most of the previous performance analysis, the formulas
they developed for the statistics of DOA estimation were expressed in terms of unperturbed data parameter such as the singular vectors and singular values. These singular vectors and singular values are derived from the original data via nonlinear mathematical transformation, and are data-trial dependent. The relations between DOAs and source separations and coherence, numbers of sensors and snapshots are not revealed explicitly, rather are contained only in numerical plots. So the ultimate goal is to express the DOA error statistics in terms of fundamental parameters such as array manifold, signal covariance, and number of the snapshots and sensors, rather than data-trial dependent singular values and vectors.

In this chapter, we develop a unified performance analysis.

III.2 REVIEW OF PREVIOUS WORK

In this section, we briefly review the subspace perturbation theory developed by Li and Vaccaro [25]. The performance analysis of DOA estimation algorithms using this theory was introduced afterwards.

III.2.1 Perturbation of Subspaces

Various data perturbations are always present in practice which results in the perturbation of estimated subspaces. The perturbed data matrix can be written as

$$\hat{Y} = Y + \Delta Y = Y + N + \Delta AS.$$  

Where $N$ is the observation noise and $\Delta A$ is the sensor error. The subspace decomposition of perturbed data by SVD is

$$\hat{Y} = \hat{U} \Sigma \hat{V}^H = ( \hat{U}_s \ \hat{U}_o ) \left( \begin{array}{cc} \hat{\Sigma}_s & 0 \\ 0 & \hat{\Sigma}_o \end{array} \right) \left( \begin{array}{c} \hat{V}_s^H \\ \hat{V}_o^H \end{array} \right).$$ (13)
We can now write

$$\hat{U}_o = U_o + \Delta U_o, \quad \text{and} \quad \hat{U}_s = U_s + \Delta U_s \quad (14)$$

where $\Delta U_o$ and $\Delta U_s$ are the perturbations in the estimated orthogonal- and signal-subspaces. At high SNR (small perturbations), a first-order perturbation expansion can be used to get a linear approximation to the perturbed subspaces.

Lemma III.1 The perturbed orthogonal subspace is spanned by $U_o + U_s Q$ and the perturbed signal-subspace is spanned by $U_s + U_s P$, where $P$ and $Q$ are matrices whose norms are of the order of $\|\Delta Y\|$. The matrix norm can be any submultiplicative norm such as the Euclidean 2-norm or the Frobenius norm.

Proof: See [27, 28].

We now proceed to derive an explicit expression for the matrix $Q$ which is valid up to first-order. From

$$\hat{U}_o^H \hat{Y} = \tilde{\Sigma}_o \tilde{V}_o^H. \quad (15)$$

Using (14) and the fact that $\tilde{\Sigma}_o = \Delta \Sigma_o$ (since the noise-free value of $\Sigma_o$ is $\Sigma_o = 0$) and $V_o + V_s Q$ where $Q$ is of the order of $\Delta Y$, (15) can be written as

$$(U_o + U_s Q)^H (Y + \Delta Y) = \Delta \Sigma_o (V_o + V_s Q)^H. \quad (16)$$

By neglecting second order terms and using the fact that $U_o^H Y = 0$, we get

$$Q \doteq -\Sigma_s^{-1} V_s^H \Delta Y^H U_o \quad (17)$$

where we introduce the symbol "\doteq" to mean "equal up to first-order terms." Finally

$$\Delta U_o \doteq U_s Q = -U_s \Sigma_s^{-1} V_s^H \Delta Y^H U_o. \quad (18)$$

We emphasize the fact that (18) is a general first-order expression for the perturbation of the orthogonal-subspace due to perturbations in the data matrix regardless
of the source of those perturbations. The expression for $\Delta U_o$ can be used to analyze the performance of any algorithm which estimates the orthogonal subspace from data.

Using the orthogonality between the perturbed orthogonal and signal subspaces, we have

$$\hat{U}_o^H U_s = (U_o + U_s Q)^H (U_s + U_o P) = 0. \quad (19)$$

Using the orthonormal property of unperturbed subspaces, the above equation reduces to

$$P = -Q^H. \quad (20)$$

Thus we have

$$\Delta U_s = U_o P = U_o U_o^H \Delta Y V_s \Sigma_s^{-1}. \quad (21)$$

III.2.2 Performance of Extrema-Searching Algorithms

A common model for the null spectrum function associated with MUSIC and Min-Norm searching algorithms can be written as

$$P(\theta, U_o) = a(\theta)^H U_o W U_o^H a(\theta)$$

where the weighting matrix $W$ equals $I$ for MUSIC and $W = \bar{c} \bar{c}^H$ for Min-Norm, and $\theta$ is a scalar variable which represents a possible direction of arrival. Then by (3)

$$P(\theta_k, U_o) = 0 \quad \text{for} \quad k = 1, \ldots, K. \quad (22)$$

Step 1. Approximate the derivative of the null spectrum function using the first two terms in its Taylor series expansion about the true angles of arrival at high SNR

$$\frac{\partial P(\hat{\theta}_k, \hat{U}_o)}{\partial \theta} = \frac{\partial P(\theta_k, \hat{U}_o)}{\partial \theta} + \frac{\partial^2 P(\theta_k, \hat{U}_o)}{\partial \theta^2} \Delta \theta_k, \quad k = 1, \ldots, K. \quad (23)$$
Since the left-hand side of the above equation is zero, we can solve for $\Delta \theta_k$ from (23) as follows

$$\Delta \theta_k = -\frac{\partial P(\theta, \U_o)}{\partial \theta} = -\frac{\partial P(\theta, \U_o)}{\partial \theta}, \text{ for } k = 1, \ldots, K. \quad (24)$$

Step 2. Substitute $\Uhat_o = \U_o + \DU_o$ and $\What = \W + \DW$ into (24) and approximate (24) by first-order perturbation expressions in $\DU_o$. After some lengthy but straightforward derivation [12], we obtain

$$\Delta \theta_k = \frac{Re[-a(\theta_k)H \DU_o \WU_o^H a^{(1)}(\theta_k)]}{a^{(1)}(\theta_k)H \U_o \WU_o^H a^{(1)}(\theta_k)}. \quad (25)$$

We now substitute (18) into (25) to get

$$\Delta \theta_k = \frac{Im[\beta_k H \Delta \U_o \WU_o^H a^{(1)}(\theta_k)]}{\gamma_k} \quad (26)$$

To simplify notation, we define the vectors

$$\alpha_k = j \U_o \WU_o^H a^{(1)}(\theta_k) \quad \text{and} \quad \beta_k = V_s \Sigma_s^{-1} U_s^H a(\theta_k)$$

and the scalar

$$\gamma_k = a^{(1)}(\theta_k)H \U_o \WU_o^H a^{(1)}(\theta_k). \quad (27)$$

Then we have

$$\Delta \theta_k = \frac{Im[\beta_k H \Delta Y^H a_k]}{\gamma_k} \quad (28)$$

### III.2.3 Performance of Polynomial-Rooting Algorithms

A common spectral polynomial for Min-Norm and Root-MUSIC (also Pisarenko’s method) can be written as

$$P(z) = a(z^{-1})^T U_o \WU_o^H a(z) = A \prod_{i=1}^{L-1} (1 - r_i z^{-1})(1 - r_i^* z)$$
where the weighting matrix \( W \) is the same as in extrema-search algorithm and \( A \) is a scaling factor \( A \) equals 1 for Min-Norm and \( \frac{(L-k)}{||h||^2} \) for MUSIC and \( h \) is the coefficient vector (with first element of unity) for the polynomial \( H(z) \). \( H(z) \) is the causal spectral factor of \( P(z) \), namely, \( P(z) = H(z)H(z^{-1})^* \).

**Step 1.** Take the derivative of \( P(z, \bar{r}) \) over \( z \), substitute \( \bar{r} = r + \Delta r \) into \( \frac{\partial P(z, \bar{r})}{\partial z} \) and evaluate it at \( z = r_k \). The first-order terms yields

\[
\frac{\partial P(z, \bar{r})}{\partial z} |_{z=r_k} = 2jAr_k^*Im(\Delta r_k r_k^*)G(r_k) \quad \text{where} \quad G(r_k) = \prod_{j=1}^{L-1} (1-r_j r_j^{-1})(1-r_j'^* r_k). \tag{29}
\]

**Step 2.** Take the derivative of \( P(z, \bar{U}_o) \) with respect to \( z \), substitute \( \bar{U}_o = U_o + \Delta U_o \) and \( \bar{W} = W + \Delta W \) into \( \frac{\partial P(z, \bar{U}_o)}{\partial z} \) and evaluate it at \( z = r_k \). The first-order terms yields

\[
\frac{\partial P(z, \bar{U}_o)}{\partial z} |_{z=r_k} = -2j[r_k^* I_m[r_k^* a(r_k)^H \Delta U_o W U_o^H a^{(1)}(r_k)]]. \tag{30}
\]

**Step 3.** Equate (29) and (30), we obtain

\[
2jAr_k^*Im(\Delta r_k)G(r_k) = -2j[r_k^* I_m[r_k^* a(r_k)^H \Delta U_o W U_o^H a^{(1)}(r_k)]]. \tag{31}
\]

Using \( r_k^* = r_k^{-1} \) and angle-root relation given in [20]

\[
\Delta \theta_k = C_k Im \left[ \frac{\Delta r_k}{r_k} \right] = C_k \frac{-I_m[r_k^{-1} a(r_k)^H \Delta U_o W U_o^H a^{(1)}(r_k)]}{AG(r_k)} \tag{32}
\]

where \( C_k = \frac{\lambda}{2\pi d \cos \theta_k} \). Substitute (18) into (32) to obtain

\[
\Delta \theta_k = \frac{I_m[C_k r_k^{-1} a(r_k)^H U_s \Sigma_s^{-1} V_s^H \Delta Y^H U_s W U_o^H a^{(1)}(r_k)]}{AG(r_k)}. \tag{33}
\]

If we define

\[
a_k = U_o W U_o^H a^{(1)}(r_k)C_k r_k^{-1} \quad \text{and} \quad \beta_k = V_s \Sigma_s^{-1} U_s^H a(r_k)
\]
then (33) can be simplified as

\[ \Delta \theta_k = \frac{Im[\beta_k^H \Delta Y^H \alpha_k]}{AG(r_k)}. \] (34)

### III.2.4 Performance of Subspace-Rotation Algorithms

Common model for Subspace-Rotation can be defined as

\[ \Phi^T F = \Phi^T \] (35)

where \( \Phi^T \) and \( \Phi^T \) for uniform line array are the first \( L - 1 \) rows and last \( L - 1 \) rows, respectively, of matrix \( \Phi \)

\[ \Phi = U^T W. \] (36)

The weighting matrix \( W \) can be specialized for different Matrix-Shifting algorithms: \( W = \Sigma^\frac{1}{2} \) for SSR, \( W = I \) for ESPRIT. This type of weighting matrices for SSR and ESPRIT was first used in [9]. Since the true and estimated signal roots (eigenvalues of \( F \) or elements in diagonal matrix \( D \)) are identical for SSR and ESPRIT through a similarity transform, so their statistical performances are identical too.

**Step 1.** Calculate the perturbation of the transition matrix \( \Delta F \) due to data perturbations. We have

\[ (\Phi^T + \Delta \Phi^T)(F + \Delta F) = (\Phi^T + \Delta \Phi^T). \] (37)

Cancel \( \Phi^T F \) and \( \Phi^T \) as (35) and neglect the second-order term \( \Phi^T \Delta F \) to obtain

\[ \Delta F = \Phi^T \Delta \Phi^T \Phi^T \Phi^T \Phi^T = \Phi^T \Phi^T \Phi^T \Phi^T \Phi^T. \] (38)

**Step 2.** Calculate the first-order perturbation of the eigenvalues of \( F \) due to \( \Delta F \) is

\[ \Delta \lambda_k = \nu_k \Delta F u_k = \nu_k \Phi^T \Delta \Phi^T \Phi^T \Phi^T \Phi^T \Phi^T u_k = \nu_k \Phi^T \Phi^T \Phi^T \Phi^T \Phi^T = \nu_k \Phi^T \Phi^T \Phi^T \Phi^T \Phi^T u_k \] (38)
where $v_k$ and $u_k$ are left- and right- orthonormal eigenvectors of $F$ associated with $\lambda_k$. Further

$$
\Delta \theta_k = C_k \text{Im}(\frac{\Delta \lambda_k}{\lambda_k})
$$

$$
= C_k \text{Im}[v_k W^{-1} U_s^\dagger (\Delta U_s \lambda_k^{-1} - \Delta U_s^*) W u_k].
$$

(39)

Substitute (21) into (39), we get

$$
\Delta \theta_k = \text{Im}[C_k v_k W^{-1} U_s^\dagger (\Delta U_s \lambda_k^{-1} - \Delta U_s^*) U_o^H \Delta Y V_s \Sigma_s^{-1} W u_k].
$$

(40)

Define $\alpha_k^H = C_k v_k W^{-1} U_s^\dagger (\Delta U_s \lambda_k^{-1} - \Delta U_s^*) U_o^H$ and $\beta_k = V_s \Sigma_s^{-1} W u_k$, we obtain

$$
\Delta \theta_k = \text{Im}[\beta_k^H \Delta Y^H \alpha_k].
$$

(41)

## III.2.5 Statistical Performance of DOA Estimation

The general expression for perturbation of DOA estimate is

$$
\Delta \theta_k = \frac{\text{Im}[\alpha_k^H \Delta Y \beta_k]}{\gamma_k}
$$

(42)

where the parameters $\alpha_k$, $\beta_k$, and $\gamma_k$ are given in Table 1.

Since we have used a first-order perturbation analysis in which the element of data perturbation $\Delta Y$ is assumed to be $iid$ and of zero mean, the predicted bias of an estimated direction of arrival is zero.

The mean-squared error of an estimated direction of arrival is given by

$$
E_{\Delta Y}(\Delta \theta_k)^2 = E_{\Delta Y} [\text{Im}(\beta_k^H \Delta Y^H \alpha_k)]^2.
$$

(43)

The right-hand side of the above equation is a function of the perturbation matrix $\Delta Y$. Very often this perturbation is due to the noise matrix $N$ which is an uncorrelated circular random variables with equal variances $\sigma_n^2/2$ (for real and imaginary
part respectively), then (see [12])

\[ E_N(\Delta \theta_k)^2 = \frac{E[|\beta_k H N H \alpha_k|^2]}{2\gamma_k^2} = \frac{||\alpha_k||^2||\beta_k||^2\sigma_n^2}{2\gamma_k^2}. \] (44)

Several analytical conclusion can be observed:

- Using the Schwarz inequality, we can see the mean-squared error of the Min-Norm Algorithm is bounded below by that of MUSIC.

- Using L'Hospital's rule, we can see that the mean-squared error of the extrema-searching approach is identical to that of the polynomial-rooting approach if the sources are distinct in the spectrum.

- Using a similarity transformation, we can see that State-Space Realization and ESPRIT have identical performance when a uniform line array is used.

### III.3 PERFORMANCE ANALYSIS USING PHYSICAL PARAMETERS

As discussed earlier on, these parameters in Table I are in forms of unperturbed singular values, and left- and right- singular vectors, and these singular values and vectors obtained from highly nonlinear transformation, namely, SVD prevent us from seeing the contributions from the real factors, such as source separations and signal coherence, numbers of sensors and snapshots, thus offers little insight for design. In this chapter we will significantly improve the performance analysis by making unification of those parameters and further simplification of MSE expression to remove the data-dependent singular values and vectors. In what follows, we will analyze first Subspace-Rotation (State-Space Realization and ESPRIT), and then
Min-Norm and MUSIC. For MUSIC and Min-Norm, we have shown that extrema-searching approach and polynomial approach have the identical performance, therefore we will only show the derivation of extrema-searching approach.

Before proceed further, it is very useful to distinguish the physical parameters which are independent of data realization (trials)

1. Number of sensors \( L \) (embedded in \( \mathbf{A} \))
2. Number of snapshots \( M \)
3. Source separation \( \theta_k - \theta_i \) (embedded in \( \mathbf{A} \))
4. Source covariance \( \mathbf{R}_s \)
5. Array Manifold \( \mathbf{A} \)
6. Signal-Subspace \( \Omega_s = \mathbf{A}(\mathbf{A}^H\mathbf{A})^{-1}\mathbf{A}^H \)
7. Orthogonal-Subspace \( \Omega_o = \mathbf{I} - \mathbf{A}(\mathbf{A}^H\mathbf{A})^{-1}\mathbf{A}^H \)
8. Noise power \( \sigma_n^2 \)

and the indirect parameters which are dependent to data realization and decomposition

1. Singular values \( \Sigma_s \)
2. Left Singular vectors \( \mathbf{U}_s \)
3. Right Singular vectors \( \mathbf{V}_s \).

The physical parameters are desired for the final expression. Indirect parameters are not needed for the final expression.
III.3.1 Subspace-Rotation Method

The subspace shift-invariance relation can be expressed as

\[ A^1 D = A^1 \]  \hspace{1cm} (45)

while in general \( \Phi = U_s W \), and the eigenvalues of transition matrix \( \Phi \) give the information of DOA, thus \( \Phi \) is similar to \( D \)

\[ \Phi = LDL^{-1} \]  \hspace{1cm} (46)

where \( L \) is eigenvector matrix of \( \Phi \). Substitute (36) and (46) into (35), we get

\[ (U_s W)^{1/2} LDL^{-1} = (U_s W)^{1/2} \]

or

\[ (U_s WL)^{1/2} D = (U_s WL)^{1/2} \]  \hspace{1cm} (47)

Compare (47) with (45), we have

\[ A = U_s WL \]  \hspace{1cm} (48)

so that

\[ L = W^{-1} U_s^H A \]  \hspace{1cm} (49)

Also it is easy to verify that the inverse of \( L \) can take the form of

\[ L^{-1} = R_s A^H U_s \Sigma_s^{-1} W \]  \hspace{1cm} (50)

From the derivation in Appendix A, we can get the simplified MSE expression for Subspace-Rotation algorithms

\[ E_\Delta Y(\Delta \theta_k)^2 = \frac{||\beta_k||^2 \sigma_n^2}{2||\hat{\alpha}_k \Omega \alpha^{(1)}(\theta_k)||^2} \]  \hspace{1cm} (51)
where $\alpha_k = \frac{\alpha_k}{||\alpha_k||}$ and
\[
\alpha_k^H = C_k e_k^H (A_1^H I^T - A_1^H I^T)
\] (52)
as defined in Appendix A.

We now have the following observations:

1. $\alpha_k$ and $\beta_k$ are independent of $W$ and thus are irrelevant to the algorithm (either SSR or ESPRIT) used. In other words, SSR and ESPRIT both have the same performance in mean-squared error sense, this agrees with [23, 30].

2. $\beta_k$ for SSR and ESPRIT is the same as $\beta_k$ of MUSIC and Min-Norm. This is the further unification of the mean-squared error expression.

### III.3.2 Min-Norm

In Min-Norm algorithm
\[
\tilde{c} = \frac{c}{||c||^2} = \frac{U_0 e}{||e^H \Omega_o||^2}
\] (53)
where $e = [1 \quad 0 \quad \cdots \quad 0]^H$, and $e^H$ is the first row of $U_0$. We can now express $\alpha_k$ in Table I as
\[
\alpha_k = j U_0 e e^H U_0^H a^{(1)}(\theta_k) = \frac{j \Omega_o e e^H \Omega_o a^{(1)}(\theta_k)}{||e^H \Omega_o||^4}.
\] (54)

Take norm-square of $\alpha_k$
\[
||\alpha_k||^2 = \frac{a^{(1)}(\theta_k)^H \Omega_o e e^H \Omega_o e e^H \Omega_o a^{(1)}(\theta_k)}{||e^H \Omega_o||^8}
\]
\[
= \frac{(e^H \Omega_o e)[a^{(1)}(\theta_k)^H \Omega_o e e^H \Omega_o a^{(1)}(\theta_k)]}{||e^H \Omega_o||^8}
\] (55)
since $e^H \Omega_o e$ is a scalar, we can have
\[
||\alpha_k||^2 = \frac{||e^H \Omega_o||^2 ||e^H \Omega_o a^{(1)}(\theta_k)||^2}{||e^H \Omega_o||^8} = \frac{||e^H \Omega_o a^{(1)}(\theta_k)||^2}{||e^H \Omega_o||^8}
\] (56)
and $\gamma_k$ in Table I is

$$
\gamma_k = a^{(1)}(\theta_k)^H U_o e e^H U_o^H a^{(1)}(\theta_k) = \frac{a^{(1)}(\theta_k)^H \Omega_0 e e^H \Omega_0 a^{(1)}(\theta_k)}{||e^H \Omega_0||^4}
$$

(57)

so that

$$
\gamma_k = \frac{||e^H \Omega_0 a^{(1)}(\theta_k)||^2}{||e^H \Omega_0||^4} = ||\alpha_k||^2 ||e^H \Omega_0||^2.
$$

(58)

The mean-squared error is

$$
E_{\Delta y}(\Delta \theta_k)^2 = \frac{||e^H \Omega_0||^2 ||\beta_k||^2 \sigma_n^2}{2||e^H \Omega_0 a^{(1)}(\theta_k)||^2}.
$$

(59)

Now introducing a new vector $\tilde{e}$

$$
\tilde{e} = \frac{\Omega_0 e}{||e^H \Omega_0||}
$$

(60)

(59) can rewritten as

$$
E_{\Delta y}(\Delta \theta_k)^2 = \frac{||\beta_k||^2 \sigma_n^2}{2||\tilde{e}^H \Omega_0 a^{(1)}(\theta_k)||^2}.
$$

(61)

III.3.3 MUSIC

For MUSIC, it is rather straightforward to get

$$
\alpha_k = jU_o U_o^H a^{(1)}(\theta_k) = j\Omega_0 a^{(1)}(\theta_k)
$$

(62)

and

$$
\gamma_k = a^{(1)}(\theta_k)^H U_o U_o^H a^{(1)}(\theta_k) = a^{(1)}(\theta_k)^H \Omega_0 a^{(1)}(\theta_k)
$$

(63)

thus we have

$$
\gamma_k = ||\Omega_0 a^{(1)}(\theta_k)||^2 = ||\alpha_k||^2.
$$

(64)

The expression of mean-squared error is

$$
E_{\Delta y}(\Delta \theta_k)^2 = \frac{||\beta_k||^2 \sigma_n^2}{2||\Omega_0 a^{(1)}(\theta_k)||^2}.
$$

(65)
III.3.4 Simplification of $||\beta_k||^2$

For the unperturbed data $Y$

$$Y = AS = U_s \Sigma_s V_s$$  \hspace{1cm} (66)

we define the estimate data covariance matrix $\hat{R}$ as

$$\hat{R} = YY^H = ASS^H A^H = A \hat{R}_s A^H = U_s \Sigma_s^2 U_s^H$$  \hspace{1cm} (67)

where $\hat{R}_s \overset{\text{def}}{=} SS^H$ is the estimate signal covariance matrix. The generalized inverse of $\hat{R}$ is

$$\hat{R}^\dagger = A^H \hat{R}_s^{-1} A^\dagger = U_s \Sigma_s^{-2} U_s^H.$$  \hspace{1cm} (68)

Now we can get

$$V_s^H \Sigma_s^{-1} U_s^H A = V_s^H \Sigma_s U_s^H U_s \Sigma_s^{-2} U_s^H A = S^H A^H \hat{R}^\dagger A$$

$$= S^H A^H A^H \hat{R}_s^{-1} A^\dagger A = S^H \hat{R}_s^{-1}$$  \hspace{1cm} (69)

and

$$(V_s^H \Sigma_s^{-1} U_s^H A)^H (V_s^H \Sigma_s^{-1} U_s^H A) = \hat{R}_s^{-1} S S^H \hat{R}_s^{-1} = \hat{R}_s^{-1} S S^H \hat{R}_s^{-1} = \hat{R}_s^{-1}.\quad (70)$$

Since $\beta_k$ is the $k$-th column of $V_s^H \Sigma_s^{-1} U_s^H A$, $||\beta_k||^2 = \beta_k^H \beta_k$ is the $k$-th diagonal element of $\hat{R}_s^{-1}$.

The relationship between the true and estimated covariance matrices of the source signals is

$$R_s = E_s (ss^H) = \frac{1}{M} \sum_{m=1}^{M} E_s (s_m s_m^H) = \frac{1}{M} E_s (\hat{R}_s)$$  \hspace{1cm} (71)

here $E_s (\cdot)$ is the expectation with respect to the random variable (signal) $s$. If we assume the source signals are ergotic such that

$$R_s = \lim_{M \to \infty} \frac{1}{M} \sum_{m=1}^{M} s_m s_m^H = \lim_{M \to \infty} \frac{1}{M} \hat{R}_s.$$
We now define
\[ \Delta R_s = \frac{1}{M} \hat{R}_s - R_s \]  
(72)
and
\[ E_s(\Delta R_s) = \frac{1}{M} E_s(\hat{R}_s) - R_s = \frac{1}{M} M R_s - R_s = 0. \]
Using (72), we can express the \( \hat{R}_s \) as
\[ \hat{R}_s = M R_s (I - R_s^{-1} \Delta R_s). \]  
(73)
Assuming
\[ ||R_s^{-1} \Delta R_s|| < 1 \]  
(74)
then the \( \hat{R}_s^{-1} \) can be written as
\[ \hat{R}_s^{-1} = \frac{1}{M} R_s^{-1} [I + R_s^{-1} \Delta R_s - (R_s^{-1} \Delta R_s)^2 + \cdots]. \]  
(75)
If we take the expectation of (75)
\[ E_s(\hat{R}_s^{-1}) = \frac{1}{M} R_s^{-1} [I + R_s^{-1} E_s(\Delta R_s) - E_s(R_s^{-1} \Delta R_s)^2 + \cdots] = \frac{1}{M} R_s^{-1} [I - E_s(R_s^{-1} \Delta R_s)^2 + \cdots]. \]  
(76)
Because of (74), we can drop the second- and higher-order terms of (76). So to the first-order
\[ E_s(\hat{R}_s^{-1}) \approx \frac{1}{M} R_s^{-1}. \]  
(77)

III.3.5 Final Expression for MSE

Denoting \( R_s(k, k) = e^T \hat{R}_s^{-1} e_k \), we get our final expression
\[ E(\Delta \theta_k)^2 = E_s \{ E_\Delta Y[(\Delta \theta_k)^2]|s]\} = \frac{R_s^{-1}(k, k) \sigma_n^2}{2M \gamma_k} \]  
(78)
where $\gamma_k$ is specified in Table II, and $E[\cdot]$ is conditional expectation.

Notice that since $\Omega_o = I - A(A^H A)^{-1} A^H$ so that $\Omega_o$ is an fundamental parameters, unlike $U_o$ which is indirect parameter from SVD.

An alternative expression which has some advantages in comparison is

$$E(\Delta \theta_k)^2 = \frac{R_{s^{-1}}(k,k)\sigma_n^2}{2M[a^{(1)}(\theta_k)^H \Omega_o W \Omega_o a^{(1)}(\theta_k)$$

(79)

where weighting matrix $W$ can be specified for different algorithms as in Table III.

Lemma III.2 \textit{Given} $||W|| = 1$, \textit{Let} $||a^{(1)}(\theta_k)^H \Omega_o W \Omega_o a^{(1)}(\theta_k)||$ \textit{reaches maximum when $W = I$. This means MUSIC has the least MSE compared with Min-Norm and Subspace-Rotation.} 

\textbf{Proof:} Using Cauchy-Schwarz inequality, we have

$$||a^{(1)}(\theta_k)^H \Omega_o W \Omega_o a^{(1)}(\theta_k)|| \leq ||a^{(1)}(\theta_k)^H \Omega_o|| \cdot ||W \Omega_o a^{(1)}(\theta_k)||.$$  

(80)

Using submultiplicative property of matrix norm

$$||a^{(1)}(\theta_k)^H \Omega_o|| \cdot ||W \Omega_o a^{(1)}(\theta_k)||$$

$$\leq ||a^{(1)}(\theta_k)^H \Omega_o|| \cdot ||W|| \cdot ||\Omega_o a^{(1)}(\theta_k)||$$

$$= ||a^{(1)}(\theta_k)^H \Omega_o \Omega_o a^{(1)}(\theta_k)|| \cdot ||W||$$

(81)

since $||W|| = 1$

$$||a^{(1)}(\theta_k)^H \Omega_o a^{(1)}(\theta_k)|| \geq ||a^{(1)}(\theta_k)^H \Omega_o W \Omega_o a^{(1)}(\theta_k)||.$$  

(82)

Table III shows that $||W|| = 1$ for all the algorithms, this concludes that MUSIC has smaller mean-squared error than all other algorithms mentioned. This
result is a general combination of the previous results on comparison of MUSIC and Min-Norm [31, 12] and on comparison of MUSIC and ESPRIT [9].

III.4 OBSERVATIONS

It is obvious that (78) and Table II (or (79) and Table III) have significant advantages over (44) and Table I. For instance, the factors which contribute to mean-squared error are explicitly decoupled. The contribution of the source signals is in $R_{s}^{-1}(k, k)$, the contribution of the number of snapshots is $M$, the contributions of the number of sensors and source separations are in $\gamma_k$. This advantage will enable us to study the relationship between the mean-squared error performance and various contributing factors as shown in what follows.

III.4.1 The Effect of Number of Snapshots

From (78) we can see that $R_{s}^{-1}$ and the norm-square term in denominator are not the functions of $M$, the mean-square error of DOA estimation is inversely proportional to the number of snapshots. (78) also tells us that $M$ contributes all algorithms equally.

III.4.2 The Effect of Signal Coherence

Source coherence always exist which degrades the performance of subspace based DOA estimation. The analysis proposed in this paper allow us to investigate the the effect of source coherence to mean-squared estimation error. Now consider the case of existing two coherent sources with the power of $\sigma_{s1}^2$ and $\sigma_{s2}^2$, respectively, if we define the source correlation coefficient $\rho = \frac{E(s_1 s_2^*)}{\sigma_{s1}\sigma_{s2}}$, we have

$$R_{s} = \begin{pmatrix} \sigma_{s1}^2 & \rho \sigma_{s1} \sigma_{s2} \\ \rho^* \sigma_{s1} \sigma_{s2} & \sigma_{s2}^2 \end{pmatrix}.$$
The inverse of $R_s$ is

$$R_s^{-1} = \frac{1}{\sigma_{s1}^2 \sigma_{s2}^2 (1 - |\rho|^2)} \begin{pmatrix} \sigma_{s2}^2 & -\rho \sigma_{s1} \sigma_{s2} \\ -\rho^* \sigma_{s1} \sigma_{s2} & \sigma_{s1}^2 \end{pmatrix}.$$  \hspace{1cm} (83)

Substitute (83) into (78), we can get

$$E(\Delta \theta_k)^2 = \frac{\sigma_n^2}{2 M \sigma_{s_k}^2 (1 - |\rho|^2) \gamma_k}$$

$$= \frac{1}{2 M (\frac{\sigma_n}{\sigma_{s_k}})^2 (1 - |\rho|^2) \gamma_k} \text{ for } k = 1, 2 \hspace{1cm} (84)$$

where $\frac{\sigma_n}{\sigma_{s_k}}$ is the signal-to-noise ratio. We can see that the mean-squared error increases as the source correlation (coefficient $\rho$) increases. When $\rho$ approaches to 1 (highly correlated), the mean-squared error increases very rapidly. When the signal is fully correlated i.e., coherent ($\rho = 1$), the mean-squared error becomes infinity, in other words, the algorithm fails. Similar derivations can provide us with the mean-square error versus source correlation relationship for the cases existing more than two coherent sources. Other conclusion includes that SNR and signal coherence contribute to all algorithms equally.

III.4.3 The Effect of Source Separation

Using L'Hospital's rule, we can show that the polynomial of $r_k$

$$\gamma_k = a^{(1)}(r_k)^H \Omega \omega \Omega_\omega a^{(1)}(r_k)$$  \hspace{1cm} (85)

can be factored into

$$A \prod_{j \neq k}^{L-1} (1 - r_k r_j^{-1})(1 - r_k^* r_j) \overset{\text{def}}{=} AG(r_k)$$  \hspace{1cm} (86)

where $r_k = e^{j \frac{2\pi d}{\lambda c} \sin \theta_k}$. Notice that $G(r_k)$ is a function of the separations between the $k$-th signal root $r_k$ and all other roots $r_j$. When another signal root, say $r_i$ is
very close to $r_k$. The mean-squared error will be dominantly affected by the angular separation of these two closely spaced roots. Let us look at the factor involved $r_k$ and $r_i$ of $G(r_k)$:

$$G(r_k) = 2 - r_k r_i^{-1} - r_k^* r_i$$

$$= 2 - 2 \cos \left[ \frac{2\pi d}{\lambda_c} (\sin \theta_k - \sin \theta_i) \right] \quad (87)$$

when the angular separation between the two roots is small, we get

$$\sin \theta_k - \sin \theta_i \approx \cos \theta_k \Delta \theta_k$$

where

$$\Delta \theta_k = \theta_k - \theta_i.$$ 

Then this factor can be written as

$$2 [1 - \cos \left( \frac{2\pi d}{\lambda_c} \cos \theta_k \Delta \theta_k \right)] = \left( \frac{2\pi d}{\lambda_c} \cos \theta_k \Delta \theta_k \right)^2 \quad (88)$$

here we used the Taylor expansion of the cosine function and only keep up to the second-order terms. We can now show that

$$E(\theta_k)^2 = \bar{A} \frac{R_{\kappa}^{-1}(k, k) \sigma_n^2}{2M(1 - \rho^2)G(r_k)(\cos \theta_k \Delta \theta_k)^2} \quad (89)$$

where

$$\bar{A} = \bar{A} \left( \frac{2\pi d}{\lambda_c} \right)^2$$

and

$$\bar{G}(r_k) = \prod_{j \neq k} \left( 1 - r_k r_j^{-1} \right) (1 - r_i^* r_j).$$
(89) reveals an important fact that mean-squared error of DOA estimation is very sensitive to the small angular separation of the closely spaced sources as it is reversely proportional to the square of the small angular separation.

III.4.4 The Effect of the Number of Sensors

We can see that in (78) only $\gamma_k$ the function of the number of sensors $L$, so we can single $\gamma_k$ out for the analysis of the effect of the number of sensors. We also notice $\gamma_k$ is not an explicit function of $L$. $L$ only contributes to the performance implicitly, in term of the number of the factors involved in (86). This fact makes the an analytical expression of sensor number effect rather difficult, if not impossible at all, to reach. In what follows, we will only able to show the monotonical property of mean-squared error versus number of sensor for MUSIC and non-overlapped ESPRIT. Other situations will be discussed numerically.

Lemma III.3 MUSIC The mean-squared error of MUSIC DOA estimation monotonically decreases as the number of sensors increases.

Proof: The mean-squared error is inversely proportional to $\gamma_k$

$$E(\theta_k)_L^2 = \frac{R^{-1}(k, k)\sigma_n^2}{2Ma^{(1)}(\theta_k)^H_k \Omega_0La^{(1)}(\theta_k)_L}$$

where subscript $L$ stands for the case where an array of $L$ sensors is used. Similarly we have

$$E(\theta_k)_{L-1}^2 = \frac{R^{-1}(k, k)\sigma_n^2}{2Ma^{(1)}(\theta_k)^H_{L-1} \Omega_{oL-1}a^{(1)}(\theta_k)_{L-1}}$$

for the case an array of $L-1$ sensors are used. Because of the orthogonality in $L-1$ dimensions

$$\Omega_{oL-1}A_{L-1} = 0$$

or equivalently

$$I^H\Omega_{oL-1}I^1A_L = 0.$$
We can say $\mathbf{I}^H \Omega_{o_{L-1}} \mathbf{I}^\dagger$ is in the subspace of $\Omega_{o_{L}}$. From

$$
a^{(1)}(\theta_k)^H \Omega_{o_{L}} a^{(1)}(\theta_k) - a^{(1)}(\theta_k)^H \mathbf{I}^H \Omega_{o_{L-1}} \mathbf{I}^\dagger a^{(1)}(\theta_k)
$$

$$
= a^{(1)}(\theta_k)^H \Omega_{o_{L}} (\mathbf{I} - \mathbf{I}^H \Omega_{o_{L-1}} \mathbf{I}^\dagger) \Omega_{o_{L}} a^{(1)}(\theta_k)
$$

$$
\geq 0
$$

where the inequality is because

$$
\mathbf{I} - \mathbf{I}^H \Omega_{o_{L-1}} \mathbf{I}^\dagger
$$

is nonnegative-definite, thus we can show

$$
\frac{E(\theta_k)^2_{L-1}}{E(\theta_k)^2_{L}} = \frac{a^{(1)}(\theta_k)^H \Omega_{o_{L}} a^{(1)}(\theta_k)}{a^{(1)}(\theta_k)^H \mathbf{I}^H \Omega_{o_{L-1}} \mathbf{I}^\dagger a^{(1)}(\theta_k)}
$$

$$
\geq 1.
$$

(95)

So for MUSIC the mean-squared error monotonically decreases as the number of sensors $L$ increases.

Lemma III.4 ESPRIT (Non-overlapping Subarray Case) The mean-squared error of ESPRIT DOA estimation monotonically decreases as the number of sensors increases.

Proof: For uniform line array of $L$ sensors, we used the first and last $L - 1$ sensors as the two subarrays. These two subarray are maximally overlapped.

We defined $\mathbf{I}^\dagger$ and $\mathbf{I}^\dagger$ as

$$
\mathbf{I}^\dagger = \left( \begin{array}{cc}
\mathbf{I}_{L-1,L-1} & 0_{L-1,1}
\end{array} \right)
$$
and

\[ \mathbf{I} = \begin{pmatrix} \mathbf{0}_{L-1,1} & \mathbf{I}_{L-1,L-1} \end{pmatrix} \]

thus the \( \alpha_k \) was expressed as

\[ \alpha_k^H = \mathbf{e}_k^H (\mathbf{D}^{-1} \mathbf{A}^\dagger \mathbf{I}^\dagger - \mathbf{A}^\dagger \mathbf{I}) \].

When the non-overlapped array is used, especially in the case of non-uniform array with sensor-doublets, we can easily modify the above result by defining \( \mathbf{A}_F \) and \( \mathbf{A}_S \) as the array manifold for the first- and second- subarray, and \( \mathbf{I}_F \) and \( \mathbf{I}_S \) as

\[ \mathbf{I}_F = \begin{pmatrix} \mathbf{I}_{\frac{L}{2},\frac{L}{2}} & \mathbf{0}_{\frac{L}{2},\frac{L}{2}} \end{pmatrix} \]

and

\[ \mathbf{I}_S = \begin{pmatrix} \mathbf{0}_{\frac{L}{2},\frac{L}{2}} & \mathbf{I}_{\frac{L}{2},\frac{L}{2}} \end{pmatrix} \]

then the \( \alpha_k \) can be expressed as

\[ \alpha_k^H = \mathbf{e}_k^H (\mathbf{D}^{-1} \mathbf{A}_F^\dagger \mathbf{I}_S - \mathbf{A}_F^\dagger \mathbf{I}_F). \]

Using the fact that \( \mathbf{I}_F \mathbf{I}_S^H = \mathbf{0} \), we have

\[ \alpha_k^H \alpha_k = \mathbf{e}_k^H (\mathbf{D}^{-1} \mathbf{A}_F^\dagger \mathbf{A}_F^\dagger \mathbf{D} + \mathbf{A}_F^\dagger \mathbf{A}_F^\dagger) \mathbf{e}_k \]

\[ = 2 \mathbf{R}_A^H (k, k) \quad (96) \]

where \( \mathbf{R}_A = \mathbf{A}_F^H \mathbf{A}_F \) and we used the fact that

\[ \mathbf{e}_k^H \mathbf{D}^{-1} \mathbf{A}_F^\dagger \mathbf{A}_F^\dagger \mathbf{D} \mathbf{e}_k = \mathbf{e}_k^H \mathbf{A}_F^\dagger \mathbf{A}_F^\dagger \mathbf{e}_k. \]

Now we use the subscript \( \frac{L}{2} \) for dimension of the matrix, and partition

\[ \mathbf{A}_F_{\frac{L}{2}} = \begin{pmatrix} \mathbf{A}_F_{\frac{L-1}{2}} \\ \mathbf{x} \end{pmatrix} \]
then using matrix inversion lemma

\[ R_{A_{\frac{1}{2}}^{-1}} = (A_{\frac{1}{2}}^H A_{\frac{1}{2}}^{-1} + x^H x)^{-1} = R_{A_{\frac{1}{2}}^{-1}} - \frac{R_{A_{\frac{1}{2}}^{-1}} x^H x R_{A_{\frac{1}{2}}^{-1}}}{1 + x R_{A_{\frac{1}{2}}^{-1}} x^H} \]

Now we can get

\[ R_{A_{\frac{1}{2}}^{-1}}(k, k) - R_{A_{\frac{1}{2}}^{-1}}(k, k) = -e_k^H \frac{R_{A_{\frac{1}{2}}^{-1}} x^H x R_{A_{\frac{1}{2}}^{-1}}}{1 + x R_{A_{\frac{1}{2}}^{-1}} x^H} e_k \leq 0 \]

because \( R_{A_{\frac{1}{2}}^{-1}} x^H x R_{A_{\frac{1}{2}}^{-1}} \) is non-negative definite.

\[ \frac{E(\theta_k)_{\frac{1}{2}-1}^2}{E(\theta_k)_{L}^2} = \frac{R_{A_{\frac{1}{2}}^{-1}}(k, k)}{R_{A_{\frac{1}{2}}^{-1}}(k, k)} \geq 1. \quad (97) \]

So for Non-ESPRIT the mean-squared error monotonically decreases as the number of sensors \( L \) increases.

\[ \square \]

We have shown (and we are only able to show) the monotonal property of mean-squared error versus number of sensor for MUSIC and non-overlapped ESPRIT. The reason we failed to show the same property for Min-Norm and ESPRIT is not because the analyses of them are difficult (they are!), but because such property does not exist in Min-Norm and overlapped ESPRIT and SSR. This can be observed from our theoretical prediction using (78), the numerical result is in Figure 5. This is exactly the strength of performance analysis: one does not have to run hundreds or thousands trials of simulation to discovered a phenomenon.
III.5 NUMERICAL EXAMPLES

In this section, we will present numerically the statistical performance of mean-squared error of DOA estimation predicted by our analysis, and compare them with the extensive computer simulation.

The general configuration of the experiments is: an uniform line array of eight sensors (with $d = \lambda_c/2$) with two sources at 0.2 and 0.35 radians (angles are measured with respect to the normal of the array). The signals are $s_k(n) = e^{j(k\pi n + \phi_k n)}$, where $\phi_k n$ are independent random phase angles uniformly distributed in the interval $(-\pi, \pi)$. Twenty snapshots of array data were taken for 500 hundred trials.

In Figure 3, we show the root mean-squared error of DOA estimation versus signal-to-noise-ratio (SNR). SNR is defined as

$$SNR = 10 \log \frac{\sigma_s^2}{\sigma_n^2}.$$

In Figure 4, we show the root mean-squared error of DOA estimation versus source correlation. The correlation coefficient is defined as

$$\rho = \frac{E(s_1 s_2^*)}{\sigma_{s1}\sigma_{s2}}.$$

In Figure 5, we show the root mean-squared error of DOA estimation versus source separation. As the minimal separation in Figure 2 is as small as 0.01 radians (about half degree), we use 40dB SNR. The first source is placed at $\theta_1 = 0.2$ (radians) with respect to normal, and second source is placed at

$$\theta_2 = \theta_1 + \Delta \theta.$$

In Figure 6, we show the root mean-squared error of DOA estimation versus number of snapshots.
In Figure 7, we show the root mean-squared error of DOA estimation versus number of sensors for MUSIC, Min-Norm, and overlapped ESPRIT. In Figure 8, we show the root mean-squared error of DOA estimation versus number of sensors for non-overlapping ESPRIT. We used a third source at $\theta_3 = .5$ (radians) and 30 snapshots. Figures 7 and 8 show that the mean-squared error monotonically decreases as the number of sensors increases. Figure 7 also shows the non-monotonical behavior of root mean-squared error of DOA estimation versus number of sensors for Min-Norm and overlapped ESPRIT.

III.6 SUMMARY

In this chapter, we provide an unified analysis for subspace-based DOA estimation algorithms by expressing the DOA perturbation in terms of physical data parameters such as numbers of sensors and snapshots, and source separations and coherence. Many important results have been drawn from our compact formula of the expectation of mean-squared DOA estimation error for different algorithms. The techniques developed here are quite general and should turn out to be useful to analyze performance characteristics of other subspace-based techniques.
TABLE I
PARAMETERS OF DOA ESTIMATION PERTURBATION

<table>
<thead>
<tr>
<th>Method</th>
<th>( \alpha_k )</th>
<th>( \beta_k )</th>
<th>( \gamma_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUSIC</td>
<td>( jU_o U_o^H a^{(1)}(\theta_k) )</td>
<td>( V_s \Sigma_s^{-1} U_s^H a(\theta_k) )</td>
<td>( a^{(1)}(\theta_k)^H U_o U_o^H a^{(1)}(\theta_k) )</td>
</tr>
<tr>
<td>Min-Norm Searching</td>
<td>( jU_o \hat c \hat c^H U_o^H a^{(1)}(\theta_k) )</td>
<td>( V_s \Sigma_s^{-1} U_s^H a(\theta_k) )</td>
<td>( a^{(1)}(\theta_k)^H U_o \hat c \hat c^H U_o^H a^{(1)}(\theta_k) )</td>
</tr>
<tr>
<td>Min-Norm</td>
<td>( C_k U_o \hat c \hat c^H U_o^H a^{(1)}(\theta_k) )</td>
<td>( V_s \Sigma_s^{-1} U_s^H a(r_k) )</td>
<td>( A_r \prod_{j=1}^{L-1} (1 - r_j r_k^{-1}) | )</td>
</tr>
<tr>
<td>Root-MUSIC</td>
<td>( C_k U_o W U_o^H a^{(1)}(\theta_k) )</td>
<td>( V_s \Sigma_s^{-1} U_s^H a(r_k) )</td>
<td>( A_r \prod_{j=1}^{L-1} (1 - r_j r_k^{-1}) | )</td>
</tr>
<tr>
<td>SSR</td>
<td>( C_k v_k \Sigma_s^{-\frac{1}{2}} (U_o \tilde{\lambda}_k^{-1} - U_o^H) U_o^H )</td>
<td>( V_s \Sigma_s^{-\frac{1}{2}} u_k )</td>
<td>1</td>
</tr>
<tr>
<td>ESPRIT</td>
<td>( C_k v_k U_o^T (U_o \tilde{\lambda}_k^{-1} - U_o^H) U_o^H )</td>
<td>( V_s \Sigma_s^{-1} u_k )</td>
<td>1</td>
</tr>
</tbody>
</table>
### TABLE II

PARAMETERS OF DOA ESTIMATION ERROR

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_k^H$</th>
<th>$\beta_k^H$</th>
<th>$\gamma_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUSIC</td>
<td>$-j\bar{a}^{(1)}(\theta_k)^H \Omega_o$</td>
<td>$e_k^H R^{-1}S$</td>
<td>$</td>
</tr>
<tr>
<td>Min-Norm</td>
<td>$-j\bar{a}^{(1)}(\theta_k)^H \frac{e\bar{e}^H}{</td>
<td></td>
<td>e</td>
</tr>
<tr>
<td>ESPRIT</td>
<td>$C_k e_k^H A^{-1} (I^T \lambda_k^{-1} - I^T)$</td>
<td>$e_k^H R^{-1}S$</td>
<td>1</td>
</tr>
</tbody>
</table>

### TABLE III

PARAMETERS OF ALTERNATIVE MSE EXPRESSION

<table>
<thead>
<tr>
<th></th>
<th>MUSIC</th>
<th>Min-Norm</th>
<th>Subspace-Rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>$I$</td>
<td>$ee^H$</td>
<td>$\alpha_k \bar{\alpha}_k^H$</td>
</tr>
</tbody>
</table>
Figure 3. Root Mean-Squared Error vs. SNR.
Figure 4. Root Mean-Squared Error vs. Source Correlation.
Figure 5. Root Mean-Squared Error vs. Source Separation.
Figure 6. Root Mean-Squared Error vs. Number of Snapshots.
Figure 7. Root Mean-Squared Error vs. Number of Sensors for MUSIC.
Non-overlapped ESPRIT: +

Figure 8. Root Mean-Squared Error vs. Number of Sensors for ESPRIT.
CHAPTER IV

BEAMSPACE ANALYSIS

IV.1 INTRODUCTION

The subspace-based DOA algorithms all involve eigenvalue decomposition or SVD. The computational load for the data from arrays containing large numbers of sensors is high, thus the subspace algorithms may be prohibitive. A common approach to this problem is to map the array data from full dimension (element-space) into lower dimension (beamspace) through beamforming. This reduces the computational complexity [32]. Additionally, beamspace processing reduces the sensitivity to wavefront distortion [33] and noise structure [34], improves robustness [35] and adaptive response time. Beamspace processing also increases the SNR resolution threshold for MUSIC [36, 37]. In situations where sensor measurements are not accessible (e.g. phase array radar) or where real-time processing is required, beamspace approximation is adequate for DOA estimation [38] [39]. These advantages inspired researchers to apply subspace algorithms in beamspace. However, the performance of beamspace processing remains largely unexplored except for some pioneering analyses in [36] for spectrum estimation error and in [37] for resolution threshold, both of which are limited to MUSIC.

In this chapter, we analyze beamspace performance of DOA estimation for several subspace processing algorithms in a unified fashion based on a finite set of measurements. The mean-squared errors (MSE) of DOA estimation for these algo-
rithms are expressed in a single formula using physical parameters. The important relationship between MSE and properties of beamformer is revealed, and optimality of beamforming is discussed.

IV.2 BEAMSPACE PROCESSING REVIEW

The beamspace data are beamformed element-space data

\[ Y_B = B^H Y \]  

(98)

where the beamformer \( B \) is of dimension \( L \times B \) and \( B \leq L \). Without loss the generality, we assume that the column vectors of \( B \) are orthonormal

\[ B^H B = I. \]  

(99)

After beamforming, the noisy data become

\[ \hat{Y}_B = B^H A S + B^H N \]

Generally, \( B \) is much less than \( L \) so that the array output is compressed from an \( L \times M \) matrix to a \( B \times M \). Thus the computational load involved in SVD or EVD is dramatically reduced.

For simplicity, we define the beamspace steering vector, array manifold, projection matrix and beamspace noise as

\[ a_B(\theta) = B^H a(\theta) \]

\[ A_B = B^H A \]

\[ \Omega_{oB} = A_B (A_B^H A_B)^{-1} A_B^H \]

\[ N_B = B^H N. \]  

(100)
Similar to element-space, the orthogonality between $A_B$ and $U_{oB}$ (or $\Omega_{oB}$) exists in beamspace, so that MUSIC and Min-Norm algorithms can applied to either search the null of $||a_B(\theta)\Omega_{oB}||^2$ or root polynomial $||a(z_k)^H\Omega_{oB}||^2 = 0$; unlike for element-space, the Vandermonde structure does not exist for beamspace array manifold $A_B$ (this implies that shift-invariance does not exist among the rows of $U_{oB}$) so that TAM cannot applied. However, ESPRIT is valid if we choose

\[
B_{B\times L} = \begin{pmatrix} \hat{B} & 0 \\ 0 & \hat{B} \end{pmatrix} \quad \text{so} \quad A_B = \begin{pmatrix} A_B \\ A_B \hat{D} \end{pmatrix}
\]

where the number of columns for $\hat{B}$ is $\frac{L}{2}$ for non-overlapped subarrays, and is from $\frac{L}{2}$ to $L - 1$ for uniform line array, we consider only non-overlapped subarrays in this paper.

IV.3 BEAMSPACE PERFORMANCE

For MUSIC, Min-Norm, and ESPRIT, the derivation for relationship of DOA estimation error and observation noise are identical for both element-space and beamspace processing. Similar to (42) in element-space, in beamspace we have

\[
\Delta \theta_{k_B} = \frac{Im[\alpha_{k_B}^H N_B \beta_{k_B}]}{\gamma_{k_B}} = \frac{Im[\alpha_{k_B}^H B^H N \beta_{k_B}]}{\gamma_{k_B}}.
\]

Since $N$ is white as we previously assumed, we have

\[
E(\Delta \theta_{k_B}) = \frac{||\alpha_{k_B}^H B^H||^2 ||\beta_{k_B}||^2 \sigma_n^2}{2\gamma_{k_B}^2} = \frac{||\alpha_{k_B}||^2 ||\beta_{k_B}||^2 \sigma_n^2}{2\gamma_{k_B}^2}
\]

where $\alpha_{k_B}^H B^H \alpha_{k_B} = \alpha_{k_B}^H \alpha_{k_B}$ is because (99). We can see that (103) is identical to (44), so that the derivation in Chapter 3 applies to beamspace performance analysis which leads to the following MSE expression

\[
E(\Delta \theta_{k_B})^2 = \frac{R_{\theta B}^{-1}(k,k)\sigma_n^2}{2M[a^{(1)}(\theta_k)^H B \Omega_{oB} W \Omega_{oB} a^{(1)}(\theta_k) B]}
\]
where weighting matrix $W$ can be specified for different algorithms as in Table IV and

$$e_B = \frac{\Omega_o B e_1}{||\Omega_o B e_1||} \quad \text{and} \quad \alpha_{B_k} = \frac{\alpha_{B_k}}{||\alpha_{B_k}||}.$$ 

For ESPRIT, we have

$$\alpha_k^H = C_k e_k^H (D^{-1} A_B \dagger [0_{B \times B} \ I_{B \times B}] - A_B \dagger [I_{B \times B} \ 0_{B \times B}])$$

so that

$$\alpha_k^H \alpha_k = C_k e_k^H (D^{-1} A_B \dagger A_B \dagger D + A_B \dagger A_B \dagger) e_k \overset{\text{def}}{=} 2C_k^2 R_{A_B}^{-1} (k, k) \quad (105)$$

where

$$R_{A_B} \overset{\text{def}}{=} A_B^H A_B.$$ 

So for ESPRIT, the MSE is

$$E(\Delta \theta_{kB})^2 = \sigma_n^2 C_k^2 R_{A_B}^{-1} (k, k) R_{A_B}^{-1} (k, k) \quad (107)$$

\section*{IV.4 PROPERTIES OF BEAMSPACE DOA ESTIMATION ALGORITHMS}

To observe some important properties of beamspace processing, we assume to have two beamformers $B_1$ (of dimension $L \times B_1$) and $B_2$ (of dimension $L \times B_2$), and $B_1 \geq B_2$, then compare the performance of these two beamformers when the column space spanned by $B_2$ is a subspace of the column space spanned by $B_1$ (denoted as $B_2 \subseteq B_1$).

Lemma IV.1 (MUSIC): If $B_2 \subseteq B_1$, then the MSE of DOA estimation using beamformer $B_2$ will always be larger than or equal to that of using $B_1$.

Proof: Since $B_2 \subseteq B_1$, we can express

$$B_2 = B_1 T$$
where the $B_1 \times B_2$ matrix $T$ is assumed to be $T^HT = I$. Then from (104) for MUSIC, we can get

$$
\frac{E(\Delta \theta_k)_{B_1}}{E(\Delta \theta_k)_{B_2}} = \frac{||a^{(1)}(\theta_k)^H B_2 \Omega_{oB_1}||^2}{||a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1}||^2} = \frac{||a^{(1)}(\theta_k)^H B_1 T \Omega_{oB_2}||^2}{||a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1}||^2}. \quad (108)
$$

Since

$$
A_{B_2}^H \Omega_{oB_2} = A^H B_1 T \Omega_{oB_2} = 0 \quad (109)
$$

$T \Omega_{oB_2}$ is in the subspace of $\Omega_{oB_1}$. So that

$$
T \Omega_{oB_2} = \Omega_{oB_1}^H T \Omega_{oB_2} \quad (110)
$$

then (108) becomes

$$
\frac{E(\Delta \theta_k)_{B_1}}{E(\Delta \theta_k)_{B_2}} = \frac{||a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1} T \Omega_{oB_2}||^2}{||a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1}||^2}. \quad (111)
$$

We can show that

$$
||a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1}||^2 - ||a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1} T \Omega_{oB_2}||^2 = a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1} \Omega_{oB_1} B_1^H a^{(1)}(\theta_k)
$$

$$
- a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1} T \Omega_{oB_2} T^H \Omega_{oB_1} B_1^H a^{(1)}(\theta_k)
$$

$$
= a^{(1)}(\theta_k)^H B_1 \Omega_{oB_1} (I - T \Omega_{oB_2} T^H) \Omega_{oB_1} B_1^H a^{(1)}(\theta_k)
$$

$$
\geq 1 \quad (112)
$$

where $T \Omega_{oB_2} T^H$ is a projection matrix and that $I - T \Omega_{oB_2} T^H$ is nonnegative-definite matrix. We now have $E(\Delta \theta_k_{B_1})^2 \leq E(\Delta \theta_k_{B_2})^2$.
Corollary IV.1 (MUSIC): The MSE of DOA estimation in any beamspace will always be larger than or equal to that of element-space.

Proof: Let \( \mathbf{B}_1 = \mathbf{I} \) and \( \mathbf{B}_2 = \mathbf{B} \), apply Lemma IV.1.

\[ \square \]

Lemma IV.2 (ESPRIT): If \( \mathbf{B}_2 \subset \mathbf{B}_1 \), then the MSE of DOA estimation using beamspace \( \mathbf{B}_2 \) will always be larger than or equal to that of using \( \mathbf{B}_1 \).

Proof: Without loss the generality, we assume two subarray beamformers \( \mathbf{B}_1 \) and \( \mathbf{B}_2 \) with relationship of their dimensions \( B_2 = B_1 - 1 \). If \( \mathbf{B}_2 \subset \mathbf{B}_1 \), then \( \mathbf{B}_2 \) and \( \mathbf{B}_1 \) can be related as

\[
\mathbf{B}_2 = \mathbf{B}_1 T_{(B_1 \times B_2)} \quad \text{and} \quad \mathbf{A}_{\mathbf{B}_2} = T_{(B_2 \times B_1)}^{H} \mathbf{A}_{\mathbf{B}_1}
\]

where \( T^{H} T = \mathbf{I} \). By properly selecting a vector \( \mathbf{b} \) of dimension \( B_1 \times 1 \), we can construct a \( B_1 \times B_1 \) full rank unitary matrix \( (T \mathbf{b}) \). From (107) we can see for different beamformers, the only factor contributes to MSE is \( R_{\mathbf{A}_{\mathbf{B}_1}}^{-1} (k, k) \).

\[
R_{\mathbf{A}_{\mathbf{B}_1}}^{-1} = (A_{\mathbf{B}_1}^{H} A_{\mathbf{B}_1})^{-1} = \left( A_{\mathbf{B}_1}^{H} (T \mathbf{b}) \left( T_{(B_2 \times B_1)}^{H} \mathbf{A}_{\mathbf{B}_1} \right) \right)^{-1}
\]

\[
= (A_{\mathbf{B}_1}^{H} T T^{H} A_{\mathbf{B}_1} + A_{\mathbf{B}_1}^{H} b b^{H} A_{\mathbf{B}_1} )^{-1}
\] (113)

notice that

\[
A_{\mathbf{B}_1}^{H} T T^{H} A_{\mathbf{B}_1} = A_{\mathbf{B}_1}^{H} \mathbf{B}_1 T T^{H} \mathbf{B}_1^{H} A \]

\[
= A_{\mathbf{B}_1}^{H} \mathbf{B}_2 \mathbf{B}_2^{H} A = A_{\mathbf{B}_2}^{H} A_{\mathbf{B}_2} = R_{\mathbf{A}_{\mathbf{B}_2}}
\] (114)

and define \( \mathbf{v} = b^{H} A_{\mathbf{B}_1} \), then (113) becomes

\[
R_{\mathbf{A}_{\mathbf{B}_1}}^{-1} = (R_{\mathbf{A}_{\mathbf{B}_2}} + \mathbf{v} \mathbf{v}^{H})^{-1}.
\] (115)
Using the matrix lemma, we have

\[ R_{A_{B_1}}^{-1} = R_{A_{B_2}}^{-1} - \frac{R_{A_{B_2}}^{-1} \mathbf{v} \mathbf{v}^H R_{A_{B_2}}^{-1}}{1 + \mathbf{v}^H R_{A_{B_2}}^{-1} \mathbf{v}} \]

so that we can obtain

\[ R_{A_{B_2}}^{-1} (k, k) - R_{A_{B_1}}^{-1} (k, k) = \left[ \frac{R_{A_{B_2}}^{-1} \mathbf{v} \mathbf{v}^H R_{A_{B_2}}^{-1}}{1 + \mathbf{v}^H R_{A_{B_2}}^{-1} \mathbf{v}} \right] (k, k) \geq 0. \]

The last step is because \( R_{A_{B_2}}^{-1} \mathbf{v} \mathbf{v}^H R_{A_{B_2}}^{-1} \) is nonnegative-definite. This inequality gives us \( E(\Delta \theta_{k_{B_1}})^2 \leq E(\Delta \theta_{k_{B_2}})^2 \).

\[ \square \]

Corollary IV.2 (ESPRIT): The MSE of DOA estimation in any beamspace will always be larger than or equal to that of element-space.

Proof: Let \( B_1 = I \) and \( B_2 = B \), apply Lemma IV.2.

\[ \square \]

Remarks (Min-Norm): We have shown the monotonic property of MSE versus dimension of beamspace for MUSIC and ESPRIT when the beamspace associated with \( B_2 \) is in the subspace of the beamspace associated with \( B_1 \). This monotonic property does not exist for Min-Norm. This can be predicted from our theoretical expression using (104).

IV.5 OPTIMAL BEAMFORMERS

The Optimal Beamformers discussed here are in the sense of least MSE.
Lemma IV.3 (ESPRIT): In beamspace, ESPRIT attains its minimum MSE of DOA estimation when \( \tilde{\mathbf{B}} \subset \mathbf{A}_s \).

Proof: Let \( \tilde{\mathbf{B}}_1 = \mathbf{I} \) and \( \tilde{\mathbf{B}}_2 = \tilde{\mathbf{B}} \), the equality of (117) holds when when \( \mathbf{v} = \mathbf{b}^H \mathbf{A}_s = 0 \) since \( \mathbf{b} \mathbf{b}^H = \mathbf{I} - \mathbf{B}^H \mathbf{B} \), so equivalently we have

\[
\mathbf{A}_s^H \mathbf{B} \mathbf{B}^H = \mathbf{A}_s^H.
\]

\( \square \)

The minimum MSE beamformer for ESPRIT can expressed as

\[
\tilde{\mathbf{B}} = \mathbf{Q}(\mathbf{Q}^H \mathbf{Q})^{-\frac{1}{2}} \quad \text{with} \quad \mathbf{Q} = [\mathbf{A}_s \, \ldots ]
\]  

(118)

Lemma (MUSIC): In beamspace, MUSIC attains its minimum MSE of DOA estimation when \( \mathbf{B} \text{ span } [\mathbf{A}, \mathbf{A}^{(1)}] \).

Proof: Let \( \mathbf{B}_1 = \mathbf{I} \) and \( \mathbf{B}_2 = \mathbf{B} \), then the numerator of (111) becomes

\[
||\mathbf{a}^{(1)}(\theta_k)^H \Omega_o \mathbf{B} \Omega_o \mathbf{B}||^2
\]

\[
= \mathbf{a}^{(1)}(\theta_k)^H \Omega_o \mathbf{B} \Omega_o \mathbf{B}^H \Omega_o \mathbf{a}^{(1)}(\theta_k)
\]

\[
= \mathbf{a}^{(1)}(\theta_k)^H \Omega_o \mathbf{B} \mathbf{B}^H \Omega_o \mathbf{a}^{(1)}(\theta_k)
\]

\[
- \mathbf{a}^{(1)}(\theta_k)^H \Omega_o \mathbf{B} \Omega_o \mathbf{B} \mathbf{B}^H \Omega_o \mathbf{a}^{(1)}(\theta_k)
\]

\[
\leq ||\mathbf{a}^{(1)}(\theta_k)^H \Omega_o||^2 - ||\mathbf{a}^{(1)}(\theta_k)^H \Omega_o \mathbf{B} \Omega_o \mathbf{B}||^2
\]

\[
\leq ||\mathbf{a}^{(1)}(\theta_k)^H \Omega_o||^2. \quad (119)
\]

The equality \( ||\mathbf{a}^{(1)}(\theta_k)^H \Omega_o \mathbf{B} \Omega_o \mathbf{B}||^2 = ||\mathbf{a}^{(1)}(\theta_k)^H \Omega_o||^2 \) hold if and only if

(i) \( \mathbf{B} \mathbf{B}^H \Omega_o \mathbf{a}^{(1)}(\theta_k) = \Omega_o \mathbf{a}^{(1)}(\theta_k) \)
Here we show the condition (ii) is automatically met given the condition (i):

Assuming $BB^H\Omega_\phi a^{(1)}(\theta_k) = \Omega_\phi a^{(1)}(\theta_k)$, we will have

$$A^HBB^H\Omega_\phi a^{(1)}(\theta_k) = A^H\Omega_\phi a^{(1)}(\theta_k) = 0$$

since $A^H B$ and $\Omega_{\phi B}$ share the same row space, so that

$$\Omega_{\phi B} B^H \Omega_\phi a^{(1)}(\theta_k) = 0$$

Now we can expressed

$$\Omega_\phi a^{(1)}(\theta_k) = a^{(1)}(\theta_k) - \sum_{i=1}^P u_i u_i^H a^{(1)}(\theta_k) \quad (120)$$

where $u_i$'s are the signal singular vectors. So $\Omega_\phi a^{(1)}(\theta_k)$ is the linear combination of $[a^{(1)}(\theta_k), u_1, \ldots, u_P]$ or, $[a^{(1)}(\theta_k), A]$. To meet the condition (i), the span of $BB^H$ has to include span of $[A^T A]$. 

\[ \square \]

The minimum MSE beamformer for MUSIC can expressed as

$$B = Q(Q^H Q)^{-\frac{1}{2}} \quad \text{with} \quad Q = [A^T A^{(1)} \cdots] \quad (121)$$

It should be noticed that this selection of MUSIC beamformer for minimum MSE agrees with the selection for best resolution [37].

\section*{IV.6 NUMERICAL EXAMPLES}

The configuration of the experiments is: a uniform line array of ten sensors (with $d = \lambda_c/2$) with three sources at 0.2, 0.35, and 0.5 radians (angles are measured
with respect to the normal of the array). Twenty snapshots of array data were taken for 500 hundred trials. When ESPRIT is used, another array of ten sensor is added in as the second subarray. We use the prolate spheroidal sequences beamformer as defined in [35]. The direction sector is selected at [0, 0.7] radians.

Figure 9 shows the root MSE of DOA estimation versus SNR when the dimension of the beamformer is 6.

Figure 10 shows the root MSE of DOA estimation versus the dimensions of beamformer. When we use the prolate spheroidal sequences beamformer, $B_2 \subseteq B_1$ when $B_2 < B_1$. We can see the monotonic property for MUSIC and ESPRIT.

In Figure 11, we use a two sources configuration with DOAs at 0.2 and 0.35 radians to illustrate the non-monotonic property using certain beamformer. The beamformer we use here is the same as used by [40]

$$ B = (a(\theta_{ini}), a(\theta_{ini} + \Delta \theta), \cdots, a(\theta_{end})) $$

where $[\theta_{ini}, \theta_{end}]$ is the sector of interest and

$$ \Delta \theta = \frac{a(\theta_{end}) - a(\theta_{ini})}{Q - 1} $$

Using this beamformer, the span of the beamformer doesn’t increase with the increase of dimension of the beamformer. So we can observe the monotonic property in the root MSE of DOA estimation versus beamformer dimension figure.

**IV.7 SUMMARY**

In this chapter, the performance of beamspace DOA estimation algorithms are examined in a unified fashion. Compact formula for the expectation of mean-squared DOA estimation error has been derived and expressed using physical pa-
rameters. Important properties of beamformer and insights on beamformer design have been offered.
TABLE IV
PARAMETERS OF BEAMSPACE MSE

<table>
<thead>
<tr>
<th></th>
<th>MUSIC</th>
<th>Min-Norm</th>
<th>ESPRIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>I</td>
<td>$e_B e_B^H$</td>
<td>$\alpha_B \alpha_{Bk}^H$</td>
</tr>
</tbody>
</table>


Figure 9. Root MSE vs. SNR.
Figure 10. Root MSE vs. Dimension of Beamformer 1.
Figure 11. Root MSE vs. Dimension of Beamformer 2.
CHAPTER V

FORWARD-BACKWARD AVERAGING

V.1 Introduction

Most subspace-based DOA estimation algorithms use a standard sensors versus snapshots (or forward-only) data formulation. The Min-Norm algorithm uses a forward-backward averaged data. This forward-backward averaging was observed experimentally in the past not only reducing the mean-squared DOA estimation error, but also reducing the correlation between two interfered signals. One question to be answered is why the other methods do not also use forward-backward averaging?

These questions have attracted significant effort in performance analyses (see [24] for references). Among others [17, 41, 42, 43] addressed the performance due to the effect of forward-backward averaging.

In this chapter, we apply our unified analysis to the effects of forward-backward averaging to the statistical performance of DOA estimation algorithms. Results on the manner in which forward-backward averaging decorrelate sources correlation and their effects on different algorithms are provided.
V.2 PROBLEM FORMULATION

The forward-backward averaging utilizes the data as the follows

\[
Y_{FB} = \begin{pmatrix}
y_1(1) & \cdots & y_1(M) \\
\vdots & \ddots & \vdots \\
y_L(1) & \cdots & y_L(M)
\end{pmatrix} \begin{pmatrix}
y_1(1)^* & \cdots & y_1(M)^*
\vdots & \ddots & \vdots \\
y_L(1)^* & \cdots & y_L(M)^*
\end{pmatrix}
\]

the subscript \(FB\) stands for Forward-Backward, or, in matrix form

\[
Y_{FB} = [Y \ JY^*] = A[S \ D^{-L+1}S^*] \stackrel{def}{=} AS_{FB}
\]

where \(J\) is the permutation matrix.

The estimate covariance data matrix is

\[
R_{FB} = Y_{FB}Y_{FB}^H = C + JC^*J = AR_{sFB}A^H
\]

where estimated signal covariance matrix is

\[
R_{sFB} = (SS^H + D^{-L+1}S^*S^HD^{-1}) = R + D^{-L+1}R^*D^{L-1}.
\]

V.3 STATISTICAL EFFECT OF FORWARD-BACKWARD AVERAGING

In the noisy case, the forward-backward averaged data can be written as

\[
\hat{Y}_{FB} = Y_{FB} + N_{FB} = AS_{FB} + N_{FB}
\]

We can simply replace the forward-only parameters in (42) by forward-backward averaged parameters.

\[
\Delta \theta_k = \frac{Im[\beta_{FB}^H N_{FB} \alpha_k]}{\gamma_k}
\]

where

\[
\beta_{FB}^H = e_k R_{FB}^{-1} S_{FB}
\]
here \( ||\beta_{FBk}||^2 \) def \( R_{FB}^{-1}(k,k) \) and \( N_{FB} = (N \ JN^*) \). But \( \alpha_k \) is the same as in forward-only data formulation because it’s only a function of array manifold \( A \).

### V.3.1 MSE Expression

By long but straightforward derivation in Appendix B, we get the expression of MSE for forward-backward averaging as

\[
E(\Delta \theta_k)^2 = \frac{\sigma_n^2 [R_{FB}^{-1} + 2Re(\phi_k R_{FB}^{-1})](k,k)}{2[a(1)(\theta_k)^H \Omega_o \omega \Omega_o a(1)(\theta_k)]}
\]

where we define

\[
\phi_k = -z_k^{L-1}(\alpha_k^H J \alpha_k^*) \frac{||\alpha_k||^2}{||\alpha_k||^2}.
\]

and

\[
R_{FB}^{-1} = R_{FB}^{-1} \cdot R^* R_{FB}^{-1}.
\]

Using Schwartz Inequality

\[
|| - z_k^{L-1}(\alpha_k^H J \alpha_k) || \leq || - z_k^{L-1} || \cdot ||\alpha_k|| \cdot ||J|| \cdot ||\alpha_k|| = ||\alpha_k||^2
\]

it is easy to see \( ||\phi_k|| \leq 1 \).

### V.3.2 Properties

Property V.1 For MUSIC, \( ||\phi_k|| = 1 \).

Proof: Using the properties

\[
A = J A^* D^{L-1} \quad \text{and} \quad A^* = D^{1-L} A^* J
\]

we can get

\[
\Omega_o = I - A (A^H A)^{-1} A^H
\]

\[
= I - J A^* D^{L-1} (D^{1-L} A^T J J A^* D^{L-1})^{-1} D^{1-L} A^T J
\]

\[
= I - J A^* (A^T A^*)^{-1} A^T J = J \Omega_o J
\]
or \( \mathbf{J}\Omega_{\theta}^* = \Omega_{\theta} \mathbf{J} \) so that we can rewrite

\[
-J \alpha_k z_k^{L-1} = j \mathbf{J}\Omega_{\theta}^* a^{(1)}(\theta_k)^* z_k^{L-1} = j \Omega_{\theta} \mathbf{J} a^{(1)}(\theta_k)^* z_k^{L-1}.
\]

(132)

Since

\[
a^{(1)}(\theta_k) - \mathbf{J} a^{(1)}(\theta_k)^* z_k^{L-1}
= \begin{pmatrix}
0 \\
C_k z_k \\
\vdots \\
(L-1)C_k z_k \\
\end{pmatrix}
- \begin{pmatrix}
-(L-1)C_k z_k \\
\vdots \\
-C_k z_k \\
0 \\
\end{pmatrix} z_k
= (L-1)C_k a(\theta_k)
\]

(133)

pre-multiply (133) by \( \Omega_{\theta} \), and notice that \( \Omega_{\theta} a(\theta_k) = 0 \), we have

\[
j \Omega_{\theta} \mathbf{J} a^{(1)}(\theta_k)^* z_k^{L-1} = j \Omega_{\theta} a^{(1)}(\theta_k) = \alpha_k
\]

(134)

so that

\[
-J \alpha_k z_k^{L-1} = \|\alpha_k\|^2
\]

(135)

\( \phi_k = 1 \) for MUSIC is proved.

\[\square\]

Property V.2 For Subspace-Rotation algorithms, \( \|\phi_k\| = 1 \).

Proof:

\[
\alpha_k^H = e_k A_1 \hat{\imath} (1^1 z_k^{-1} - \mathbf{I}^1)
\]
so that

\[ z_{k}^{L-1}a_{k}^{H}\mathbf{J}\alpha_{k}^{*} = z_{k}^{L-1}e_{k}\mathbf{A}^{\dagger}(\mathbf{I}^{1}z_{k}^{L-1} - \mathbf{I}^{1})\mathbf{J}\alpha_{k}^{*} = z_{k}^{L-1}e_{k}\mathbf{A}^{\dagger}(\mathbf{I}^{1}z_{k}^{L-1} - \mathbf{I}^{1})\alpha_{k}^{*} \] 

(136)

where we used \( \mathbf{I}^{1}\mathbf{J} = \mathbf{J}\mathbf{I}^{1} \) and \( \mathbf{I}^{1}\mathbf{J} = \mathbf{J}\mathbf{I}^{1} \), further

\[ -z_{k}^{L-1}a_{k}^{H}\mathbf{J}\alpha_{k}^{*} = e_{k}(z_{k}^{L-2}\mathbf{A}^{\dagger}\mathbf{J})(\mathbf{I}^{1}z_{k}^{L-1} - \mathbf{I}^{1})\alpha_{k}^{*} = e_{k}(\mathbf{A}^{\dagger})^{*}(\mathbf{I}^{1}z_{k}^{L-1} - \mathbf{I}^{1})\alpha_{k}^{*} = \alpha_{k}^{T}\alpha_{k}^{*} = ||\alpha_{k}||^{2} \] 

(137)

where \( z_{k}^{L-2}\mathbf{A}^{\dagger}\mathbf{J} = (\mathbf{A}^{\dagger})^{*} \) is because of (130). \( \phi_{k} = 1 \) for SSR/ESPRIT is proved.

\[ \square \]

\( \phi_{k} \) for different algorithms can be found in Table V.

V.3.3 Uncorrelated Signals

When the signals are uncorrelated, \( \mathbf{R} \) is diagonal such that (125) becomes

\[ \mathbf{R}_{FB} = \mathbf{R} + \mathbf{D}^{-L+1}\mathbf{R}\mathbf{D}^{L-1} = 2\mathbf{R} \] 

(138)

so that we have

\[ \mathbf{R}_{FB}^{-1} = \frac{1}{2}\mathbf{R}^{-1} \] 

(139)

and

\[ \mathbf{R}_{FB}^{-1} = \mathbf{R}_{FB}^{-1}\mathbf{R}\mathbf{R}_{FB}^{-1} = \frac{1}{4}\mathbf{R}^{-1} \] 

(140)
where $\mathbf{R}^* = \mathbf{R}$ for uncorrelated signals, and $\hat{\mathbf{R}}_{FB}^{-1}$ is real and diagonal, so that (127) becomes

$$E(\Delta \theta_k)^2 = \frac{\sigma_n^2[1 + \text{Re}(\phi_k)](\mathbf{R}^{-1})(k, k)}{4[a^{(1)}(\theta_k)H\Omega_{\omega}\mathbf{W}\Omega_{\omega}a^{(1)}(\theta_k)]}$$  \hspace{1cm} (141)

\text{Lemma V.1} For uncorrelated signals, MUSIC and Subspace-Rotation have the same MSE using forward-only and forward-backward averaged data.

\text{Proof:} For MUSIC and Subspace Rotation algorithms, $\phi_k = 1$ such that

$$E(\Delta \theta_k)^2 = \frac{\sigma_n^2||\alpha_k||^2}{2\gamma_k^2} \mathbf{R}^{-1}(k, k).$$  \hspace{1cm} (142)

Equation (142) is the same as forward-only data formulations. Forward-backward averaging brings no improvement to uncorrelated signals when use MUSIC and SSR/ESPRIT algorithms.

\text{Lemma V.2} For uncorrelated signals, Min-Norm has smaller MSE using forward-backward averaged data than using forward-only data.

\text{Proof:} For Min-Norm algorithm $\text{Re}(\phi_k) \leq ||\phi_k|| \leq 1$

$$E(\Delta \theta_k)^2 = \frac{\sigma_n^2[1 + \text{Re}(\phi_k)](\mathbf{R}^{-1})(k, k)}{4[a^{(1)}(\theta_k)H\Omega_{\omega}\mathbf{W}\Omega_{\omega}a^{(1)}(\theta_k)]} \leq \frac{\sigma_n^2[\mathbf{R}^{-1}](k, k)}{2[a^{(1)}(\theta_k)H\Omega_{\omega}\mathbf{W}\Omega_{\omega}a^{(1)}(\theta_k)]}$$  \hspace{1cm} (143)

This means forward-backward averaging does improve performance for uncorrelated signals over forward-only formulation when use Min-Norm algorithm.
V.3.4 Correlated Signals

For correlated signals, as stated in [41, 44]. The forward-backward averaging has the effect to decorrelate the correlation between signal when the number of correlated sources is 2. Similar to [45, 44], we have, in the case of two correlated sources with correlation coefficient $\rho$. Notice here, for finite data analysis, the $\rho$ is the equivalent correlation coefficient of sample correlation coefficient. With the increase of the snapshot, it will go to its expected value.

$$R_{FB} = R + D^{-L-1} R^* D^{-L-1}$$

$$\approx M \left( \frac{\sigma_1^2}{\sigma_1 \sigma_2 \rho} \right)$$

$$= M D^{-L+1} \left( \frac{\sigma_1^2}{\sigma_1 \sigma_2 \rho} \right) D^{L-1}$$

$$= 2M \left( \frac{\sigma_1^2}{\sigma_1 \sigma_2 \rho} \right)$$

(144)

We can see, after forward-backward averaging, the equivalent correlation coefficient goes to $\bar{\rho}$ and

$$|\bar{\rho}|^2 = \frac{|\rho|^2 + \text{Re}(\rho^2 \frac{1-L}{2})}{2} \leq |\rho|^2$$

(145)

so that the sources are decorrelated and the performance will be improved. It is interesting to notice that $\bar{\rho}$ depends the angular separation of the signals. When $\rho$ is real, the maximum decorrelation occurs when two sources are closely spaced.

It has been experimentally observed that $R_{FB}^{-1}(k, k) \leq \frac{1}{2} R^{-1}(k, k)$, so that it can be shown

$$E(\Delta \theta_k)^2 \leq \frac{\sigma_\alpha^2 ||\alpha_k||^2}{\gamma_k^2} R_{FB}^{-1}(k, k)$$
where we have used

\[
E[Im(\beta^H N_{FB}^H \alpha_k)]^2 \leq E ||\beta^H N_{FB}^H \alpha_k||^2 \\
= \sigma_n^2 ||\alpha_k||^2 R_{FB}^{-1}(k,k)
\]

(147)

(146) tells us that the mean-squared error of using forward-backward averaged data will not be larger than that of using forward-only data for all subspace-based DOA estimation algorithms regardless of the coherence of the signals.

V.4 NUMERICAL EXAMPLES

We use an uniform line array of eight sensors (with \( d = \lambda_c / 2 \)) with two sources at 0.2 and 0.35 radians (angles are measured with respect to the normal of the array). The signals are \( s_c(n) = e^{j(\frac{2\pi}{\lambda_c} n + \phi_{kn})} \), where \( \phi_{kn} \) are independent random phase angles uniformly distributed in the interval \( (-\pi, \pi) \). Twenty snapshots of array data were taken for 500 hundred trials.

Figure 12, 13 and 14 show the root mean-squared error of DOA estimation versus source correlation using forward-only and forward-backward data formulation. The correlation coefficient is define as

\[
\rho = \frac{E_s(s_1 s_2^*)}{\sigma_{s1} \sigma_{s2}}
\]

We can see that the forward-backward averaging improves the performance of Min-Norm even for uncorrelated sources, however, it only improves the performance of MUSIC and Subspace-Rotation for correlated signals.
V.5 SUMMARY

In this chapter, we examine the effect of forward-backward averaging on the performance of DOA estimation algorithms. Unified formula for mean-squared DOA estimation error has been derived. The reason why for uncorrelated signals, forward-backward averaging improves the performance of Min-Norm but not for MUSIC and Subspace-Rotation has been revealed. We further conclude that, in general, forward-backward averaging is preferable for all subspace-based DOA estimation algorithms.


**TABLE V**

$\phi_k$ FOR DIFFERENT ALGORITHMS

<table>
<thead>
<tr>
<th>MUSIC</th>
<th>Min-Norm</th>
<th>Subspace-Rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_k = 1$</td>
<td>$</td>
<td></td>
</tr>
</tbody>
</table>
Figure 12. Forward-only and Forward-backward Min-Norm.
Figure 13. Forward-only and Forward-backward MUSIC.
Figure 14. Forward-only and Forward-backward Subspace-Rotation.
CHAPTER VI

SPATIAL SMOOTHING

VI.1 INTRODUCTION

From the previous discussion, we can see that, when multiple signals are linear dependent, the subspace algorithms have difficulty in determining the DOA because of the collapse of the dimensionality of the so-called signal subspace. Evans et al [46] and later Shan et al [47] proposed a spatial smoothing method for a uniform linear array to restore the dimensionality of the signal subspace. A modified scheme, uses both forward and backward subarrays for averaging which required less sensors was proposed by Evans et al [46] and Pillai [41]. Since then, a number of papers appeared dealing with performance analysis of the spatial smoothing algorithm [44, 48, 49, 50, 43, 51, 52]. Some of them analyzed only one algorithm [44, 50, 43, 51] while the other studied only bias and resolution [44]. In this chapter, we examine the effect of using data both in forward and backward manner, along with spatial smoothing, on the performance on DOA estimation algorithms. A analysis of the forward only scheme is carried out first, then, the formula for forward-backward scheme is derived using some of the results in Chapter IV on the forward-backward averaging. Several observations on the performance improvement effect of spatial smoothing are provided.
VI.2 FORWARD ONLY SPATIAL SMOOTHING

VI.2.1 Data Formulation

Assume that a uniform linear array of $L$ sensors is divided into overlapping subarrays of size $Q$ (Figure 15). The total number of subarrays is $L - Q + 1$. Each subarray gives a covariance matrix and the forward spatially smoothed covariance matrix is obtained by averaging of these sub-covariance matrices:

$$ R_F = \sum_{i=1}^{L-Q+1} Y_i Y_i^H = \sum_{i=1}^{L-Q+1} AD_i^{-1}SS_i^H D_i^{-1H} A^H $$

(148)

where $A$ is the subarray manifold of size $Q \times P$ and $Y_i$ is the data output of the subarray:

$$ Y_i \overset{\text{def}}{=} \begin{pmatrix} y_{i,1} & y_{i,2} & \cdots & y_{i,M} \\ \vdots & \vdots & \ddots & \vdots \\ y_{i+Q-1,1} & y_{i+Q-1,2} & \cdots & y_{i+Q-1,M} \end{pmatrix} = AD_i^{-1}S. $$

(149)

Accordingly, we define the forward spatially smoothed sources covariance matrix as

$$ R_{AF} \overset{\text{def}}{=} \sum_{i=1}^{L-Q+1} D_i^{-1SS}_i D_i^{-1H}. $$

(150)

For the convenience of analysis, a equivalent direct data expression which gives the same covariance matrix can be defined as

$$ Y_F = [Y_1 Y_2 \ldots Y_{L-Q+1}] $$

$$ \overset{\text{def}}{=} A[S \ DS \ \cdots \ D^{L-Q}S] \overset{\text{def}}{=} AS_F $$

(151)

on which we can apply the singular value decomposition and use subspace algorithms for DOA estimation. A equivalent noise matrix can be formed in the same fashion

$$ N_F = [N_1 N_2 \ldots N_{L-Q+1}] $$
VI.2.2 Performance Analysis

To start our performance analysis, we rewrite the noise corrupted data in the form of

\[ \hat{Y}_F = Y_F + N_F. \]

Base on the perturbation theory derived in Chapter III, we simply substitute the parameters in equation (42) with their spatially smoothed counterparts and get the bias of DOA estimation

\[ \Delta \theta_k = \frac{\Im(\beta_k^H N_F^H \alpha_k)}{\gamma_k} \]

(152)

where \( \alpha_k, \gamma_k \) are defined in Table II. They do not change with the spatial smoothing since they are only functions of subarray manifold \( A \). However \( \beta_k \) is now

\[ \beta_k^H = e_k^H R_{\alpha}^{-1} S_F \]

(153)

owing to the spatial smoothing.

The mean-squared error of the angular estimation is given by

\[ E(\Delta \theta_k)^2 = \frac{E[\Im(\beta_k^H N_F^H \alpha_k)]^2}{\gamma_k^2}. \]

(154)

Expanding the numerator of above equation, we have

\[ E[\Im(\beta_k^H N_F^H \alpha_k)]^2 \]

\[ = \frac{1}{2} E(\beta_k^H N_F^H \gamma_k)^2 - \frac{1}{4} E(\beta_k^H N_F^H \alpha_k \beta_k^H N_F^H \alpha_k) - \frac{1}{4} E(\alpha_k^H N_F^H \gamma_k \alpha_k^H N_F \beta). \]

(155)

Take the expectation with respect to noise, the second and third term go to zero because of the circular property of the noise. But

\[ E[N_F^H \alpha_k \alpha_k^H N_F] \neq \sigma_n^2 I || \alpha_k ||^2 \]
because of the spatial smoothing. By noticing the above property, we derive the MSE expression for forward only spatial smoothing in Appendix C. Here is the final formula for that:

$$E(\Delta \theta_k)^2 = \frac{\sigma_n^2 \mathbf{R}_s^{-1}(k,k) \mathbf{R}_W \mathbf{R}_s^{-1}(k,k)}{\gamma_k^2}$$

(156)

\( \mathbf{R}_W \) is the Weighted signal correlation matrix defined in Appendix C. Again, the expression only involves physical parameters. The effect of spatial smoothing on performance can be seen directly from this formula. Without spatial smoothing, the MSE is proportional to \( \mathbf{R}_s^{-1}(k,k) \) which becomes infinity when the signal are coherent. All subspace-based algorithms will fail to resolve the DOA due to the dimensionality collapse of the signal subspace. After applying the spatial smoothing to the data matrix, \( \mathbf{R}_s^{-1}(k,k) \) is substituted by smoothed signal covariance matrix \( \mathbf{R}_s^{-1}(k,k) \) which is no longer rank deficient as shown in [47]. This enable those subspace-based DOA estimation algorithms to estimate the DOAs with finite MSE.

### VI.3 FORWARD-BACKWARD SPATIAL SMOOTHING

**VI.3.1 Data Formulation**

Similar to forward-backward averaging, in forward-backward spatial smoothing, the covariance matrix is obtained by averaging the forward and backward subarray covariance matrix:

$$\mathbf{R}_{FB} = \mathbf{R}_F + J \mathbf{R}_F^* J.$$

(157)

Accordingly, we define the forward-backward spatially smoothed noise and signal data matrix as

$$\mathbf{N}_{FB} = [\mathbf{N}_F \mathbf{JN}_F^*]$$

$$\mathbf{S}_{FB} = [\mathbf{S}_F \mathbf{D}^{1-L} \mathbf{S}_F^*].$$
The equivalent direct data expression for perturbated data is given by:

\[ \hat{Y}_{FB} = AS_{FB} + N_{FB}. \] (158)

It is shown in [51] that, in general, for all subspace-based methods, forward-backward is preferable to forward only spatial smoothing. We will develop the formula for the performance of forward-backward spatial smoothing and provide reason to support the above argument.

VI.3.2 Performance Analysis

The formulas for the estimation of bias and mean-squared error in (42) and (43) hold except that \( \beta_k \) and \( N \) should be substituted by their forward-backward spatially smoothed counterparts.

The derivation of the explicit expression of MSE can be found in Appendix D. We here only give the final formula for the MSE of DOA estimation using forward-backward spatial smoothing.

\[ E(\Delta \theta_k)^2 = \frac{\sigma_n^2}{2 \hat{\ell}_k^2} \left( R_{sFB}^{-1} R_{WFB} R_{sFB}^{-1} - \Re(R_{sFB}^{-1} \overline{R}_{WFB} R_{sFB}^{-1}) \right)(k, k) \] (159)

where \( R_{WFB} \) is forward-backward averaged Weighted signal covariance matrix

\[ R_{WFB} \overset{\text{def}}{=} R_W + D^{1-L} R_W^* D^{L-1} \]

and \( \overline{R}_{WFB} \) is defined in Appendix D, which is also a Weighted signal covariance matrix due to the backward spatial smoothing.

VI.4 EFFECT OF SPATIAL SMOOTHING ON PERFORMANCE

In this section, we analyze the effect of spatial smoothing on the performance of subspace algorithms. We first have an overall discussion on spatial smoothing and
then compare the forward only and forward-backward schemes for uncorrelated and highly correlated sources, respectively.

VI.4.1 Discussion

Spatial smoothing decorrelates the sources at the cost of reducing of effective array aperture. It has been proven in our previous work that the MSE is inversely proportional to the array aperture in element space (without spatial smoothing). Spatial smoothing actually has a negative effect on the performance of subspace algorithms for lowly correlated sources (Figure 16). On the other hand, spatial smoothing is a must for all the subspace-based algorithms when the signals are coherent.

At this point in our discussion, it is natural to ask that how can we reach the best performance by using spatial smoothing for different source correlation?

Due to the involvement of many other measurement conditions, it is hard to isolate the tradeoff effect between array aperture and source decorrelation. An analytic answer to the above question is still expected. However, by analyzing our theoretical plots for different source correlation, we can roughly conclude that, for MUSIC and ESPRIT, minimal spatial smoothing is desirable because of the dominant effect of the size of aperture on the performance of the algorithm. On the other hand, for Min-Norm, the optimal is reached when the spatial smoothing make the aperture \( \frac{2}{3} \) of the maximum aperture [17]. At this point, the difference of the minimum mean-squared error between MUSIC and Min-Norm reaches its minima.

VI.4.2 Uncorrelated Signals

For forward only spatial smoothing, we can simplify the expression of the
mean-squared error. Since

$$\mathbf{R}_w = \sum_{i=1}^{M} \mathbf{S}_i \mathbf{B} \mathbf{B}^H \mathbf{S}_i^H. $$

When the number of snapshot is large, it can be approximated by its expectation value

$$\mathbf{R}_w \approx M \mathbf{S} \mathbf{B} \mathbf{B}^H \mathbf{S}. \quad (160)$$

Because of independence between source signals,

$$\mathbf{S} \mathbf{B} \mathbf{B}^H \mathbf{S} = \begin{pmatrix}
\mathbf{a}_{L-Q}(\theta_1)^H \mathbf{B} \mathbf{B}^H \mathbf{a}_{L-Q}(\theta_1) \sigma_i^2 \\
\vdots & \ddots & \ddots \\
0 & \cdots & \mathbf{a}_{L-Q}(\theta_p)^H \mathbf{B} \mathbf{B}^H \mathbf{a}_{L-Q}(\theta_p) \sigma_p^2
\end{pmatrix}. \quad (161)$$

where $\sigma_1^2, \ldots, \sigma_p^2$ are signal powers and $\mathbf{a}_{L-Q}(\theta_i)$ is the steering vector with aperture $L - Q$ (not $Q$, which is the aperture of subarray).

$$\mathbf{a}_{L-Q}(\theta_i) = (1 \lambda_i \cdots \lambda_i^{L-Q})^T.$$ 

The $\mathbf{R}_s$ in equation (156) can also be approximated by its expectation value.

$$\mathbf{R}_s^{-1}(i,i) \approx \frac{1}{M(L - Q + 1)\sigma_i^2} \quad (162)$$

so the simplified expression of (156) is given by

$$E(\Delta \theta_k)^2 = \frac{||\mathbf{a}_{L-Q}(\theta_i)^H \mathbf{B}||^2 \sigma_n^2}{2M(L - Q + 1)^2\gamma_k^2\sigma_k^2}. \quad (163)$$

For forward-backward spatial smoothing, we will prove the following lemma similar to that in forward-backward averaging discussed in Chapter V.

Lemma VI.1 For uncorrelated signals, MUSIC and Subspace Rotation algorithms have the same MSE using forward-backward spatial smoothed and forward only spatial smoothed data.
Proof: Notice that the sources are uncorrelated, from equation (161) (162), \( R_W \) and \( R_s \) are diagonal. So the first term in Expression (159) is approximately

\[
R_s^{-1} H R_{WF} R_s^{-1} \approx \frac{1}{2} R_s^{-1} R_W R_s^{-1}.
\] (164)

For the second term in (159), take the approximation of \( R_s^{-1} \) yields.

\[
R_s^{-1} \cdot \overline{R}_{WF} R_s^{-1} H(k, k)
\]

\[
\approx \frac{1}{M^2(L - Q + 1)^2} \overline{R}_{WF}(k, k).
\] (165)

Now from the definition of \( \overline{R}_{WF} \) and using Property V.1, V.2, we get

\[
\overline{R}_{WF}(k, k)
\]

\[
= \sum_{i=1}^{M} \overline{S}_i z_i^{-1} \overline{B}^H \overline{B}^H \overline{S}_i + \overline{S}_i B^H B \overline{S}_i (k, k)
\]

\[
= \sum_{i=1}^{M} \overline{S}_i B B^H \overline{S}_i + \overline{S}_i B B^H \overline{S}_i (k, k)
\]

\[
= 2R_W.
\] (166)

Combine (164) (165) and (166), the expression for MSE using MUSIC and Subspace Rotation for uncorrelated sources becomes

\[
E(\Delta \theta_k)^2 = \frac{||\alpha_{L-Q}(\theta_i)^H B||^2 \sigma_n^2}{2M(L - Q + 1)^2 \gamma_k^2 \sigma_k^2}
\] (167)

which is the same as using forward only spatial smoothing. 

\[\square\]
VI.4.3 Correlation Signals

For correlated signals, both $R_{sf}, R_{sFB}$ and $R_w$ are functions of signal correlation coefficients. We will discuss a simple two sources case to illustrate the decorrelation effect of spatial smoothing.

or forward only spatial smoothing, let $\sigma_1^2$, $\sigma_2^2$ be the sources powers and $\rho$ the correlation coefficient between two sources, the expectation of the forward only spatially smoothed sources covariance matrix is

$$R_{sf} = M \sum_{i=0}^{L-Q} \left( \begin{array}{cc} \sigma_1^2 & \sigma_1\sigma_2\rho^i (\lambda_2^{-1} \lambda_1^{-1})^i \\ \sigma_1\sigma_2\rho^{i+1} & \sigma_2^2 \end{array} \right)$$

$$= M(L - Q + 1) \left( \begin{array}{cc} \sigma_1^2 & \sigma_1\sigma_2\rho \\ \sigma_1\sigma_2\rho^* & \sigma_2^2 \end{array} \right)$$

(168)

where

$$\bar{\rho} = \frac{1 - (\lambda_1\lambda_2^{-1})^{L-Q+1}}{(1 - \lambda_1\lambda_2^{-1})(L - Q + 1)} \rho$$

is the equivalent sources correlation coefficient after smoothing. It is obvious that

$$\frac{|\bar{\rho}|^2}{|\rho|^2} \leq 1$$

which means spatial smoothing can decorrelate sources correlation, and recover the rank of sources covariance matrix for the case of coherent signals.

For forward-backward spatial smoothing,

$$R_{sFB} = R_{F,s} + D^{1-L}R_{F,s}^*D^{L-1}$$

$$= 2M(L - Q + 1) \left( \begin{array}{cc} \sigma_1^2 & \sigma_1\sigma_2\hat{\rho} \\ \sigma_1\sigma_2\hat{\rho}^* & \sigma_2^2 \end{array} \right)$$

(169)

where

$$\hat{\rho} = \bar{\rho} + \bar{\rho}^* (\lambda_1\lambda_2^{L-1}) \frac{1}{2}$$
is the equivalent sources correlation coefficient after forward-backward spatial smoothing.

We can relate the magnitude-square of equivalent correlation coefficient for forward only and forward-backward spatial smoothing by

$$|\tilde{\rho}|^2 = \frac{|\rho|^2 + \Re(\tilde{\rho} \lambda_d^{-L} \lambda_d^{-1})}{2} \leq |\rho|^2.$$ 

So forward-backward spatial smoothing has better effect of decorrelate the sources correlation than forward only spatial smoothing.

VI.5 NUMERICAL EXAMPLES

We present some numerical examples to illustrate effect of spatial smoothing on the performance and further support our theoretical results. A twenty-element uniform linear array is used. The sources are equal power with covariance matrix given by

$$\begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}$$

and DOA = 0.2, 0.35 radians, SNR = 20 dB, Number of snapshots = 20. All the simulations were conducted using 500 trials. The other configuration of data structure are the same as in Chapter III. In all the figures, only the root MSE for DOA at 0.35 radian is plotted out.

For forward only spatial smoothing, Figure 16, 17 and 18 show the Root MSE of DOA estimation vs. the aperture of subarray with source correlation $\rho = 0, 0.75$ and 1, respectively. We can easily see that, when the source correlation approaches 1, spatial smoothing becomes a must for subspace-based algorithms.

Figure 19, 20 and 21 show the same results for the forward-backward spatial smoothing scheme. Compare these figures to the figures for forward only spatial
smoothing, we can see that generally forward-backward spatial smoothing outperforms forward only spatial smoothing.

For independent sources, Figure 22, 23 and 24 compare the performance of forward only and forward-backward smoothing for MUSIC, Min-Norm and ESPRIT, respectively. They verify our conclusion in Lemma VI.1.

VI.6 SUMMARY

A unified analysis of different subspace-based DOA estimation algorithms implemented on spatially smoothed data was presented in this chapter. The forward only spatial smoothing scheme is studied first. The analysis was then extended to forward-backward spatial smoothing scheme. Important insights into the effect of spatial smoothing on the performance of DOA estimation algorithms was provided.
Figure 15. The Forward-backward Spatial Smoothing Scheme
Figure 16. Root Mean-Squared Error vs. Subarray Aperture.
Figure 17. Root Mean-Squared Error vs. Subarray Aperture.
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Figure 18. Root Mean-Squared Error vs. Subarray Aperture.
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Figure 19. Root Mean-Squared Error vs. Subarray Aperture.
Figure 20. Root Mean-Squared Error vs. Subarray Aperture.
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Figure 21. Root Mean-Squared Error vs. Subarray Aperture.
Figure 22. Forward Only vs. Forward-backward Spatial Smoothing.
Figure 2.3. Forward Only vs. Forward-backward Spatial Smoothing.
Figure 21. Forward Only vs. Forward-backward Spatial Smoothing.
CHAPTER VII

CONCLUSION

We have presented a unified performance analysis of DOA estimation algorithms using physical parameters. These algorithms include MUSIC, Min-Norm, and Subspace Rotation. The analysis is applicable to these algorithms implemented on element space, beam space, forward-backward averaged and spatially smoothed data. Theoretical expressions for the estimation error are obtained by linking the statistical fluctuations of these quantities with singular vectors of signal and orthogonal subspaces, and then in turn with the DOA estimates themselves. Major results include the following:

- provide unified expressions for statistics of DOA estimation of subspace-based algorithms implemented on different data structures.

- express all the statistics in terms of signal, noise and array characters (physical parameters) only. The relations that were previously masked by complex algebra are revealed.

- Draw and prove several important results from our simple formulas.

Simulation results were presented to demonstrate the validity of MSE expressions. In all the simulation examples, there was excellent agreement between the predicted and simulated DOA estimation errors.
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APPENDIX A

PARAMETERS FOR SUBSPACE ROTATION METHOD
We first define a $\mathbf{L}$ independent of $\mathbf{W}$ thus irrelevant to the algorithms

$$\mathbf{L} = \mathbf{U}_s^H \mathbf{A}$$

(171)

and get

$$\mathbf{L}^{-1} = \mathbf{R}_s \mathbf{A}^H \mathbf{U}_s \mathbf{\Sigma}_s^{-1}.$$  

(172)

Notice $\mathbf{u}_k$ is the $k$-th column of $\mathbf{L}$, we now define

$$e_k = \begin{pmatrix} 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \end{pmatrix}^H$$

in which only the $k$-th element is 1 so we have

$$\beta_k = \mathbf{V}_s \mathbf{\Sigma}_s^{-1} \mathbf{W} \mathbf{L} \mathbf{e}_k = \mathbf{V}_s \mathbf{\Sigma}_s^{-1} \mathbf{L} \mathbf{e}_k$$

(173)

substitute (171) into (173) to obtain

$$\beta_k = \mathbf{V}_s \mathbf{\Sigma}_s^{-1} \mathbf{U}_s^H \mathbf{A} \mathbf{e}_k = \mathbf{V}_s \mathbf{\Sigma}_s^{-1} \mathbf{U}_s^H \alpha(\theta_k).$$

(174)

Notice $\mathbf{v}_k$ is the $k$-th row of $\mathbf{L}^{-1}$, we can express $\alpha_k^H$ as

$$\alpha_k^H = C_k \mathbf{e}_k^H \mathbf{L}^{-1} \mathbf{W}^{-1} \mathbf{U}_s^\dagger (\mathbf{U}_o \lambda_k - \mathbf{U}_o^\dagger) \mathbf{U}_o^H$$

$$= \mathbf{e}_k^H \mathbf{L}^{-1} \mathbf{U}_s^\dagger (\mathbf{U}_o \lambda_k - \mathbf{U}_o^\dagger) \mathbf{U}_o^H.$$  

(175)

Using $\mathbf{L} = \mathbf{W}^{-1} \mathbf{L}$, (48) becomes

$$\mathbf{A} = \mathbf{U}_s \hat{\mathbf{L}} \quad \text{or} \quad \mathbf{A}^\dagger = \mathbf{U}_s^\dagger \hat{\mathbf{L}}$$

hence

$$\mathbf{A}^\dagger \mathbf{L} = \mathbf{L}^{-1} \mathbf{U}_s^\dagger.$$  

(176)

If we further define $\mathbf{I}^\dagger$ and $\mathbf{I}$ as the first $L-1$ and last $L-1$ columns, respectively, of the $L \times L$ identity matrix $\mathbf{I}$

$$(\mathbf{U}_o \lambda_k^{-1} - \mathbf{U}_o^\dagger) \mathbf{U}_o^H = (\mathbf{I}^\dagger \lambda_k^{-1} - \mathbf{I}^\dagger) \mathbf{U}_o \mathbf{U}_o^H = (\mathbf{I}^\dagger \lambda_k^{-1} - \mathbf{I}^\dagger) \mathbf{\Omega}_o$$

(177)
where $\Omega_o = U_o U_o^H$ is the projection matrix of orthogonal-subspace. Using (176) and (177), (175) becomes

$$\alpha_k^H = C_k e_k^H A^\dagger (I^1 \lambda_k^{-1} - I^1) \Omega_o. \quad (178)$$

Since we need preserve only $k$-th row of the $A^\dagger (I^1 \lambda_k^{-1} - I^1) \Omega_o$ to calculate $\alpha_k^H$, so we can rewrite (177) as

$$\alpha_k^H = C_k e_k^H (D^{-1} A^\dagger I^1 - A^\dagger I^1) \Omega_o = (A^\dagger I^1 - A^\dagger I^1) \Omega_o. \quad (179)$$

We now post-multiplying $(A^\dagger I^1 - A^\dagger I^1)$ by $A$

$$ (A^\dagger I^1 - A^\dagger I^1) A = (A^\dagger A^1 - A^\dagger A^1) = (I - I) = 0. \quad (180)$$

(180) shows that $(A^\dagger I^1 - A^\dagger I^1)$ is orthogonal to $A$, or is already in $\Omega_o$, we can drop $\Omega_o$ from $\alpha_k$

$$\alpha_k^H = C_k e_k^H A^\dagger (I^1 \lambda_k^{-1} - I^1) \quad (181)$$

or

$$\alpha_k^H = C_k e_k^H (A^\dagger I^1 - A^\dagger I^1). \quad (182)$$

Further, since

$$C_k e_k^H A^\dagger (I^1 \lambda_k^{-1} - I^1) a^{(1)}(\theta_k)$$

$$= e_k^H A^\dagger \left[ e^{j 2 \pi d \sin \theta_k} \begin{array}{c} \vdots \end{array} \right] e^{-j 2 \pi d \sin \theta_k} \left[ \begin{array}{c} e^{j \frac{(L-1) \pi d}{\lambda_c} \sin \theta_k} \vdots (L-2) e^{j \frac{(L-2) \pi d}{\lambda_c} \sin \theta_k} \end{array} \right]$$

$$= e_k^H A^\dagger \left[ \begin{array}{c} 0 \vdots \end{array} \right]$$
\begin{equation}
= e^H_k A^\dagger \begin{pmatrix}
0 \\
e^{-\frac{j(L-2)\pi d}{\lambda_c}} \sin \theta_k \\
\vdots \\
e^{-\frac{j(L-2L+4)\pi d}{\lambda_c}} \sin \theta_k
\end{pmatrix} = e^H_k A^\dagger a(\theta_k)^\dagger = 1 \tag{183}
\end{equation}

we have \(|\alpha_k a^{(1)}(\theta_k)|^2 = |\alpha_k \Omega_\alpha a^{(1)}(\theta_k)|^2 = 1\) we can express \(|\alpha_k||^2
\end{equation}

where \(\bar{\alpha}_k = \frac{\alpha_k}{|\alpha_k|}\). The expression of mean-squared error is
\begin{equation}
E_{\Delta Y} (\Delta \theta_k)^2 = \frac{|\beta_k|^2 \sigma_n^2}{2|\bar{\alpha}_k \Omega_\alpha a^{(1)}(\theta_k)|^2}. \tag{185}
\end{equation}
APPENDIX B

FORWARD BACKWARD AVERAGING
Since

\[ [\text{Im}(\beta^H_{FBk}N^H_{FB}\alpha_k)]^2 \]
\[ = \left( \frac{\beta^H_{FBk}N^H_{FB}\alpha_k - \alpha_k^H N_{FB}\beta_{FBk}}{2j} \right)^2 \]
\[ = \frac{1}{2} \beta^H_{FBk}N^H_{FB}\alpha_k\alpha_k^H N_{FB}\beta_{FBk} \]
\[ - \frac{1}{2} Re(\alpha_k^H N_{FB}\beta_{FBk}\alpha_k^H N_{FB}\beta_{FBk}) \] (186)

so

\[ E[\text{Im}(\beta^H_{FBk}N^H_{FB}\alpha_k)]^2 \]
\[ = \frac{1}{2} \beta^H_{FBk} E(N^H_{FB}\alpha_k\alpha_k^H N_{FB})\beta_{FBk} \]
\[ - \frac{1}{2} Re(\alpha_k^H E(N_{FB}\beta_{FBk}\alpha_k^H N_{FB})\beta_{FBk}) \] (187)

where in the first term

\[ E(N^H_{FB}\alpha_k\alpha_k^H N_{FB}) \]
\[ = E \left( \begin{bmatrix} N^H \\ N^T J \end{bmatrix} \right) \alpha_k\alpha_k^H (NJ^*) \]
\[ = \begin{bmatrix} E(N^H\alpha_k\alpha_k^H N) & E(N^H\alpha_k\alpha_k^H JN^*) \\ E(N^T J\alpha_k\alpha_k^H N) & E(N^T J\alpha_k\alpha_k^H JN^*) \end{bmatrix} \]
\[ = \sigma_k^2 ||\alpha_k||^2 I_{2L \times 2L} \] (188)

the non-diagonal terms equal to zero because of circular property of N. The first term of (187) becomes

\[ \frac{\sigma_k^2 R_{FB}^{-1}(k,k)||\alpha_k||^2}{2\gamma_k^2} \].
Unlike the case of forward-only formulation, the second term in (187) is not zero. To calculate this term we first rewrite $\beta_{FBk}$ as

$$\beta_{FBk}^H = [e_k R_{FB}^{-1} S \ e_k R_{FB}^{-1} D^{-L+1} S^*] = [\beta_{Fk}^H \ \beta_{Bk}^H]$$ \hspace{1cm} (189)

then

$$E[N_{FB} \beta_{FBk} \alpha_k^H N_{FB}]$$

$$= E[(N \ JN^*) \left( \begin{array}{c} \beta_{Fk} \\ \beta_{Bk} \end{array} \right) \alpha_k^H (N \ JN^*)]$$

$$= E(N \beta_{Fk} \alpha_k^H N + JN^* \beta_{Bk} \alpha_k^H N)$$

$$= E(JN^* \beta_{Bk} \alpha_k^H N \ N \beta_{Fk} \alpha_k^H JN^*)$$ \hspace{1cm} (190)

from (190) to (191) we used the circular property of $N$ again. Now we first look at the $i,j$-th entry of the matrix product $E(JN^* \beta_{Bk} \alpha_k^H N)$

$$E(JN^* \beta_{Bk} \alpha_k^H N)_{i,j}$$

$$= E[\sum_{m=1}^M n_{L-i+1}(m) \beta_{Bk}(m)] [\sum_{l=1}^L \alpha_k(l)^* n_l(j)]$$

$$= \sum_{m=1}^M \sum_{l=1}^L \beta_{Bk}(m) \alpha_k(l)^* E[n_{L-i+1}(m)^* n_l(j)]$$

$$= \sum_{m=1}^M \sum_{l=1}^L \beta_{Bk}(m) \alpha_k(l)^* \sigma^2 \delta(L - i + 1 - l, j - m)$$

$$= \sigma^2 \beta_{Bk}(j) \alpha_k(L - i + 1)^*$$ \hspace{1cm} (192)

where the indices in subscript and parenthesis of noise element $n$ in $N$ are the indices.
of the column and the row in \( N \). Now we obtain

\[
E[N_{FB}\beta_k\alpha_k^HN_{FB}] = \sigma_n^2 \begin{bmatrix}
\alpha_k(L)^* \\
\vdots \\
\alpha_k(1)^*
\end{bmatrix} \times \\
[\beta_{B_k}(1), \cdots, \beta_{B_k}(M), \beta_{F_k}(1), \cdots, \beta_{F_k}(M)]
\]

\[
= \sigma_n^2 J\alpha_k^*(\beta_{B_k}, \beta_{F_k})
\]  

(193)

so that

\[
\alpha_k^H E[N_{FB}\beta_k\alpha_k^HN_{FB}] \beta_k \\
= \sigma_n^2 (\alpha_k^H J\alpha_k^*)(\beta_{B_k}^T \beta_{F_k}^T) \begin{bmatrix}
\beta_{F_k} \\
\beta_{B_k}
\end{bmatrix}
\]

\[
= 2\sigma_n^2 (\alpha_k^H J\alpha_k^*)(\beta_{F_k}^T \beta_{B_k})
\]  

(194)

notice that from (189)

\[
J_{F_k, H_k}^T = [R_{FB}^{-1}s^T S D^{L-1} R_{FB}^{-1}](k, k)
\]

\[
= [R_{FB}^{-1}s^T R^{L-1} R_{FB}^{-1}](k, k).
\]  

(195)

Because we are only interested in \( k, k \)-th element of \([R_{FB}^{-1}s^T R^{L-1} R_{FB}^{-1}]\), so \( D^{L-1} \)

can be substituted by \( z_k^{L-1} \)

\[
J_{F_k, H_k}^T = z_k^{L-1}[R_{FB}^{-1}s^T R_{FB}^{-1}](k, k)
\]

\[
def z_k^{L-1}[\bar{R}_{FB}^{-1}](k, k).
\]  

(196)

Now equation (187) can be expressed as

\[
E(\Delta \theta_k)^2 = \frac{\sigma_n^2 ||\alpha_k||^2}{2\gamma_k} [R_{FB}^{-1} + 2Re(\phi_k \bar{R}_{FB}^{-1})](k, k)
\]  

(197)
or using (79)

\[ E(\Delta \theta_k)^2 = \frac{\sigma_n^2[R_{FB}^{-1} + 2Re(\phi_k \tilde{R}_{FB}^{-1})](k, k)}{2[a^{(1)}(\theta_k)\Omega_o W\Omega_o a^{(1)}(\theta_k)]} \]  

(198)

where we define

\[ \phi_k = -z_k^{-2} \frac{\alpha_k^H \mathbf{J} \alpha_k^*}{||\alpha_k||^2}. \]  

(199)
APPENDIX C

FORWARD ONLY SPATIAL SMOOTHING
Starting from (155), we first rewrite $\beta_k^H$ as:

$$\beta_k^H = e_k R_{sF}^{-1} [S DS \ldots D^{L-Q} S]$$

and

$$\beta_k^H N^H = e_k R_{sF}^{-1} [S DS \ldots D^{L-Q} S] [N_1 N_2 \ldots N_{L-Q+1}]^H.$$  \hfill (201)

Notice that we can reorder the above multiplication so that it becomes a summation of product of signal and noise from different snapshot.

$$[S DS \ldots D^{L-Q} S] N^H = \sum_{i=1}^{M} S_{Fi} N_{Fi}^H$$ \hfill (202)

where each $S_{Fi}$ and $N_{Fi}$ are smoothed signal and noise matrix from the $i^{th}$ snapshot.

$$S_{Fi} \overset{\text{def}}{=} [s_i D_{s_i} \ldots D^{L-Q} S_i]$$

$$s_i = [s_{1,i} s_{2,i} \ldots s_{p,i}]^T$$

and

$$N_{Fi} \overset{\text{def}}{=} \begin{pmatrix} n_{1,i} & n_{2,i} & \cdots & n_{L-Q+1,i} \\ \vdots & \vdots & \ddots & \vdots \\ n_{Q,i} & n_{Q+1,i} & \cdots & n_{L,i} \end{pmatrix}.$$  \hfill (204)

The first term in (155) can now be written as

$$E[e_k R_{sF}^{-1} \sum_{i=1}^{M} (S_{Fi} N_{Fi}^H) \alpha_k^H \sum_{i=1}^{M} (N_{Fi} S_{Fi}^H) R_{sF}^{-1} e_k^H].$$  \hfill (203)

Take the expectation with respect to noise and use the snapshot independency property of signal and noise, the above expression becomes

$$E \left( \sum_{i=1}^{M} S_{Fi} N_{Fi}^H \alpha_k^H \sum_{i=1}^{M} S_{Fi} N_{Fi}^H \right)$$

$$= \sum_{i=1}^{M} E \left( S_{Fi} N_{Fi}^H \alpha_k^H N_{Fi} S_{Fi}^H \right).$$  \hfill (204)
Similar to the derivation in [33], [17]

\[ E[\mathbf{N}^H \alpha_k \alpha_k^H \mathbf{N}] = \sigma_n^2 \mathbf{B} \mathbf{B}^H \]  

(205)

where

\[ \mathbf{B}_{L-Q+1 \times L} = \begin{pmatrix} \alpha_{k1} & \alpha_{k2} & \ldots & \alpha_{kQ} \\ \alpha_{k1} & \alpha_{k2} & \ldots & \alpha_{kQ} \\ 0 & \ldots & \ldots & \ldots \\ \alpha_{k1} & \alpha_{k2} & \ldots & \alpha_{kQ} \end{pmatrix} \]

So

\[ E\left( \mathbf{S}^H \alpha_k \alpha_k^H \mathbf{S}^H \right) = \sigma_n^2 \sum_{i=1}^{M} \mathbf{S}_i \mathbf{B} \mathbf{B}^H \mathbf{S}_i^H \overset{\text{def}}{=} \sigma_n^2 \mathbf{R}_W \]  

(206)

where we define the *Weighted* signal correlation matrix $\mathbf{R}_W$. The weighting matrix is only a function of the array manifold $\mathbf{A}$ (Since $\alpha_k$ is only a function of $\mathbf{A}$). Now we have the mean-squared error:

\[ E(\Delta \theta_k)^2 = \frac{\sigma_n^2}{2} \frac{\mathbf{R}^{-1}_{sF} \mathbf{R}_W \mathbf{R}^{-1}_{sF}(k,k)}{\gamma_k^2}. \]  

(207)
APPENDIX D

FORWARD BACKWARD SPATIAL SMOOTHING
Expanding

\[ E[3(\beta_k^H N_{FB}^H \alpha_k)]^2 \]

\[ = \frac{1}{2} E(\beta_k^H N_{FB}^H \alpha_k)^2 - \frac{1}{4} E(\beta_k^H N_{FB}^H \alpha_k \beta_k^H N_{FB}^H \alpha_k) - \frac{1}{4} E(\alpha_k^H N_{FB}^H \beta_k \alpha_k^H N_{FB}^H \beta_k). \]  

Using the result of section VI.2.2, we have

\[ E[S_{FB}^H N_{FB}^H \alpha_k \alpha_k^H N_{FB}^H S_{FB}^H] \]

\[ = \sigma_s^2 \sum_{i=1}^{M} (S_{Fi}^H D^{1-L} S_{Fi}) \begin{pmatrix} BB^H & 0 \\ 0 & B^T B \end{pmatrix} \begin{pmatrix} \bar{S}_{Fi}^H \\ \bar{S}_{Fi}^T D^{L-1} \end{pmatrix} \]

\[ = R_W + D^{1-L} R_W^* D^{L-1} \text{ def } R_{WFB}. \]  

The first term in (209) becomes

\[ \frac{\sigma_s^2}{2} R_{sFB}^{-1} R_{WFB} R_{sFB}^{-1}. \]  

Now we derive second and third terms (they are conjugate). Rewrite

\[ \beta_k^H N_{FB}^H = \sum_{i=1}^{M} \beta_{ki}^H \bar{N}_{iFB}^H \]

where \( \beta_{ki}^H \) and \( \bar{N}_{iFB}^H \) are the \( i \)th snapshot term:

\[ \beta_{ki}^H = e_k R_{sFB}^{-1} [S_{Fi}^H D^{1-L} S_{Fi}^*] \text{ def } [\beta_{ki,1}^H \beta_{ki,2}^H] \]

\[ \bar{N}_{iFB}^H \text{ def } [N_{Fi}, J \bar{N}_{Fi}^*]. \]

Remember the noise are independent form snapshot to snapshot. Taking the expectation, we can eliminate the cross term from third term in (209)

\[ E(\alpha_k^H N_{FB} \beta_k \alpha_k^H N_{FB} \beta_k) = E \sum_{i=1}^{M} \alpha_k^H \bar{N}_{iFB} \beta_k \alpha_k^H \bar{N}_{iFB} \beta_k. \]  

(212)
The middle part of the above expression can be further expanded as

\[
\mathbb{E}\left[\mathbf{N}_i^T\mathbf{F}_B\mathbf{\beta}_{k_i}\mathbf{\alpha}_k^H\mathbf{N}_i^F_B\right]
\]

\[
= \mathbb{E}\left(\mathbf{N}_{F_i}^T\mathbf{J}\mathbf{N}_{F_i}^*\right)\begin{pmatrix}
    \beta_{k_{i,1}} \\
    \beta_{k_{i,2}}
\end{pmatrix} \mathbf{\alpha}_k^H(\mathbf{N}_{F_i}^T\mathbf{J}\mathbf{N}_{F_i}^*)
\]

\[
= \mathbb{E}(\mathbf{J}\mathbf{N}_i^T\mathbf{\beta}_{k_{i,2}}\mathbf{\alpha}_k^H\mathbf{N}_i^T\mathbf{\beta}_{k_{i,1}}\mathbf{\alpha}_k^H\mathbf{J}\mathbf{N}_i^*).
\]  \text{(213)}

So equation (212) becomes

\[
\mathbb{E}\sum_{i=1}^{M} \mathbf{\alpha}_k^H\mathbf{N}_{i^T}\mathbf{F}_B\mathbf{\beta}_{k_i}\mathbf{\alpha}_k^H\mathbf{N}_i^F_B
\]

\[
= \sum_{i=1}^{M} \mathbb{E}(\mathbf{\alpha}_k^H\mathbf{J}\mathbf{N}_i^T\mathbf{\beta}_{k_{i,2}}\mathbf{\alpha}_k^H\mathbf{N}_{i^F}\mathbf{\beta}_{k_{i,1}}\mathbf{\alpha}_k^H\mathbf{J}\mathbf{N}_i^*) + \mathbf{\alpha}_k^H\mathbf{\beta}_{k_{i,1}}\mathbf{\alpha}_k^H\mathbf{J}\mathbf{N}_i^*) \mathbf{\beta}_{k_{i,2}}\mathbf{\alpha}_k^H\mathbf{J}\mathbf{N}_i^*)
\]  \text{(214)}

\[
= \sum_{i=1}^{M} (\mathbf{\beta}_{k_{i,2}}^T\mathbf{B}^*\mathbf{\beta}_{k_{i,1}} + \mathbf{\beta}_{k_{i,1}}^T\mathbf{B}^*\mathbf{B}^H\mathbf{\beta}_{k_{i,2}})
\]

\[
= e_k\mathbf{R}_{K_F}^{-1}\sum_{i=1}^{M}(\mathbf{S}_{F_i}D^{-1}\mathbf{B}^*\mathbf{S}_{F_i}^H + \mathbf{S}_{F_i}^*\mathbf{B}^*\mathbf{B}^H D^{-1}\mathbf{S}_{F_i}^T)\mathbf{R}_{K_F}^{-1}\mathbf{e}_K
\]

\[
= \mathbf{R}_{K_F}^{-1}\mathbf{R}_{K_F}^{-1}\mathbf{e}_K
\]  \text{(215)}

where

\[
\mathbf{R}_{K_F}^{-1} \equiv \sum_{i=1}^{M}(\mathbf{S}_{F_i}D^{-1}\mathbf{B}^*\mathbf{B}^H D^{-1}\mathbf{S}_{F_i}^T)
\]

\[
= \mathbf{R}_{K_F}^{-1}\mathbf{R}_{K_F}^{-1}\mathbf{e}_K
\]  \text{(216)}

This is a Weighted sources correlation matrix because of the forward-backward spatial smoothing. Let:

\[
\mathbf{B}_{L-Q+1 \times L} = \begin{bmatrix}
    \mathbf{\alpha}_{kQ} & \mathbf{\alpha}_{kQ-1} & \ldots & \mathbf{\alpha}_{k1} \\
    \mathbf{\alpha}_{kQ} & \mathbf{\alpha}_{kQ-1} & \ldots & \mathbf{\alpha}_{k1} & 0 \\
    \mathbf{\alpha}_{kQ} & \mathbf{\alpha}_{kQ-1} & \ldots & \mathbf{\alpha}_{k1} & \ldots & \ldots \\
    \mathbf{\alpha}_{kQ} & \mathbf{\alpha}_{kQ-1} & \ldots & \mathbf{\alpha}_{k1}
\end{bmatrix}
\]
We now have MSE of DOA estimation algorithms

\[ E(\Delta \theta_k)^2 = \frac{\sigma_n^2}{2\pi^2} (\mathbf{R}_{s_{FB}}^{-1} \mathbf{R}_{WF_{FB}} \mathbf{R}_{s_{FB}}^{-1} - \Re(\mathbf{R}_{s_{FB}}^{-1} \mathbf{R}_{WF_{FB}} \mathbf{R}_{s_{FB}}^{-1}))(k, k). \] (217)