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Abstract

The nature of how we make judgments has receivgdat deal of attention in the last
few decades. Risk communication research has itedi¢hat risk-related messages can
elicit affective responses in audiences, whichtbam have a significant impact on how
such audiences judge risk in general. Using a db&t®@een-subjects factorial design, this
study found that, contrary to Johnson and Tversgy283) findings, presenting
narratives about lethal risk does not influencelees! judgments about the frequency
that risks occur, nor do such narratives influgoaeicipant worry levels about the lethal
risks, more generally. Additionally, the inclusiohan image alongside both positively
and negatively valenced narratives demonstratesffeot on frequency estimates or
worry levels. These experimental conditions, altffotevealing no significant effects,
did illuminate the relationship between judgmeritask frequency and corresponding
worry levels. Implications for future research dfeet and judgments of risk, as well as

the relationship between judgments of control asklassessments, are discussed.
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Chapter One: Introduction

It should come as no surprise that humans are pgooaeors in judgment.
Because we are often limited in the informatiomvtoch we have access, we frequently
rely on either incomplete evidence, emotional coe®oth when assessing the world we
inhabit. Such errors are particularly powerfulennhs of how humans judge risk. While
certainly capable of applying logic to potentialigky situations and behaving
accordingly, our states of mind and the mannerhiclvmessages of risk are presented
often short-circuit logic and lead us to over oderestimate risk. These imperfections of
cognition are commonplace and are often no caussftcern. In some instances,
however, such cognitive failures compel actorsuspe unwarranted actions—actions
which may have been resisted had a risk been pyogesessed.

Recurring examples of such errors in judgment areahstrated in public polling
data. For example, public opinion surveys demotesttaat Americans tend to believe
that violent crime rates are rising even thougicaf data suggest the opposite. “These
polling trends stand in sharp contrast to the lterga crime trends reported by the FBI
and BJS [Bureau of Justice Statistics]. Both agembave documented big decreases in
violent and property crime rates since the ear§05Qwhen U.S. crime rates reached
their peak” (Gramlich, 2016, para 10). In the sami@, the citizenry overestimates the
danger posed by terrorist attacks in the UniteteSta comparison with a seemingly
endless list of other, more frequently occurringtalocdangers. For example, Politifact

(2015) noted that, between 2005 and 2015, extraattestks claimed the lives of 71



Americans. During that same period, gun deathswatted for over 300,000 deaths. This
incongruence between the degrees of risk amongaleisk categories is important

The effort to gain a fuller understanding of howrfans make errors when
judging risk is not simply an academic exercisee bhtter we understand how and why
such errors occur, the more likely we are to dgvelidective strategies for steering the
broader public toward reasonable assessments t#hvbleof risk carried by a multitude
of potential hazards. In discussing the impact #utd of terrorism have on the public’s
judgment of risk, Cass Sunstein (1980) writes:

Hence an act of terrorism will have a large nundié€ripple effects” [...]

including a demand for legal interventions that imigot reduce risks and that

might in fact make things worse. Consider, for eganthe possibility that

extensive security precautions at airports wiltlgaople to drive rather than to

fly; because flying is much safer than driving, sypececautions might sacrifice

many lives on balance. (p. 2)
In other words, managing our collective judgmentisif is important on a practical level.
Unwarranted fears about low-probability events lsave a negative practical impact. So,
too, can the underestimation of such events ceeatdlective apathy towards
preparedness and a rejection of reasonable potesigned to mitigate potential harm.
The purpose of this thesis is to examine how affdlitences judgments of risk and the
degree to which varying message features playeaimgjuiding such judgments.

In chapter 2, this study will present a reviewitgfrature to provide a foundation

for influential elements in how we judge risk. Chex@3 will detail the methods used in



the effort to properly measure the constructs, el ag the participants who have taken
part in the study. Chapter 4 will report the reswolt the study, which indicated that affect
had no impact on participants’ worry levels or fiegcy estimates. Finally, chapter 5
will use these results as a way of broadening tbeudsion concerning implications for
research on affect and judgments of risk, limitagiof the methodology used, and how

this research can be extended in future studies.



Chapter 2: Literature Review

Judgments of Risk

The ternrisk has been conceptualized in several different waygely
dependent upon the domain in which risk is beingdistl. As it will be referred to in this
study, the termisk simply refers to the uncertainty of outcomes ordkeent to which
outcomes are more or less probable (Folkes, 1988jrdgton & Kerr, 2017; Slovic,
Fischhoff, & Lichtenstein, 1980; Starr, 1969;). Rigsearchers, particularly those who
operate in the domains of psychology (Arrow, 198%es, 1987; Rottenstreich & Hsee,
2001), decision-making (Kim, Ferrin, & Rao, 2008, lHsu, & Hsu, 2005), and
communication (Coleman, 1993; Harrington & KerrlZ2pWray, Kreuter, Jacobsen,
Clements, & Evans, 2004), approach risk analysisifa different perspective than those
who operate in finance, for example. Rather thaagmg on mathematical probabilities,
those who work in social or psychological fieldslebs the subjective nature of risk.
The estimated severity or frequency of a given rthwall vary between subjects and
tends to vary depending upon those subjects’ affestates (Lichtenstein, Slovic,
Fischhoff, Layman, & Combs, 1978). Researchersaioogy and psychology recognize
that such fundamental subjectivity requires a neseapproach which extends beyond
mathematical probabilities.

It is important to first understand how researahl mtegrated cognitive heuristics
into explorations regarding judgments of risk. Téen heuristics refers to the mental
shortcuts that individuals use when making cogeltivomplex assessments (Tversky &

Kahneman, 1975). Before heuristics were given dedicfor their influence on



judgments of risk, a considerable volume of sclsbligr asserted that humans rely
primarily on rational evaluations and logic whesessing the potential costs and benefits
of a given course of action (Fishburn, 1970; Mos$868; Pratt, 1964). Judgments of
risk were once considered a function of primargital, deliberative thought processes.
That perspective is most synonymous vethected utility theory (EUT), which
postulates that decision-making and risk assessaneritased on a deliberative
comparison between potential costs or benefitsgien action (Mongin, 1997).
Expected utility theory research has traditionakymined risk through a financial lens
Such calculations have been considered by someeves, to be inadequate
descriptions of the process by which humans evalisit under uncertainty. As Paul
Slovic puts it, “Reliance on ‘the feeling of riskias essential to human survival in the
course of evolution, and even today, feelings sasva compass that guides most of our
daily decisions” (Slovic, 2016, p. 29). To his ppimagine walking through grass, and
your eye catches something that appears to “slitiesar your feet. The natural reaction
is something that most anyone in this situation liduave—to jump back. This reaction
is not the result of judiciously considering theka population in the area and the
probability of it being a poisonous or aggressiagety of snake. It is an instant reaction
and one that supersedes deliberative informatioogssing. What this example suggests
is that human cognition has an evolutionary, puvedgeral component. Human
cognition, however, does not live only in a worfdrestinct. Wecan deliberate over the
decisions we make and often do, provided that we kize time and all necessary

information. But we employ both of these systentsrotimultaneously by using



cognitive shortcuts in order to make assessmemtklgwithout exerting too much
cognitive effort (Kahneman, 2011).

The distinction between judgment and perceptiaroisa simple one to convey.
Risk communication researchers routinely use timagenterchangeably ( Lichtenstein,
et al., 1978; Slovic, 2016), although some haveedghat the two are not synonymous,
arguing that perception is a sensory precursaxdgment (Coleman, 1993; Dunwoody &
Neuwirth, 1991). Firestone and Scholl (2015) sugtiex sensory cues are first
processed and then judgments can be made accoodimgse sensory inputs. Firestone
and Scholl (2015) argue, for example, that “whergagan directly see visual properties
such as the color or size of a banana, we caniofdsg, conclude, or judge that the
banana is expensive or is grown in South Ameripa’l@17). This study is aimed at
capturing the second piece of the above exampleirfeeences and judgments—and
will therefore refer to judgments of risk according
Cognitive Heuristics

In the mid-1950s, Herbert Simon (1992) proposet thecause there are
constraints on humans’ ability to consider evescpiof relevant information when
making a decision or assessment, we rely on cui@$aion our intuition. In expanding
on that notion, he wrote the following:

In everyday speech, we use the wimtdition to describe a problesolving or

guestion-answering performance that is speedy @tich the expert is unable

to describe in detail the reasoning or other protieat produced the answer. The

situation has provided a cue; this cue has givereipert access to information



stored in memory, and the information providesahswer. Intuition is nothing

more and nothing less than recognition. (p. 155)

When confronted with a risk or a situation that denfs a decision be made, the
impossibility of having all pertinent informatioorces a person to rely on heuristics.
Reliance on heuristics is a necessary shorthamdaitiaough often useful, leaves us
susceptible to errors in judgment.

Extant research specifically suggests that tHaentce of two cognitive
heuristics—affect andavailability—are particularly influential in how we judge risk
(Finucane, Alhakami, Slovic, & Johnson, 2000; Kahae, 2011; Slovic, 2016; Slovic,
Peters, Finucane, & MacGregor, 2005; Tversky & Kahan, 1975).

The availability heuristic. Theavailability heuristic refers to the ease with which
a person can recall instances of an occurrencelasa of occurrences (Tversky &
Kahneman, 1973). In terms of probability assesssyéme strength of the associative
bond between a potential external event and thewdl which a person can retrieve an
example of a similar event has been found to imiteethe frequency that a person
estimates such events occur generally (Tversky Bri€anan, 1973, pp. 208—-209).
Experiments on matters as wide-ranging as parttg)gudgments of their own level of
assertiveness (Schwarz et al., 1991), the frequertbywhich particular letters of the
alphabet appear in the first position in a wordsusrthe third position (Tversky &
Kahneman, 1973), and investor predictions aboutréutarnings (Moser, 1989) suggest

that this heuristic is routinely employed in thegess of making predictive judgments.



Considerable research supports the validity &f tieuristic. For example, when
asked to judge the frequency of pairs of lethahé&v¢e.g., strokes vs. accidents,
tornadoes vs. asthma, lightning vs. botulism), teastein et al. (1978) found that
respondents consistently estimated the less freégquemts to occumore frequently than
the event with which it was paired. Asthma cauggs@imately 20 times the number of
deaths than tornadoes, yet participants judgeddtares to be a more frequent cause of
death (1978, p. 555). The authors assert thatidagjan image of a tornado is much
easier than recalling an “image” of asthma andgtioee, participants overestimated
tornado-related fatalities. In other words, torreglare more readily available in one’s
memory than are asthma attacks.

In another study, Keller, Siegrist, and Gutscl2&06) found that, when presented
with statistical probabilities of floods, participta who had personally experienced a
flood judged flood risks as greater than those b not. “Persons who stored images
or narratives about floods in their memories”, slu¢hors write, “perceived the same
probability information differently from people wibut such memories” (p. 636).

Sherman et al. (1985) found particularly illumingtresults in their study of how
imagination relates to availability. The researsheesked one group of participants (group
A) to imagine a set of symptoms that could eas#\ehvisioned (e.g., headaches, muscle
aches) and were told that they are indicative difaase called “Hyposcenia-B.” A
second group (group B) was instructed to imagisetaf symptoms that would be more
difficult to envision (e.qg., liver inflammation, gbrientation). The results of the

experiment revealed that members of group A rdtent thances of contracting



“Hyposcenia-B” significantly higher than those irogp B (Sherman et al., 1985, p. 123),
suggesting that the ease or difficultyimigining symptoms also impacts judgments of
probability.

Ease of retrieval is not only a product of firstald experience, however.
Exposure to mediated narratives or being askech&gine negative outcomes have also
been found to impact individuals’ assessmentssif fror example, if a particular cause
of death is reported more often than a differeet,ggqually frequent cause of death,
consumers of that source of information will, soimets drastically, misjudge the
frequency of the two causes relative to one andtbembs & Slovic, 1979). The manner
in which stories are reported and the frequencig witich particular classes of stories
are reported (e.g., natural disasters, crime, ption) have an impact on readers’
judgments of frequency. The “how” and the “how oftevith regard to news reporting
influences both affect and availability.

As Tversky and Kahneman (1975) describe it, “Inegal, availability is a useful
clue for assessing frequency or probability, beeanstances of large classes are recalled
better and faster than instances of less frequasses” (p. 15). Most importantly, the
easier it is to recall a class or category of evgthie more likely an individual is to
overestimate the frequency of such events (TvegsKahneman, 1975, p. 15).

The affect heuristic. Theaffect heuristic refers to responses to stimuli based on
affective cues; affect can be described as whatlacPRaul Slovic (2004) calls, “a ‘faint
whisper of emotion™ (p. 312). In other words, tvay that we feel about a stimulus—the

“goodness” or “badness” of that feeling—informs quagment of that stimulus.
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Although previous research has tended to use affemid, feelings, and emotion
interchangeably (Kahneman, 2011; Slovic & Peted962 Wright & Bower, 1992), some
have argued that these terms, specifically ema@iahaffect, are distinct and should be
treated as such (Massumi, 1995; Schwarz & Cloré7R0

The difficulty in sufficiently defining affect isvidenced by Slovic (2004)
himself. Even after describing affect as a “faitisper of emotion”, he goes on to use
emotion and affect interchangeably in the samelarteffectively dispensing with the
“faint whisper” portion of his own definition. Thescholars who assert that these terms
should not be considered synonymous (Massumi, 198&3warz & Clore, 2007) suggest
that emotion is a more nuanced term than affecti@ndt simply a binary—positive or
negative—state. Schwarz and Clore (2007) argue ‘thihiemotions are affective, but
not all affective things are emotions” (p. 385) eytassert that emotions, unlike affective
states, have clearly identifiable referents or eaub other words, if a person is angry,
that person can likely identify the source of thajer—they are anggt something. If
that person is experiencing a negative affectistesthey aren a bad mood (p. 386).

One particular emotion that is most applicabléhts study is worry. Worry has
been identified as a key contributor to how riskssessed and one’s perception of risk
controllability (Freeston, Rhéaume, Letarte, Du@akadouceur, 1994). Though it could
reasonably be described as either a dimensionntrilootor to affective states
(Borkovec, Ray, & Stober, 1998), worry is an esis¢mdicator of how we assess
uncertainties such as disaster, disease, and gefable accidents. Research has

suggested that risk probability judgments are pasit associated with both worry levels



11

and desire for action that would mitigate varioigk&s (Baron, Hershey, & Kunreuther,
2000).

While this contention—that affect and specific ¢ims such as worry should be
considered separate concepts—is not without niertades of researchers have used the
terms interchangeably. Given that, this study aldb treat emotion and affect as
synonymous concepts.

For many years, affect was neglected in explagatadels of risk judgments.
Zajonc (1980), one of the first to recognize thg kade that affect plays in decision
making and cognition, more generally, wrote théofwing:

We may completely fail to notice a person's halocor may hardly remember

what it was shortly after meeting the person. Batoan seldom escape the

reaction that the person impressed us as pleasanpteasant, agreeable or
disagreeable, as someone to whom we were drawonmeane by whom we were

repelled. (p. 6)

Although Zajonc, in this passage, is referringndraerpersonal encounter, the salience
of affect holds true in nearly every assessmentdmsnmake. We attach a positive or
negative valence—consciously or unconsciously—oetvents and situations we
encounter.

Narrative impact. The impact of narrative exposure has receivedr afaount
of study as it relates to judgments of risk. In3,98versky and Johnson conducted an
experiment that explored such impacts. Importatitigy noted that, “One characteristic

that distinguishes judgments about risks from o#fstimates...is that they seldom occur
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in an emotionally neutral context” (pp. 20-21). Tdehors theorized that a person’s
affective response to a risk-related narrative wanfluence his or her judgment of that
risk. They proposed that the affective respongstetl by a story about a specific hazard
may inflate a reader’s estimate for the prevalefdbat hazard. Their experiment,
therefore, sought to better understand the cororebitween a person’s frequency
estimates of specific risks and his or her exposuretailed descriptions of an
individual's death due to a cause related to orteefisks. “Like many newspaper
stories,” the authors wrote, “our accounts desdritetails of the tragic incident, but gave
no information about its prevalence” (1983, p.W)ey predicted that exposure to such
accounts would increase both the subjects’ levalarty about the specific hazard
detailed in the account as well as the subjectshasion of its frequency relative to the
control condition. As they put it, they thoughttiize stories would producdacal

effect. In other words, estimates related to the hazasdribed—as well as closely-
related hazards—would be higher for the experimeatadition than for the control
condition, they predicted. To their surprise thpexrimental condition producedyéobal
effect, meaning that experimental subjects reported higites of worry and frequency
estimates even for unrelated risks noted in thetipenaire than did those in the control
condition. The participants’ affective responsautesi in a generalized impact on their
assessments of lethal risks—from leukemia to liglgiistrikes to terrorism (the
guestionnaire included a total of eighteen riskngg What the authors concluded from
these results is that the mood induced by thelddtaarrative had a global effect on

respondents’ frequency estimates (Johnson & Tved®&3, p. 29). “Risks that are
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closely linked to the story should be influencedenthhan unrelated risks,” they noted,
“contrary to the present findings” (p. 30).

The results imply that, even though these tragomants were included in a set of
three (fictional) newspaper articles, the narraimpact of the tragedy described was
sufficient to influence the affective dispositiohtbe respondents. In other words, the
narrative description of a tragic event resulted megative affective response toward the
cause of the tragedy, which carried over to ottsiesy regardless of their relationship to
the specific risk described in the story—the “tangek”, as they described it. Johnson
and Tversky (1983) suggest that, “The results gaeto the hypothesis that we tend to
make judgments that are compatible with our cumembd, even when the subject matter
is unrelated to the cause of that mood” (19836p. 1

Affect and availability are certainly not indepemd of one another. It is
conceivable that availability is not simply influmed by the ease with which a class is
recalled or imagined. The affective component mery well “tag” those memories or
imaginings, making them more salient and increagiegstrength of availability (Slovic
et al., 2004). For example, if one were exposearews item that detailed the symptoms
of a particularly deadly infectious disease, thatyswould likely result in a powerful
“imprint” on that person’s memory—in this case,egative imprint. Subsequent
references to that disease would therefore motiity easivate the affective dimension of
a memory, the readerafective response to the initial story. Slovic et al. (2D@fers to
the catalogue of such images in a person’s minteas“affect pool”, with each image

“...tagged or marked to varying degrees with affé¢pt”314).
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Our tendency to disconnect our affective statmfrisk assessments, as described
by Johnson and Tversky (1983), is in line with Zejs (1980) assertion that, “The
dismal failure in achieving substantial attitudeuye through various forms of
communication or persuasion is another indicatiat affect is fairly independent and
often impervious to cognition” (p. 158). This poumas backed up by Johnson and
Tversky’s (1983) findings that worry levels andquency estimates were unrelated to the
source of participants’ negative affective stateadcordance with the results of their
study, the following hypotheses are offered:

H1: Participants who are exposed to a narrativedéscribes a tragic outcome

due to a specific risk will report higher global isplevels than those exposed to

a narrative that describes a positive outcome.

H2: Participants’ who are exposed to a narratia describes a tragic outcome

due to a specific risk will report higher globakifrequency estimates than those

exposed to a narrative that describes a positit@me.
Image-based Messaging

The notion that affect can so substantially alterjadgments, while somewhat
troubling to those who wish to properly communicag&, is evidenced in persuasive
tactics found in other domains of communicatioreagsh. Persuasion research that has
informed advertising and marketing strategies tdlksdvantage of the influence of
viewer affect on message receptivity and, moreifipalty, the impact of imagery on
viewer affect. While advertising may seem a wopdra from risk communication, their

practitioners each fundamentally seek to influetheeattitudes of their audiences
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(O’keefe, 2002). While the advertiser appeals todbnsumer in the interest of selling a
product, risk communicators appeal to their audéendhe interest of correcting any
misperceptions an audience may have about a gistentris therefore important to
understand the influence that image presentatisrohanessage receptivity in general, as
it is not a tool available only to those who areiasted in a financial profit.

Attitudes and judgments. Several advertising effects studies have suppainied
notion that images have a stronger influence oswamer attitudes and preferences than
do text-based messaging strategies (Edell & Bur87; MacInnis & Price, 1987; Scott,
1994). What these findings imply is that imagesehagreater salience for message
receivers than do narrative descriptions. For exeniitchell and Olson’s (1981) study
on how the content of an advertisement influencewer attitudes found that the
inclusion of images had a significant effect orpmslents’ beliefs about product
attributes, attitudes, and their intentions to pase the product (p. 327).

More in line with judgments of risk, health commeation scholars have noted
the influence of image-based messages in promotidigscouraging risky behaviors. In
their meta-analysis of health communication mesgadilouts et al. (2006) found that
adding images to text-based messages “can incpadisat attention, comprehension,
recall and adherence” (p. 187). It is unclear, havgif the persuasive power of the
image has a similar impact with regard to risk assents. If imagery is more effective
in inducing attitude changes than text-based riaestwhether they are related to the

attractiveness of a product or one’s propensigngage in dangerous behaviors, it can
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reasonably be assumed that images should also anonae powerful influence over risk
assessments.

If the ease with which a hazardous image is codjuruences how we judge
that hazard, it may well follow that overtly proind that image has a similar effect.
Because the hazardous image is provided, expositreftectively activates the
availability heuristic and, consequently, the afffeeuristic. It would then follow, based
on Tversky and Johnson’s (1983) findings, thatip@dnts would estimate the hazard to
be more prevalent than those who had not been edgoghe image. Research regarding
this question, however, is limited and the effddntage inclusion in this context is not
fully understood. Because the current media larscaheavily reliant on imagery, it is
important to gain a better understanding of howhsowagery impacts judgments of risk.
Therefore, the following research questions arefqutih:

RQ1l1a: Does exposure to an image alongside a tnagiative result in greater

local risk frequency estimates of message receiversthitae who only are only

exposed to the narrative?

RQ1b: Does exposure to an image alongside a tregrative result in greater

local worry levels of message receivers than those wihpare only exposed to

the narrative?

RQ2a: Does exposure to an image alongside a tnagiative result in greater

global risk frequency estimates of message receiversttizae who only are only

exposed to the narrative?
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RQ2b: Does exposure to an image alongside a tregrative result in greater
global worry levels of message receivers than those wihpare only exposed to
the narrative?
It is certainly plausible that participants who previded with an image will respond
similarly to those surveyed by Johnson and Tve($R$3)—the presence of a tragic
image may be no more impactful than a tragic naedhat they find easy to visualize. It
may, however, provide a clarity of a hazard thaytbannot sufficiently picture in their
heads, resulting in a more pronounced impact an dffective response and, as a result,

their worry levels and frequency estimates for faaticular hazard.
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Chapter Three: Methods
Overview

The experimental method employed in this study eessgned, like Tversky and
Johnson’s (1983), to explore the degree to whitdgcainfluences judgments of risk. The
experimental conditions (detailed in the “Procetigigh-section below) were designed to
elicit an affective response with regard to a djpedsk while providing minimal data
related to its general prevalence. The affectigpoase of participants could then be
recorded across all conditions and compared wittiggzants’ frequency estimates
regarding a range of potential hazards. Like Tweesid Johnson (1983), this study
recorded participants’ worry levels and frequenstyneates for a range of potentially
lethal hazards as a way of measuring their locdlgobal judgments of risk (p. 21).
Worry level and frequency estimates served as ¢pemtdlent variables for the hypotheses
and research questions.

The set of risks used in this study is identioahtose used in Johnson and
Tversky's (1983). They arrived at their set bytfgarveying an undergraduate
population, which identified 36 risks. The authtiren narrowed the list to 18 by
factoring in those most frequently listed by thedeints along with those that are actually
the most common causes of death.

In order to determine similarity between varioisks, Johnson and Tversky
(1983) conducted another survey of undergraduatkests who were asked to rate the
similarity between risks on a 10 point scale. Usaingadditive tree algorithm (Sattath &

Tversky, 1977) the authors used the survey resgdonssonstruct a “tree” of similarity,
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in which the risks “...appear as terminal nodes efttke, and the distance between
objects is the length of the horizontal part of pla¢h that connects them” (Johnson &

Tversky, 1983, p. 21). The resulting tree is pietlmn Figure 1 below.

NATURAL TORNADOS
. DISASTERS — FLOODS
. AZARDS LIGHTNING*
I FIRE
L ELECTROCUTION ¥
TRANSPORTATION , ACCIDENTAL FALLS
ACCIDENTS ' TRAFFIC ACCIDENTS
AIRPLANE ACCIDENTS
HOMICIDE
VIOLENT ACTS —t
TERRORISM ¥
WAR®
TECHNOLOGICAL DISASTERS (- NUCLEAR ACCIDENTS
1 TOXIC CHEMICAL SPILLS
CORONARY STROKE
HEART DISEASE
DISEASES
LEUKEMIA
ﬁ______l STOMACH CANCER*
CANCER LUNG CANCER*

Figure 1. Additive tree representation from Tver sky and Johnson (1983, p. 22)

For Johnson and Tversky’s (1983) study, the addliige above served as the basis for
determining if reported worry levels and frequeesyimates suggested a local or global
effect. The same list of hazards was used in thmiseat study. Because the experimental
conditions in this study describe death due toe &n increase in worry levels and
frequency estimates for deaths by fire could besciened an indication of a local effect.

Any increase, relative to the control conditionwiarry levels or frequency estimates for
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dissimilar hazards—those that fall outside of thatliral disaster” category (tornadoes,
floods, lightning, fire, and electrocution)—wouldggest a generalized influence and
could then be considered an indication of a gleiffict.

Participants

Using Amazon Mechanical Turk, an advertisement glased online to recruit
participants for this study. The recruitment todkce on March 28 2018. The
advertisement solicited any participants 18 or pwro live in the United States, and
have a positive Mechanical Turk rating, which eesguthat participants had established
themselves as reliable users of the service. Auttitly, the population of interest was
U.S. residents over the age of 18 and the parameténe recruitment reflected the
target population. After agreeing to an informedsant form that outlined any potential
risks associated with participation in the studyyell as confirming their ages to be at
least 18, participants were directed to the ordirely. All materials presented to
participants were approved by Portland State Usityés Institutional Review Board
prior to distribution online.

Of the entire participant podN(= 254) 18 participants (7.1%) were omitted from
the analysis due to incomplete responses 1) or a failure to correctly answer the
attention checkn(= 16). A single additional participant was excludetause he or she
estimated that over fifty percent of the U.S. pagioh died in 2017. Of the remaining
235 participants, there were 132 males (56.2%)183dfemales (43.8%). Participants
who reported ethnicity self-identified as White/Casian K = 186, 79.1%), Hispanic or

Latino (h = 16, 6.8%), Black or African American € 23, 9.8%), Asian/Pacific Islander
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(n= 16, 6.8%), and “Othern(=5, 2.1%). Participant ages ranged from 21 toN6$ (
35.87,9D = 10.48).

Procedure

The study employed a 2 x 2 between-subjects fattdesign to test the
hypotheses and research questions. The indepevat@tiles included were story type

(positive or tragic) and image inclusion (withooaige or with image); see table 1.

Table 1
2 x 2 experimental design
Image (1V)
Without With
Sory Positive Positive story without Positive story with image
Type (1V) image (Condition one) (Condition two)
_ Tragic story without Tragic story with image
Tragic
image (Condition three) (Condition four)

In accordance with Johnson and Tversky’s desigB31p. 23), the first part of the
guestionnaire began with the following instructiot¥ popular trend in journalism has
been the inclusion of personal interest and feadtowes. Please carefully read the short
newspaper article on the following page and ansheqguestions that follow.” The

experimental stimulus was then presented to thicpant.
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As a point of reference, the narratives which sga®the experimental stimuli in
Johnson and Tversky’s (1983) original study wergcdbed in the following way:

All four groups were presented with two brief andndane items, which were

two paragraphs long, modeled after "People in tee/dN columns in local papers.

The three experimental groups each received aniaii story about the death

of a single person. The experimental stories thatdbe the fatal events

consisted of three paragraphs. The portrayal ofléath was detailed, designed to

induce anxiety and worry. (p. 23)

The narratives used in the current study were addpbm an actual article ifhe
Oregonian newspaper’s online publication, OregonLive.com (&Eas, 2017). It
described a local resident who had recently waenaodeled home as a prize giveaway
from a popular television program. The positivegah the article aligned with the
“People in the News” type of narrative providedte control group in the original study
(Johnson & Tversky, 1983).

The positive condition (Condition 1) in this stuciynsisted of a shortened version
of the article described above; it appeared undeine headline that read “Local Man
Wins Big.” The title of the article was aimed air@eboth succinct and innocuous so as
to avoid any priming effects. For all conditionse thame of the prize winner was
changed from Magne Jensen to Steven Mclnnis. Therchange was intended to
protect the actual identity of the subject of tiecp. The location of the prize home was
changed from Knoxville, Tennessee to Ventura, Galif.. The text of the positive

article read as follows:
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Good fortune struck Steven Mclnnis, a local mamfi®eaverton, Oregon, on
Sunday. More than 65 million people had entered MG Urban Oasis
Giveaway. And luck hadn't shone much on Mcinnithmpast. Once, he won a
book from a local radio show. But all that changétn his name was drawn and
he won the contest's grand prize: A remodeled amdshed bungalow-style

house in Southern California, plus $50,000 cash.

The home and garden channel's 2017 giveaway weisteoin past pricey
drawings. This year, instead of a contemporary hdhewinner received a
remodeled Craftsman-style house in an upscale bergbod just outside of
Ventura, California. "l figured, what have | gotlase? You never know,"
Mclnnis told HGTV. When he first heard he was gdiogeceive a house, he
couldn’t believe it. "I've never won anything lik@s in my life," he said.

Mclnnis, his wife, and son plan to move into theew home in April.

The positive condition that included an image (Gbod 2) consisted of an identical

story and headline alongside an image (see Figuséthe home won by the subject of

e

the story. The image was chosen to align with

description—a furnished, bungalow-style

home—and was borrowed from a website of a

plans for bungalow-style homes (“Bungalow

House Plans,” n.d.). The negative condition Figure2: Condition 2 image
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(Condition 3) was also adapted from the origifia¢ Oregonian article, although it
described the subject as having died in a Caliowildfire while moving into the new
home. The location change previously mentionedin@aded to increase the
plausibility of the tragic account. The headlindlod story read “Local Man Dies in
Wildfire.” The title of the article was also aimatibeing both succinct and innocuous so
as to avoid any priming effects. The text of tlagic article read as follows:
Tragedy struck on Sunday, as Beaverton, OregodersSteven Mclnnis lost his
life to the wildfires raging in Southern Californids readers may remember,
Mclnnis was a recent winner of HGTV’s Urban Oasiggaway. The prize for
the contest was a remodeled Craftsman-style house upscale neighborhood
just outside of Ventura, California, along with $800 cash. He was in the
process of moving into his new home when high winalshed the fire into his
neighborhood overnight, destroying several homate Monday evening,

search and rescue officials confirmed that Mclmaisnot survive the blaze.

Another resident of the neighborhood describedatka as looking “like a war
zone”. “The fire moved so quickly into our neighbood,” she said, “that my son
and | were lucky to escape. | don't think that amyoealized just how quickly it
could overtake our homes. It's just such a tragedglnnis is survived by his

wife and their ten year-old son.
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The negative condition that included an image (@r4) was structured in much the
same way as condition two. The negative story appealongside an image of a burning
house (Warburg, 2018). The image was borrowed faddanta Barbara-based news site

(see Figure 4). It appeared in an article aboutimgnlawsuits over the Thomas Fire, a

California wildfire that burned over 280,000 acr
in Southern California from December, 2017 to
January, 2018. All conditions were presented i
the form of newspaper mock-ups from a fictiona
newspaper calledihe Beaverton Times. A fictional Figure 3: Tragic nartive

publication was used in order to avoid activating-@xisting perceptions of source
credibility. The masthead of the newspaper wastidafor all four conditions. The
articles in the positive conditions (1 and 2) cam¢d 163 words. The articles in the
negative conditions (3 and 4) contained 159 worte. format (font type, image
size/position, story position) was matched betwaarditions.

It should be noted that these conditions were reggnted as gain or loss frames;
instead, the positive and tragic stories descritzestly different outcomes for the subject
of the article Participants completed the experintierough Qualtrics, an online survey
platform. Each was presented with one of the famddions. The assignment of the
conditions was randomly generated by Qualtrics. teélxes and images for all conditions
are included in Appendix A.

Participants completed the experiment through @uasjtan online survey

platform. Each was presented with one of the famddions. The assignment of the
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conditions was randomly generated by Qualtricseurahly distributed among the
participants.
Measures

Worry level. In accordance with Johnson and Tversky’s (1983)ystworry
level was measured using a single item. Parti¢gpamrre asked to rate their level of
worry from 1 to 10 for each of the 18 risks (seguré 1; see Appendix B) used in the
original study, with 1 =not worried at all and 10 =extremely worried. The order of the
risks was automatically randomized through Quadtric

Local worry levels were measured by participargsponses to the target risk
included in the tragically valenced narrative—fi@obal worry levels were measured by
responses to all risks that did not fall into tla¢unal disaster category—accidental falls,
traffic accidents, airplane accidents, homicideoiésm, war, nuclear accidents, toxic
chemical spills, stroke, heart disease, leuken@amach cancer, and lung cancer (see
Figure 1). The mean worry level for these risks borad comprised participants’ global
worry level.

Frequency estimatesFrequency estimates were also based on the measeé
by Johnson and Tversky’s (1983) study. Estimate® weeasured in a similarly simple
manner—participants were simply asked to estimtege@hnual number of fatalities in the
U.S. for each of the risks provided. As a way aviling a common anchor to all
respondents, participants were first told that apipnately 37,000 Americans died in
automobile accidents in 2017 (Highway Deaths Leatiddal Increase in Transportation

Fatalities,” n.d.). They were then asked to estnaainual fatality totals for the remaining
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17 risks. The order of the risks was automaticatydomized through Qualtrics. As with
measurements of worry level, proximity to the tamgk (fire) was used to determine
which risks were categorized as local or global.

Additional measures All participants were asked after reading thekrto rate
clarity, style, interest, informativeness, overplhlity of writing, and source credibility
on a 10 point Likert-type scale. These items sengedistractors. Additionally, questions
regarding participants’ experiences with and atgtiabout good fortune were included
as distractors to the items that measured partitipagments of lethal events. The
guestions regarding good fortune served to furtieguise the hypotheses and research
guestions of the study. By disguising the aim efshrvey, the distractors mitigate the
risk of priming participants and influencing the#sponses.

Participants were then each asked to answer astegh, 10 point mood question
which asked how they would feel if they had reaihailar story in a local newspaper.
Response options ranged from “Negative, DepressetPositive, Uplifted”. This item
served as a manipulation check and was identidhlet@heck used in the original study
(Johnson & Tversky, 1983, p.23).

The final set of survey questions recorded demducagata from the participants
including, age, gender, and ethnicity.

Analysis

To ensure valid results, respondents who did in@H the survey or failed the

attention check were excluded from the final analgs= 19). As participants’

frequency estimates produced a number of extrerties, those estimates were
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winsorized, which is an accepted method of accounting fovante outliers (Keselman,
Algina, Lix, Wilcox, & Deering, 2008). Winsorizingnivariate outliers simply means
that “all scores whosescore equivalent is 3.0 or greater are trimmedHhatever score
corresponds to ascore of 3.0” (Pelham, 2012, p. 371).

Both hypotheses were analyzed using independenyleat tests and all research
guestions were analyzed using 2 x 2 between-s@fddOVA testing. Missing cases
were excluded pairwise rather than listwise, st plagticipants’ responses were not
completely excluded due to an unanswered quesidditionally, because participants’
local and global frequency estimates were skewsiesguare tests were also conducted

as sensitivity checks. Significance level for alabysis was sed priori at .05.
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Chapter Four: Results

Participant responses to a 10-point mood scaleedeas a manipulation check.
Those who were exposed to a story with a positalence = 116) reported
significantly more positive responséd € 7.7,SD = 1.8) than did those who were
exposed to a tragic storg € 119,M =3.2,9D = 2,1(233) = 18p < .001). The
manipulation check was therefore successful.

Overall, participants’ responses to frequency et were highly inconsistent.
Across all conditions, global estimate means (therall mean for all risks outside of the
natural disaster category) had a range of justiuhde,000 and a standard deviation of
over 63,000. The response range for local frequestiynates (the mean for fire
fatalities) was over 180,000, with a standard demieof over 22,000. Mean worry levels
ranged from lows of 2.6(D = 2.35) and 2.709D = 2.58) for toxic chemical spills and
nuclear accidents, respectively, to highs of 632+ 2.77) and 6.473D = 2.61) for
heart disease and traffic accidents, respectively.

Hypothesis 1 predicted that participants who wegeseed to a narrative that
describes a tragic outcome=£ 55) due to a specific risk would report higheotyl
worry levels than those exposed to a narrativedbatribes a positive outconex 54).
Replicating Johnson and Tversky’s (1983) studytheeicondition used to test H1
included an image. A two-tailed independent samiplest was conducted on worry
levels for all global risks. The results indicatemstatistically significant difference

between those exposed to a tragic narratWe @.1,SD = 2.1) and those exposed to a
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positive narrativeNl = 4.1,9D = 1.9,t(107) = -0.06p = .95). Hypothesis 1 was therefore
unsupported.

Similarly, hypothesis 2 predicted that participagxposed to a narrative that
describes a tragic outcome due to a specific risilevreport higher global frequency
estimates than those exposed to a narrative tlatides a positive outcome. A two-
tailed independent sampletest was conducted on mean estimates for all brodbes.
Hypothesis 2 was unsupported as results indicaiestatistically significant difference in
global frequency estimates between those who résdje story M = 33,757,SD =
67,524) and those who read a positive stby(27,807,3D = 48,3321(107) =-0.53p
= .60).

To analyze the research questions, 2 x 2 betwegeetsANOVA testing was
conducted in order to determine if any effects weesent according to story valence or
image inclusion as well as any interaction effeRessearch question 1a examined if the
inclusion of an image alongside a tragic narratweelld impact participants’ local
frequency estimate$he results of the ANOVA indicated no significanaim effect for
image inclusion on participants’ local frequenctiraates,F(1/231) = 2.03p = .16.
Similarly, no significant effect was observed acliog to story valencd;(1/231) = 0.25,

p = .62. Finally, ANOVA testing indicated no signiict interaction effect on
participants’ local frequency estimaté$1/231) = 2.73p = .10. In summary, local
frequency estimates were not significantly affedigaither of the independent variables

(see Table 1).
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Research question 1b examined if the inclusiomafreage alongside a tragic

narrative would impact participants’ local worryéds. The results of ANOVA testing

indicated no significant main effect for image ungibn on participants’ local worry

levels,F(1/231) = 0.00p = .99. Similarly, no significant effect was obsehaccording

to story valencer(1/231) = 0.28p = .60. Finally, ANOVA testing indicated no

significant interaction effect on participants’ &#ddrequency estimates(1/231) = 0.20,

p = .66. Just as with local frequency estimatesj@pénts’ local worry levels were not

significantly impacted by either of the independemtiables

Table 2

Local Frequency Estimates

Story Valence N M D
Positive
Without Image 54 8,202 24,688
With Image 62 8,860 15,768
Total 116 7,158 28,698
Tragic
Without Image 55 14,470 32,080
With Image 64 5,509 13,636
Total 119 9,650 24,297

Research questions 2a and 2b were concerned withalgrequency estimates

and worry levels and, like RQla and RQ1b, whetimage inclusion would impact

participant responses. For RQ2a, ANOVA testingaatid no significant effect for
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image inclusionk(1/231) = 1.32p = .25) or story valencd=(1/231) = 0.02p = .90) on
global frequency estimates. Additionally, no sigraht interaction effects were revealed,
F(1/231) = 0.73p = .40.Similar to local frequency estimates, participagisbal
frequency estimates were not significantly impadigeither of the independent
variablegsee Table 2).

Research question 2b examined if image inclusionldvimpact participants’
global worry levels. ANOVA testing indicated no sificant effect for image inclusion,
F(1/231) = 3.24p = .07. Similarly, no significant effect was revehfer story valence
on global worry levels(1/231) = 0.13p = .72. Finally, ANOVA testing revealed no
interaction effects on global worry levelq1/231) = 0.20p = .66. As with all research

guestions posed, neither of the independent vasadignificantly impacted participants

global worry levels.

Because both local and global frequency estimae skewed, estimates were
also broken into deciles to allow for non-paraneetesting. Analysis using chi-square
testing revealed no significant effect for storjevee §*(9) = 2.2,p = .99) or image
inclusion ¢%(9) = 8.4,p = .50) on participants’ global frequency estimagisilarly, chi-
square testing revealed no significant effect forysvalence*(9) = 4.3,p = .89) or
image inclusiony?(9) = 4.3,p = .47) on participants’ local frequency estimates.
Post-hoc Analysis

In order to examine the relationship between wtevels and frequency

estimates, correlation testing was run on partidipasponses for each individual risk.
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Table 3

Global Frequency Estimates

Story Valence N M D)

Positive

Without Image 54 27,807 48,332

Iane 62 44,441 69.005

Total 116 36,698 60,650

Tragic

Without Image 55 33,757 67,524
mage 64 35.878 63.436
Total 119 35,078 66,286

The results revealed significant positive correlasi between worry levels and frequency
estimates for all but three of the risks presentbda#t disease, lung cancer, and
homicide.

When comparing all four conditions, only the tragarrative which included an
image revealed a significant correlation betweeallfrequency estimates and worry
levels,rs=0.29,n = 64,p = .02. When comparing tragic and positive narratiaience,
only the tragic stories revealed a significant etation,rs=0.23,n=119,p=.01. When
comparing image inclusion and image exclusion, ¢timbge narratives which included an
image revealed a significant correlation betweeallfrequency estimates and local

worry levelsrs=0.24,n=126,p = .01.



Table 4

Correlations between frequency estimates and worry levels

34

Risk rs p
Floods .29 <.001**
Stomach Cancer .16 .01*
Tornadoes 24 <.001**
Heart Disease .02 .75
Homicide .01 91
Nuclear Accidents 31 <.001**
Terrorism .35 <.001**
Leukemia 15 .03*
Lightning Strikes .30 <.001**
Lung Cancer .06 32
Accidental Falls 15 .02*
Stroke 14 .03*
Airplane Accidents .26 <.001**
Electrocution .18 <.01**
War A2 <.001**
Toxic Chemical Spills .39 <.001**

*p<.05 *p<.0l ** p<.001
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Chapter Five: Discussion

Although this study revealed no statistically $iigant findings with regard to the
hypotheses and research questions, there arerinésréhat can potentially be drawn
from these results. Hypotheses 1 and 2 predictdoirticipants exposed to a tragic
narrative would report higher global worry levetgdrequency estimates, respectively,
than those exposed to a positively valenced naealeither hypothesis was supported
by this study’s findings. The research questiordregbed the potential for an image
placed alongside a narrative to influence local global worry levels and frequency
estimates. The results indicated that participesphonses were not influenced by the
presence of an image. In short, the results ofsthidy suggest that neither the valence of
a narrative nor the presence of an accompanyingerhas an impact on readers’
judgments of a wide variety of lethal risks.

This section will highlight a few factors that magve played a part in producing
the results of this study—generational shifts iwhonediated messages are processed, the
difficulty of making risk estimates, and finalljhe potential overstatement of how affect
impacts judgments of risk. Additionally, the retatship between worry levels and risk
estimates will be addressed, with special attergid to the influence of perceived
control of risk.

The Trouble with Risk Estimates

One surprising result of this study’s findingshe wide range of responses with

regard to frequency estimates. Because global atswere calculations of the overall

mean for twelve risks, it is perhaps reasonablettiearange estimates was so large.
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However, analysis dbcal frequency estimates (mean estimates for a sirgke-fire)
also revealed a sizable range of responses.

Though surprising, the vast range of responsesrobd in this study does support
previous research, which has noted the difficligt imany people have with making
predictive judgments of risk (Adelsward, & Sach89@; Lipkus, Samsa, & Rimer,
2001). Even when provided with an anchor—the nunobannual traffic fatalities—
respondents’ frequency estimates varied wildly.senesults make those found by
Johnson and Tversky (1983) all the more surprisdigserving statistical significance in
a set of responses so shockingly erratic was umnteghe
Generational Shifts

Because Johnson and Tversky’s (1983) originalysivets conducted 35 years
ago, participants now may have a greater famijiavith mediated narratives of tragedy
than they did then in the early 1980s. One mightiae that the average media consumer
is now more desensitized to emotional narrativenages than they once were. This,
however, does not account for the results whickcatdd the valance of the narratilie
influence participants’ responses to the 10-poiabdhscale, which served as the
manipulation check. The wording of the manipulattbieck may account for how
participants responded-Hbow would you feel if you had read this story iruydocal
newspaper or saw it on Facebook?” The word “woubdly have prompted participants
to report not how theglid feel after exposure to the stimulus but how tmeggine they
would feel.

The Influence of Affect
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One factor that may supersede a person’s partiatfiective state is their general
emotional disposition. If a particular respondendf a generally optimistic disposition,
for example, the impact of their affective respottsa tragic narrative may be blunted.
Butler and Matthews (1983) found that both anxiand depressed individuals
overestimated risk when compared with matched obsatrbjects (p. 58). Others studies
have found that valence may be too broad to beideresl the causal agent in how
people estimate risk. For example, Lerner and kel(R000) found that inducing two
emotions that can both be described as negativa-afehanger—produced different
results from one another. Fearful individuals régasignificantly higher risk
assessments than did angry individuals (p. 484hdreand Keltner (2000) attributed this
finding to each emotion’s relationship to certaiatyd control. Angry participants, they
found, perceived greater certainty and control ekreir environment and fearful
participants perceived less of each (p. 485).df &nd anger are better predictors of how
emotion influences judgments of risk, then simplyasuring positive or negative affect
may be insufficient.

Risk and Judgments of Control

Varying the control that participants’ might haweeothe events described in this
study’s stimuli may be particularly fruitful in iegtigating the role that control has in
how we judge risk. The narratives presented, régssf condition, implied a lack of
control over the outcomes described. The positivalgnced narratives described

someone who was struck by good fortune—winningzedrom a random drawing. The
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tragically valenced narratives described someonewads struck by bad fortune—
trapped by a rapidly-approaching wildfire.

The simplest inference that one could draw fronseéhesults is that affective
states are not sufficient to significantly alteopke’s risk frequency estimates and worry
levels. That assertion, however, implies flawedmsatisfactory conclusions suggested
by much of the research on this subject. No siatyldy is sufficient to rebut decades of
research. This study, however, does potentiallgrafdme additional insight into the
relative influence of affective states on judgmeaftask.

Post hoc analysis demonstrated one particulafttbst warrants examination.
While participants’ estimates were quite erratieit worry levels tended to correlate
with their estimates for each risk. There were, &osv, three exceptions. Worry levels
and frequency estimates were not correlated wgharceto lung cancer, heart disease, and
homicide. These risks are particularly noteworthyhey are each related to control.

One factor that was not explicitly measured is $tudy is that of an individual's
ability to control a given risk. Many of the risitgat participants were asked to rate were
disasters or accidents that could easily be judgaahcontrollable. However, lung
cancer, heart disease, and homicide may have leeeiyed as controllable, which
could account for these non-correlated resultseikample, a participant might recognize
the high rate of lung cancer in America but theipgmrant is a non-smoker. This might
lead to a high estimate and a low worry level. iBidnts may understand lung cancer to
be a disease that is best attributed to lifestiytéaes Riles, Sangalang, Hurley, &

Tewksbury, 2015)The same can be said for heart disease—it islthhssue that
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primarily affects the middle-aged and older andls® perceived to be controllable
through diet and exercise. Finally, homicide isthal risk that is certainly sensational
and therefore receives much attention from newscesuThat, however, does not
necessarily translate into high levels of worryparticipants. They may very well think
that the homicide rate is high but only in certeities or communities. “It is dangerous in
those places,” they might think, “but not here.’this case their perceived control is
geographically based, whereas judgments of the otlwerisks were based primarily on
lifestyle.
Limitations and Directions for Future Research

This study was not without its limitations. Firite participant pool for the study
was drawn from Mechanical Turk, whose worker peals to skew younger, slightly
better educated, and more likely Caucasian thageheral population of the United
States (Sheehan, 2018, p. 4). Indeed, the demagreminposition in this study
potentially suffers from the “white male effect’hweh suggests that white males feel less
vulnerable to risk and they therefore underestimatein generalKinucane, Slovic,
Mertz, Flynn, & Satterfield, 20004 truly generalized U.S. population may be more
revealing in terms of how we make judgments of.r&#cond, this study did not include
participants’ personal experience with any of ikks. If one is to examine both the
availability and affect heuristics, factoring inrpenal experience would better illuminate
the results. After all, availability and affect daegely dependent upon the “imprint” that
an event or class of events has in the mind o¥engparticipant. Exposing a participant

to a narrative describing a tragic incident migletivelicit different responses from those
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who have personal experience with a similar tragbey with one who has not.
Additionally, future research into this subject htiget better results if the accuracy of
participants’ frequency estimates are somehow ingead. The massive range of
estimates could potentially be attenuated if pigndicts were truly trying to estimate
correctly. If the same range of responses weredpeven with the inclusion of accuracy
incentives, the results from this study could beerswlidly supported as truly reflective
of participants’ best-faith efforts. Such an expemt could be run in a laboratory setting
to ensure that participants are not tempted teeketithe actual numbers from other
sources.

Finally, the current media landscape is heavitieorbased and researchers would
be wise to integrate video elements into their expental designs. A still photo of, in
this case, a house on fire may not sufficientlgie strong emotional reaction. Updating
the stimuli to fit the current media environmentuldbbe a well-advised strategy for
arriving at results with greater external validity.
Conclusion

The manner by which humans make judgments absltgistill somewhat
murky. Research has indicated that cognitive hecsisertainly play a central role,
although to what extent and to what effect is mtirely clear. Johnson and Tversky’s
(1983) study found that a person’s affect towaspecific risk influences not only their
judgment of that risk but a wide variety of sepayainrelated risks. This study found that

valence had no effect on such judgments.
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Additionally, the inclusion of an image in messagegarding lethal risk had no
effect on how participants judged risk in genefdihough it seems to make logical sense
that providing a tragic image would effectivelyigate both the affect and availability
heuristics, this study showed no evidence of swtivaion. Regardless of the valence of
the narrative presented, inclusion of an accompaniynage did not influence
participants’ worry or frequency estimates eittwaxally or globally.

There is a substantial body of literature thaigesgs both availability and affect
are significant factors in how we judge risk, aligb positive and negative affect are
both broad classifications of one’s emotional stiitéhe same regard, a person’s sense
of control or certainty likely plays a part in ham assesses risk. Accounting for each
variable in making such determinations is clearthallenge. A greater understanding of
how we process risk, though, is of real importareeindividual, a group, or even a
society that badly misjudges risk is prone to aweundercompensate when they try to
address a given risk. If we, collectively, have @ewell-calibrated understanding of the
risks to which we are exposed, we may then be filaly to take reasonable steps to
mitigate pervasive risks, and perhaps less likelgverinflate our concern about

sensationalized, yet uncommon risks.
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Appendix A — Experimental Stimuli
All conditions begin with the following statement:

“A popular trend in journalism has been the inabmsdf personal interest and feature
stories. Please carefully read the short newspaiete on the following page and
answer the questions that follow.”

Positive Condition

mavimms e Beaverton Daily

Local Man Wins Big

Courtesy of the Associated Press

Good fortune struck Steven Mclnnis, a local man from Beaverton, Oregon, on
Sunday. More than 65 million people had entered HGTV's Urban Qasis
Giveaway. And luck hadn't shone much on Jensen in the past. Once, he won a
book from a local radio show. But all that changed when his name was drawn
and he won the contest's grand prize: A remodeled and furnished bungalow-
style house i Southern Califormia, plus $30,000 cash.

The home and garden channel's 2017 giveaway was a twist on past priceyv
drawings. This vear, instead of a contemporary home, the winner received a
remodeled Craftsman-style house in an upscale neighborhood just outside of
Ventura, California "I figured, what have I got to lose? You never know,"
MclInnis told HGTV. When he first heard he was going to recetve a house, he
couldn't believe it. "I've never won anything like this in my life" he said.
Mclnnis, his wife, and son plan to move into their new home mn Apnl.
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Positive Condition with Image

January 8th, 2018 The Beaverton Daily

Courtesy of the Associated Press

Local Man Wins B lg Good fortune struck Steven McInmis, a local man from
Beaverton, Oregon, on Sunday. More than 65 million
T T people had entered HGTV's Urban Oasis Giveaway.
. & And luck hadn't shone much on Jensen in the past.
& o Once, he won a book from a local radio show. But all
] that changed when his name was drawn and he won the
contest's grand prize: A remodeled and
furnished bungalow-style house in Southemn Califormia,
plus $50,000 cash.

The home and garden channel's 2017 giveaway was a
twist on past pricey drawings. This year, instead of a
contemporary home, the winner recetved a remodeled
Craftsman-style house in an upscale neighborhood just
outside of Ventura, California. "I figured, what have I
got to lose? You never know," McInms told HGTV.
When he first heard he was going to receive a house, he
couldn't believe 1t. "I've never won anything like this m
my life,” he said. McInrus, his wife, and son plan to
move into their new home in Apnl.
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Tragic Condition

mansenos e Beaverton Daily

Local Man Dies in Wildfire

Courtesy of the Associated Press

Tragedy struck on Sunday, as Beaverton, Oregon resident Steven McInnis lost
his life to the wildfires raging in Southern California. As readers may
remember, McInnis was a recent winner of HGTV’s Urban Oasis Giveaway.
The prize for the contest was a remodeled Craftsman-style house in an upscale
neighborhood just outside of Ventura, California, along with $50,000 cash. He
was in the process of moving into his new home when high winds pushed the
fire into his neighborhood overnight, destroying several homes. Late Monday
evening, search and rescue officials confirmed that McInnis did not survive
the blaze.

Another resident of the neighborhood described the area as looking, “like a
war zone.” “The fire moved so quickly into our neighborhood,” she said, “that
my son and I were lucky to escape. I don’t think that anyone realized just how
quickly it could overtake our homes. It's just such a tragedy.” McInnis is
survived by his wife and their ten year-old son.



Tragic Condition with Image

January 8th, 2018

The Beaverton Daily

Local Man Dies in Wildfire

Courtesy of the Associated Press

Tragedy struck on Sunday, as Beaverton, Oregon
resident Steven McInnis lost his life to the wildfires
raging in Southern California. As readers may
remember, McInnis was a recent winner of HGTV’s
Urban Oasis Giveaway. The prize for the contest was a
remodeled Craftsman-style house in an upscale
neighborhood just outside of Ventura, California, along
with $50,000 cash. He was in the process of moving into
his new home when high winds pushed the fire into his
neighborhood overnight, destroying several homes. Late
Monday evening, search and rescue officials confirmed
that McInnis did not survive the blaze.

Another resident of the neighborhood described the area
as looking, “like a war zone.” “The fire moved so
quickly into our neighborhood,” she said, “that my son
and I were lucky to escape. I don’t think that anyone
realized just how quickly it could overtake our homes.
It's just such a tragedy.” McInnis 1s survived by his wife
and their ten year-old son.
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Appendix B — Survey Instrument

Q7 On a scale from 1 to 10, please rate the agmlehave just read according to the
elements listed below.

1 (low 2 3 4 5 6 7 8 9(H1i§h)
Clarity
Interest
Style
Informativeness
Objectivity

Overall Quality

Q8 How would you feel if you had read this staryour local newspaper or saw it on
Facebook?

Negative, Positive,
depressed 2 3 4 5 6 7 8 9 uplifted
1 10
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Q13 Please estimate the number of people in theetl§tates that die each year from the
following causes. For your reference, traffic aecité accounted for about 37,000 deaths
in the U.S. in 2017.

Leukemia

Floods

Stomach Cancer

Tornadoes

Heart Disease

Homicide

Nuclear Accidents

Terrorism

Lightning Strikes

Lung Cancer

Accidental Falls

Stroke

Airplane Accidents

Electrocution

Fire
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War

Toxic Chemical Spills

Q14 For each potential hazard listed below, pléadieate your general
level of worry on a scale from 1 (Not worried d) & 10 (Extremely
worried).

Floods

Stomach
Cancer

Tornadoes

Heart
Disease

Traffic
Accidents

Homicide

Nuclear
Accidents

Terrorism

Leukemia



Lightning
Strikes

Lung Cancer

Accidental
Falls

Stroke

Airplane
Accidents

Electrocution

Fire

War

Toxic
Chemical
Spills
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Q12 Please estimate the number of people per geheiUnited States who won the
following prizes in 2017.

Lottery jackpot over one million dollars

Lottery jackpot over ten million dollars

A new home

A timeshare

An iPad




Q10 Have you ever won anything by random chanaeeftample, a raffle prize or
money from a lottery ticket)?

Yes No

Q15 You would describe your ethnicity as: (seldicthat apply)

White/Caucasian

Hispanic or Latino

Black or African American

Native American or American Indian

Asian / Pacific Islander

Other

Prefer not to answer



Q16 Please select your gender.

Male

Female

Non-gendered

Prefer not to answer

Q17 In what year were you born?

60

Q18 Is there anything else you would like to shitd us about the survey?
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Appendix C — Informed Consent Form
Q1lInformed Consent Form

You are invited to participate in a research stoolyducted by Derek Bonniksen under
the direction of Dr. Lauren Frank. This study atsrto collect information about
stylistic features of news reporting. You were stdd as a possible participant in this
study because you are at least 18 years old areldpusitive rating on Mechanical
Turk.

Procedures

If you decide to participate, you will be askedd@short newspaper article and answer
guestions about your reaction to it. You will tHemasked to complete a questionnaire
about your response to the story. The entire siillyake approximately 20

minutes.

Risks/Discomforts

Risks are minimal for involvement in this study.whver, you may feel uncomfortable
when asked to read a personal interest story. Yewalcome to skip any question that
you feel uncomfortable answering.

Benefits

You may not receive any direct benefit from takpagt in this study. However, it is
hoped that through your participation, the study melp to increase knowledge which
may help others in the future.

Confidentiality

All information that is obtained in connection withs study will be kept confidential
and will only be reported in an aggregate formgtr@porting only combined results and
never reporting individual ones). All questionnaireill be concealed, and no one other
than the research team will have access to themoAbint will you name be linked to
your answers.

Compensation

For completing this study you will receive $1.25casnpensation to your Mechanical
Turk account.
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Participation

Participation in this research study is complet@intary. You have the right to
withdraw at any time or refuse to participate eyir

Questions about the Research

If you have questions or concerns regarding thidystcontact Derek Bonniksen
(dbonn2@pdx.edu) or Dr. Frank at LFrank@pdx.edu.

Questions about your Rights as Research Participast

If you have questions or concerns about your rigkta research subject, please Research
and Strategic Partnerships, Market Center Buil@itingfloor, Portland State University,
503-725-4288. By completing this survey, you amifgeng that you are 18 years of age

or older, that you have read and understood theeaimdormation and agree to take part

in the survey. To print this consent form on a p@ss CTRL + P. To print this consent
form on a Mac, press COMMAND + P. If at this poyoiu choose to continue in this
research study, please click "I consent" to comtinu

| consent | do NOT consent
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