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ABSTRACT 

An abstract of the dissertation of Aden Omar Ahmed for the Doctor of Philosophy in 

Mathematical Sciences presented April 20, 2009. 

Title: Quaternions, Octonions, and the Quantization of Games 

We present an effect on classical games that is obtained by replacing the notion of 

probability distribution with the notions of quantum superposition and measurement. 

Our particular focus will be on two and three player games where each player has pre­

cisely two pure strategic choices. 

Games in normal form are represented as "payoff" functions. Game quantization 

requires the extension of these functions to much larger domains. The main result of 

this work is the co-ordinatization of these extended functions by either the quaternions 

or octonions in order to obtain computationally friendly versions of these functions. 

This computational capability is then exploited to analyze and potentially classify the 

Nash equilibria in the new extended games with occasionally counter intuitive results. 
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Chapter 1 

QUANTUM INFORMATION 

1.1 Introduction 

Ordinary computers rely on vast arrays of tiny transistors, arranged in logic units called 

gates, to represent their information. They typically use the presence or absence of cer­

tain amount of electric charge to represent the so-called bits |0) and |1) of binary code. 

The hypothetical quantum computer replaces these bits with entities called quantum bits 

or qubits, which are two-state quantum systems. Each qubit is represented by a quantum 

two-level system like the spin of the electron, the two polarization states of a photon, or 

two of the energy levels in an atom or ion. For instance, one such energy level would 

correspond to the |0) state and another distinct level, to the |1) state. However, unlike 

classical digital states (which are discrete), a qubit can actually be in a superposition of 

the two discrete states at any given time. Currently, the qubit is the most studied unit 

of quantum information. High order informational units such as trits and dits have also 

been studied in the quantum domain [11 ]. 

In general, Quantum information is physical information represented by a state of a 

quantum system, for example, by a qubit in a quantum computer. A novel feature in the 
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Chapter 1. Quantum Information 

quantum world which has no classical analog is entanglement, when the states of distinct 

qubits are no longer completely independent, but are in fact correlated, an effect we will 

be examining closely. Quantum communication occurs when quantum information is 

transmitted, again as an example, via qubits. Such communication between quantum 

computers is said to be mediated when all messages pass through and are coordinated 

by a central server. 

1.2 Hilbert Spaces and Dirac's Notation 

In this section, we introduce the basic definitions and concepts necessary to utilize the 

mathematical framework of quantum mechanics. 

For two elements u and v of an n-dimensional complex vector space Cn, the map 

(, ) : Cn x Cn i—> C given by 

(u,v)=uTIv, (1.1) 

where / is the n x n identity matrix, defines an inner product in Cn. The associated 

norm 11 • 11 is given by 

||M|| = y/{u,u). (1.2) 

More generally, consider an n-dimensional Hilbert space TCn, that is, a n-dimensional 

vector space over the field of complex numbers with an inner product and associated 

norm. For example, an n-dimensional complex space Cn with the standard inner prod­

uct above is an n-dimensional Hilbert space. In what follows the inner product in our 

Hilbert spaces is given in this standard way. 

2 



Chapter 1. Quantum Information 

\ei, ej) — 

A collection of spanning vectors {ei, e2, • • • , en} in Hn is called an orthonormal 

basis if 

0 if i^j; 

1 ifi = j . 

for a\\i,j G {1,2, • • • , n}. 

Amongst the many possible choices of orthonormal basis vectors in Hn, we select 

the standard basis vectors. We use the notation of quantum mechanics for vectors in 7in 

introduced by Dirac [15] and denote the vectors of the standard basis as kets 

{|0},|l),---, |z},. • • > - ! ) } , (1.3) 

and their canonical dual vectors as bras 

{(0|,(1|, , ( n - l | } . (1.4) 

In the more traditional matrix notation used by Heisenberg, each ket vector \i) is repre­
sented as a column vector with a 1 in the ith + 1 row and 0 in all the others. In symbols 

/ I \ 

o 

|0) = 

/ o \ 
1 

, l l > = 

V o y V o y 

/ o ̂  

0 

-H) 

\ o / 

/ o \ 
0 

|n - 1) = 

V W 

(1.5) 

In turn, each bra vector (j \ is expressed as a row vector with 1 in the j t h + 1 column 

and 0 in all the others. 

3 



Chapter 1. Quantum Information 

An n-dimensional ket vector \tp) is thus expressed in the standard basis as a linear 

combination 

\ip) = a0\l) + ax\l) H h ai\i) + • • • + an-i\n - 1), (1.6) 

where a0, ax, • • •, a>i, • • •, an-i are complex numbers. 

The inner product of two vectors \ipa) and \tpb) in 7in is a complex number. In the 

Dirac notation, the inner product of\4>a) and \tpb) is denoted by 

<^« I il>b). (1-7) 

As an example, if \i/ja) and \ijjb) are elements of 7i2> and 

|^ 0 >=ao |0>+ai | l> (1-8) 

|^>=A) |0>+A|1> (1-9) 

then 

( Po \ 
(ipa I fa) = ("o ai) = «oA> + a i A (1.10) 

The norm of a vector |^) e Hn, that is, the square root of the inner product of the vector 

\ip) with itself, is thus expressed as 

\i>)\\ = VWW)- (i.n) 

4 
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Chapter 1. Quantum Information 

1.2.1 Tensor Products 

Begin with two vector spaces over the same field F, V that is n-dimensional, and W 

that is m-dimensional. The tensor product V ® W of the vector spaces V and W is an 

nm-dimensional vector space over F and is defined as follows. Let {vi,v2, • • • , vn} be 

a basis for V and {wi, u>2, • • • , wm} a basis for W. Define now nm basis vectors Vi ® Wj 

as formal objects, where i = 1, 2, • • • , n and j = 1,2, • • • , m. The tensor product space 

V ®W has basis 

{•ui <g> Wj | i = 1,2, • • • , n and j = 1,2, • • • , m} (1.12) 

and consists of the complex linear combinations of the formal basis elements just de­

fined. 

The tensor product is bilinear in the basis. That is, for v = Y^=i aivi e ^ anc^ 

w = E7=i Pw e w, 
n m 

^ ^ (1.13) V (g) W = ^2^2 aiPj 
i=l j=l 

Vi (X> Wj. 

As an example, consider the basis vectors |0) and |1) of 7i2. Their tensor product is 

an element of H4 and is given in matrix notation by the so-called Kronecker product 

|0>®|1) = 
/ . \ / 0 \ 

1 

0 
W V) 

1 

0 
(1.14) 
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Chapter 1. Quantum Information 

We can extend this notation to the tensor product of two linear operators, represented as 

the tensor product of two matrices again given by the Kronecker product. For example, 

if 

/ 

A = 

an &n 

a 2 1 &22 

\ aml am2 ' 

0>\n 

a2n 

(Jsrn.rt. 

\ ( 

and B = 

J 

hi 612 

&21 ^22 

i\q 

J2q 

\ 

(1.15) 

\ bpi bP2 • • • bpq I 

are m x n and p x q matrices, respectively, then the tensor product of A and B is an 

mp x nq matrix and is given by 

/ 

A®B = 

anB di2B 

a-i\B aiiB 

\ UmiB am2B 

ainB \ 

&2nB 
(1.16) 

1.3 Axioms of Quantum Mechanics 

In this section, we present a brief review of the axioms of quantum mechanics which 

form the foundations of quantum computation. For more details on the axioms of quan­

tum mechanics, the reader is referred to [43]. 

6 



Chapter 1. Quantum Information 

1.3.1 Axiom 1: Co-ordinatization 

The first axiom states that any isolated physical system is associated to a complex vector 

space with inner product (i.e. a Hilbert space) known as the state space of the system. 

The system is completely described by its state vectors, which are projective vectors in 

the system's state space. 

A classical bit can be in one of two states |0) or |1). In contrast, the state \ijj) of a 

qubit is mathematically described by a vector in a two-dimensional projective Hilbert 

space, that is, a two-dimensional Hilbert space in which a vector is defined up to non­

zero complex scalar multiplication. In the Dirac notation, this state can be represented 

by 

K>)=a„|0) + a i | l ) (1.17) 

where a0 and ct\ are complex numbers, not all zero and |0), |1) are the standard basis 

vectors of C2 called the computational basis states. The state \ip) is called a superposi­

tion of the basis vectors and is a representative element of an equivalence class of states 

(describing the same physical state) that differ by multiplication by a nonzero complex 

scalar, called a phase. That is, one regards 

m = \\i>) (l.is) 

for all nonzero complex numbers A. The state \ip) as in Equation (1.17) is said to be 

normalized if 

K | 2 + |«i|2 = 1, (1.19) 

7 



Chapter 1. Quantum Information 

where |a;| represents the length of the complex number a*. 

The co-ordinatization of multi-object quantum systems is done by taking the tensor 

product of the state spaces of the component quantum systems. 

Continuing our qubit example, let \ipi) = a|0) + /3|1) and |^2) = 7 |0) + 5\1) be 

states for single qubits. Then this axiom says that a vector describing a joint state \ip) of 

the two qubit-system is expressed in the form 

\ip) = |^ i ) <8> \ip2) 

= a7 |0) ® |0) + aS\0) <g> |1) + /37|1) <g> |0) + /35\l) <g> |1), (1.20) 

which is expressed in the Dirac notation as 

a7 |00) + aS\01) + /?7|10) + /3S\11). (1.21) 

The two-qubit system is thus co-ordinatized by a four-dimensional complex vector space 

H4 with standard basis {|00>, |10>, |01), |11}}. 

1.3.2 Axiom 2: Measurement 

Any attempt to extract information from a qubit in a given state requires quantum mea­

surement with respect to some orthogonal, indeed without loss of generality, orthonor-

mal basis. Geometrically, the process of measurement is the projection of the state vec­

tor onto one of the orthogonal subspaces spanned by this particular basis of the Hilbert 

space and the subsequent determination of this image's norm. It is important to note 

8 



Chapter 1. Quantum Information 

that this axiom also says that quantum measurement changes the state of our quantum 

object into the projected state observed via measurement. In particular, when the state of 

a qubit or any quantum state is measured, a particular state corresponding to one of the 

basis vectors will be observed with a prescribed probability. In principle, a single qubit 

can store an infinite amount of information, yet when measured in the observational ba­

sis say, it appears the classical state |0) or |1) with probabilities that are specified by the 

quantum states being measured. 

Extending our example of Equation (1.17), consider a qubit in state «o|0} + «i | l ) . 

When we observe or measure the qubit with respect to the observational basis, we will 

observe the state 

Idinl2 

0) with probability -.—-^—- (1.22) 

and the state 
\Otn\ 

1) with probability -.—±-^.—nr, (1.23) 

\ao\ + \ai\ 

and this act puts our observed qubit into the observed "pure" state. 

In summary, quantized information considers three types of bits: classical bits (|0) or 

|1)), probabilistic bits or p-bits which are real convex linear combinations of the states 

of a classical bit, and quantum bits. The measurement axiom of quantum mechanics 

says we can only extract a p-bit's worth of information from a qubit. 
1.3.3 Axiom 3: Evolution of quantum systems 

In quantum theory, the state of a quantum system can change in three distinct ways. 

One of these ways, quantum measurement, is described above. 

9 



Chapter 1. Quantum Information 

Another, time evolution, is governed by Schrodinger's equation 

-^ -^ L i + ^w a j ' * ) = , n -k L i ' (L24) 

but is suppressed (by setting it constant) in quantum information theory. 

The third way a state may change is via physical processes which, as opposed to 

the measurement axiom, are typically represented by unitary operators, that is, linear 

transformations which are bijective and inner product preserving. In particular, unitary 

operators map orthonormal bases to orthonormal bases. In symbols, an operator U in a 

Hilbert space Hn is unitary if 

UU T = U T U = I, (1.25) 

—T 
where U is the conjugate transpose of U and I is the identity operator. Often, the 

rp rp 

notation U1' is used instead of U . This leads to the so-called unitary condition U = 

U _ 1 . An operator is called special if its determinant is 1. The set o f n x n special 

unitary matrices is denoted by SU(n) and is defined as follows: 

SU(n) = {A : A T A = I and det A = 1} (1.26) 

Note that a unitary operator is a special unitary operator up to a unitary phase. The 

state evolution axiom of quantum mechanics [15] states that unitary operators acting 

on normalized state vectors are the correct physical description of an isolated system 

evolving in time via physical interactions. 

10 



Chapter 1. Quantum Information 

The effect of a unitary transformation on a state vector is essentially a rotation of the 

vector in the ambient projective Hilbert space. As an example, let A be a 2 x 2 special 

unitary matrix. A typical element A of SU(2) can be expressed in the form 

z w 

V —w z 

(1.27) 

J 

where z and w are complex numbers with zz + ww = 1. If we start with a qubit in state 

\ip) = ao\0) + a?i|l) and have A act on |̂ >), we obtain the new state 

z w 

—w ~z 1 
a0z + a\w 

—a0~z + aiw 

a0 

\ 
(1.28) 

An interesting special case is the physical operation of "flipping the qubit over". Let 

A = 
0 r\ 

(1.29) 

where 77 is a unit complex number. What happens to a qubit in state |0) under the action 

of A? 

A|0> = 
f A 0 

1 V 1 / 

/ 

V 

0 
(1.30) 

11 



Chapter 1. Quantum Information 

Up to phase, it gets transformed to a qubit in state |1). In turn, up to phase, A also 

transforms |1) to |0). 

1.4 Entanglement 

Entanglement is an important tool in quantum information and a core feature of quantum 

mechanics which distinguishes a quantum system from its classical counterpart. When 

two qubits interact, they may become permanently entangled, that is, they no longer 

have individual quantum states, but rather the pair of qubits has a joint quantum state. 

As described above, this state is represented in the standard basis of 7Y4 by a complex 

projective vector of the form 

a00|00) + aOi|01) + aw\10) + an\ll), (1.31) 

where a00, a0i, aw, and an are complex numbers not all zero, and defined up to phase. 

When we observe the pair of qubits with respect to the standard basis of 7Y4, the joint 

state falls into one of the four basis states [00), |01), 110), and |11) with probabilities 

proportional to |a0o|2, |aoi|2> |CKI0|
2, |CUII|2. 

Now consider a special joint state of a pair of qubits in the so-called maximally 

entangled state 

Ml, 
that is, when we set 

aoi = aio = 0 and a00 = an = -—= (1.33) 
v 2 

12 



Chapter 1. Quantum Information 

in Equation (1.31). When we observe the first qubit the two possible outcomes are |0) 

with probability 1/2 and |1) with probability 1/2. When we measure the second qubit, 

the two possible outcomes are |0) with probability 1/2 and |1) with probability 1/2. 

Note that the two measurements are completely correlated, once we measure one qubit 

we know with one hundred percent certainty the state the other will be observed in. Note 

that this phenomenon is not common to this state only. In fact, the same conclusions can 

be drawn from any pair of qubits in the states 

|00> + e«|ll> ( L 3 4 ) 

(1.35) 

V2 

or 
|01} + eie|10) 

where 6 £ [0,27r). Also note that one obtains the so-called Bell states by setting 8 = 0 

or 7r in the above equations. These four special states form an orthonormal basis of H4 

and are given by 

100) + [I!) |00) - [11) 101) + |10) |01) - |10) 

A pair of qubits in one of the four Bell states is called an EPR pair named after Einstein, 

Podolsky, and Rosen [2] who were the first to consider the behavior of states such as the 

Bell states. 

Mathematically, if the joint state vector \ip) of a pair of qubits can be represented as 

the tensor product 

M = l^i) ® ^2) (1-37) 

13 



Chapter 1. Quantum Information 

of the two qubit states \ipi) and j-02), we say that the two qubits are unentangled (not 

entangled), that is, the measurement of one qubit is independent of the measurement of 

the other. 

The joint state 

|00) + |11) (1.38) 

gives an example of a two-qubit state that is not tensor-factorable, that is, there are no 

complex numbers a, 6, c, and d such that 

|00) + |11) = (a|0) + 6|1» <8> (c|0) + d| l)) . (1.39) 

Multi-qubit states that are not tensor-factorable are by definition entangled. 

1.5 Physical operations on joint states 

Consider a pair of qubits in the joint state \ip) ®\ip). Suppose we act on the first qubit 

by a physical operation, represented by U G 577(2) where 

U = 
a b 

\-b aj 
(1.40) 

The pair of qubits then transforms into the state (U\ip)) <g> \cp). If we act on the second 

qubit by U, it transforms to \ip) <g> (U\ip)). In general, if the initial state of the pair of 

qubits is given by 
k 

]T>*>®k>i>, (i.4i) 
i = i 

14 



Chapter 1. Quantum Information 

then an action via U on the first and second qubits will produce the states 

X)(Wi))<B>IVi> and ^2\ipi) <8> (U\ipi)) (1.42) 
i=i 

respectively. 

As an example, consider two qubits with respect to the standard basis {|0), |1)} of 

Jii in the maximally entangled initial state 

= |0)<g>|0) + |l)<g>|l). (1.43) 

Suppose we act on the qubits, the first via 

Uj = 
a o 

(1.44) 

and the second via 

UTT = 

V 

c d 

—d c 

respectively. Then the new state can be obtained in two different ways: 

Method 1: We act on the first qubit by Uj and the second by U2 as follows 

(1.45) 

{Ui ® Un) M = (Ui\0)) <8) (Un\0)) + (C/j|l)) <8> (Un\l)), 

15 



Chapter 1. Quantum Information 

that is 

{Ui <8> Un) 

which gives 

+ 

a 

V 

\ 

+ 
-d a \ 

Expanding bilinearly with respect to the standard basis, we obtain 

(1.46) 

(1.47) 

([// <8> Un) \ip) = {ac + bd)\00) + (-ad + bc)\01) 

+ (-bc + ad)\10) + (ac + bd)\ll). (1.48) 

Method 2: We first perform the Kronecker product of \Jj and Un to obtain 

Uj (8) Un = 

V 

a b 

—b a 
/ V 

c d 

-d c 

I ac ad be bd » 

—ad ac —bd be 

—be —bd ac ad 

^ bd —be —ad acJ 

(1.49) 

16 



Chapter 1. Quantum Information 

Next we write lib) in matrix notation to obtain 

0 

0 

V 1 / 

The new state is thus given by 

/ 

{U!(s>un)(m 

( \ 

ac ad 

-ad ac —bd be 

-be —bd ac ad 

V b d —b~c —~a d ac 

ac + bd 

-ad + be 

ad — ~bc 

\ ac+bd i 

Expanding bilinearly with respect to the standard basis of ] 

be bd \ ( 1 \ 

0 

0 

V 1 / 

(ac + bd) 

( l \ 

0 

0 
(—ad + be) 

1 

0 
+ (ad — be) 

0 

1 
+ (ac+bd) 

0 

0 

V 1 / 

(1.50) 

(1.51) 

(1.52) 

17 



Chapter 1. Quantum Information 

which gives in the Dirac notation the state 

(ac + bd)\00) + (-ad + bc)\Ol) + (-bc + ad)\lO) + (ac + bd)\ll). (1.53) 

Note that the expressions given in (1.48) and (1.53) are the same as expected. 

We now recall a procedure of creating the EPR pair 

|00) + |11) 

V2 ' 
(1.54) 

Suppose we begin with two qubits in state |0), that is, ji/'i) = |0) and \ip2) = |0). Let 

1 1 1 
H=~r 

^ 1 - 1 

\ 

/ 

(1.55) 

Then 

^ 1 > = -^ ( |0> + |1» . 

Next we take the tensor product of the states H\^i) and |^2) to obtain 

(1.56) 

#|Vi) <g> \i>2) = 
|00) + [10) 

V2 
(1.57) 

18 



Chapter 1. Quantum Information 

Now define the unitary operator CNOT'-

C NOT 

( 1 0 0 0 

0 1 0 0 

0 0 0 1 

y 0 0 1 0 

(1.58) 

/ 

We apply CNOT to the state (|00) + |10)) / \ /2 to obtain the desired EPR pair. 

CNOT ( # # I ) ® | ^ 2 » = 
1 

( 1 0 0 0 

0 1 0 0 

>^ ( l \ 

V 

0 0 0 1 

0 0 1 0 
/ 

V2 

m. 

0 

0 

V 1 / 
- K 1 1 1 ' 

0 

1 

V2 

1.6 Remarks 

(1.59) 

Combining physics, mathematics and computer science, quantum computing has devel­

oped in the past two decades from a visionary idea to one of the most fascinating appli-

19 



Chapter 1. Quantum Information 

cations of quantum mechanics. Much of the recent interest in this domain of research 

was triggered by Peter Shor [51 ] who showed how a quantum algorithm could exponen­

tially "speed-up" classical computation and factor large numbers into primes much more 

rapidly (at least in terms of the number of computational steps involved) than any known 

classical algorithm. Shor's algorithm was soon followed by several other algorithms that 

aimed to solve combinatorial and algebraic problems. One of these algorithms is the fa­

mous Lov Grover's algorithm [24] which uses quantum computers to search an unsorted 

database faster than a conventional computer. With a present day classical computer, it 

would take N/2 number of searches to find a specific entry in a database with N entries. 

Grover's algorithm makes it possible to perform the same task in yJ~N searches. 
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A FORMALISM FOR QUANTUM GAMES 

2.1 Introduction 

The theory of games concerns the mathematics of decision making. It provides a gen­

eral structure within which both cooperation and competition among independent enti­

ties may be modeled and gives powerful tools for analyzing these models. Game theory 

emerged as a mathematical discipline around 1928 when John von Neumann published a 

fundamental theorem concerning two player zero sum games [54]. Initially proposed for 

use in economics by John von Neumann and Morgenstern [40], with important contri­

butions by Nash [41], the theory of games has now found a wide variety of applications 

in many other areas of science including biology, psychology, sociology, computer sci­

ence, and information theory. Now, however information and computation concern ever 

smaller 'bits' of information, and we find classical behavior replaced by the rules of 

quantum mechanics [25]. Appropriately adjusted to the quantum domain, game theory 

remains a powerful tool for future study. 

Already, there are several well known instances in physics where it is useful to think 

of quantum processes as games, such as in cryptography [19], cloning [56], and com-
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puting [23]. Computing is a research area with many opportunities for the application of 

quantum game theory. Because of the complex logic structures that arise, digital gates 

can be discussed in terms of games [48]. The rise of quantum computation thus sug­

gests a corresponding development of quantum games. In fact, a quantum computer has 

been used to demonstrate a quantum game [57] and the progress of quantum computing 

requires an understanding of a new quantum logic [55]. Further, Meyer [39] has linked 

important quantum computing algorithms, including the famous Grover algorithm [24], 

with quantum games. 

Quantum game theory also has potential applications in the macroscopic world. Any 

system that involves interference and correlation is a possible candidate for quantum 

game theory. Quantum game theory has already been applied to economics [47] [45] 

[46] and gambling [12] [34] [16]. 

In this work, we use a new mathematical formalism [8] describing the quantization 

of games and generalizing the many quantization protocols found in the literature. The 

study of quantum games is fairly new, arising from a seminal paper of D. Meyer [38]. 

The ensuing decade has seen an explosion of contributions and controversy over what 

exactly a quantized game really is and if there is indeed anything new for game theory. 

The lack of a mathematical formalism for the subject has clouded many of the issues. 

In this section we recall from [8] such a formalism generalizing the classical notion of 

mixing strategies, along with proposed resolutions to some of the issues discussed in 

literature. 
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2.2 Preliminaries 

We begin by recalling a few formal definitions of the game theoristic terms used here, 

however, for the most of the basic terms and terminology of standard game theory, the 

reader is referred to [7]. 

Definition 2.1. Given a set {1, 2, • • • ,n} of players, for each player a set Si (i = 

1, • • • , n) of so-called pure strategies, and a set f2j (i = 1, • • • , n) of possible outcomes, 

a game G is a vector-valued function whose domain is the Cartesian product of the Si's 

and whose range is the Cartesian product of the fij 's. In symbols 

n n 

YiSi-^nsii (2.2) 
i = l i = l 

The function G is sometimes referred to as the payoff function. 

Definition 2.3. An n player, m strategy game ornxm game is a game with n players 

where each player has access to exactly m pure strategies. 

Here a play of the game is a choice by each player of a particular strategy S{ the col­

lection of which forms a strategy profile (si, • • • , sn) whose corresponding outcome 

profile is G(si, • • • , sn) = (UJ1, • • • , un), where the u>i's represent each player's individ­

ual outcome. Note that by assigning a real valued utility to each player which quantifies 

that player's preferences over the various outcomes, we can, without loss of general­

ity, assume that the fij's are all copies of R, the field of real numbers. Also, note that 

each player's individual outcome Ui defines that player's individual payoff function. In 
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symbols 

Ui :USi>—• E (2.4) 

A game is said to be zero-sum if the sum of the payoffs to the players is zero no matter 

what strategies are chosen by the players. That is, a game G is zero-sum if 

n 

5^Wi(si,52, ••• ,«n) = 0 V (si ,s2 ,--- ,sn) e USi. (2.5) 
j = l 

2.2.1 Special Strategies 

In game theory one is frequently concerned with the identification of special strategies 

or strategic profiles. For example, most players would love to identify a strategy that 

guarantees a maximal utility. As this is not usually possible, a security strategy, that is, 

a strategic choice that guarantees an explicit lower bound to the utility received, is also 

sought. But, given a fixed profile of opponents' strategies, rational players seek best 

reply strategies. 

Definition 2.6. For a fixed (n — 1)-tuple of opponents' strategies, a best reply is a 

strategy s* e Si that delivers a utility at least as great, if not greater, than any other 

strategy s» G 5j. That is 

G{*, ••• ,*,s*i,*, ••• ,*) > £(*,-•• ,*,Si,*,--- ,*) Vsj e Si (2.7) 

The situation when every player in the game has chosen such a strategy is of fundamental 

importance in the theory of games and has a special name. 
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Definition 2.8. A Nash equilibrium (NE), or a solution or just an equilibrium, for G is 

a strategy profile (s\, s2,..., sn) such that each s« is a best reply to the (n — \)-tuple of 

opponents' strategies. That is, the strategy profile (si, s2, • • • , sn) is a Nash equilibrium 

if 

\/k, CUk(Sl, S2, • • • , Sk, • • • , Sn) > Uk(sU S2 , • • • , 4 ) ' ' • ' sn) Vs'fe (2.9) 

Other ways of expressing this concept include the observation that no player can increase 

his or her payoff by unilaterally deviating from his or her equilibrium strategy or that at 

equilibrium a player's opponents are indifferent to that player's strategic choice. 

2.2.2 Examples 

As an example, consider the Prisoner's Dilemma (PD), a type of non-zero-sum game 

in which two players may each "cooperate" (C) with or "defect" (D), that is, betray the 

other player. In this game, as in much of game theory, the players are assumed to be 

'rational' in the sense that the only concern of each individual player ("prisoner") is the 

optimization of his/her own payoff, without any concern for the other player's payoff. 

This is a two player, two strategy game (a 2 x 2 or bimatrix game) whose payoff function 

is indicated in Figure 2.1 

Here, and in subsequent examples, the numbers in parentheses refer to player one's 

and player two's payoffs, respectively. The table of Figure 2.1 is sometimes referred to 

as the strategic or normal form of the game. It gives a compact description of the game, 

providing the identities and the strategies of the players as well as their payoff functions. 

Here, note that for player 1 the pure strategy D always delivers a higher outcome 
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Player II 
C D 

(3,3) 

(5,0) 

(0,5) 

(1,1) 

Figure 2.1: Prisoner's Dilemma 

than the strategy C (say D strongly dominates C) and for player 2 the strategy D 

strongly dominates C. Hence the pair (D, D) is a (unique) Nash Equilibrium. 

Given a game G, a Nash equilibrium may not exist amongst the pure strategy pro­

files. As an example, consider the game of Simplified Poker, a 2 x 2 zero-sum game 

whose payoff function is given in Table 2.1. 

S\ 

S2 

h 
(5/4, -5 /4) 

(0,0) 

h 
(0,0) 

(5/2, -5 /2) 

Table 2.1: Simplified Poker 

Here one can easily show that there is no pair of strategies (s*, t*) such that s* is a 

best reply to t* and vice-versa. Hence, the Simplified Poker game has no equilibria in 

pure strategies. 

2.2.3 A Classical Extension of G 

Classical Game Theoretic formalism now calls upon the theorist to extend the game G 

by enlarging the domain and extending the payoff function. Of course, the question 
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of if and how a given function extends is a time honored problem in mathematics and 

the careful application of the mathematics of extension is what gives the formalism 

of quantization following its power. Returning to classical game theory, a standard 

extension of this point is to consider for each player the set of mixed strategies, that is, 

the set of probability distributions over S^ For a given set X, denote the probability 

distributions over X by A(X) and note that when X is finite, with k elements say, the 

set A(X) is just the k — 1 dimensional simplex A^ - 1) over X, i.e., the set of formal real 

convex linear combinations of elements of X. Of course, we can embed X into A(X) 

by considering the element x as mapped to the probability distribution which assigns 1 

to x and 0 to everything else. For a given game G, denote this embedding of Si into 

A(5i) by a. 

Now our game G can be extended to a new, larger game Gmix, as follows. Given a 

profile (pi , . . . ,pn) of probability distributions over the S '̂s, by taking the product dis­

tribution we obtain a probability distribution over the product FJ Si. Taking the push out 

by G of this probability distribution we obtain a probability distribution over the image 

of G. By following this by the expectation operator we obtain the expected outcome of 

the mixed strategy profile (pi,..., pn). Assigning the expected outcome to each mixed 

strategy profile we obtain the extended game Gm%x. The discussion above is summarized 

by the following definition. 

Definition 2.10. Given a game G, the game Gmix is a vector valued function whose 

domain is Hf=1A(Si) and whose range is II"=1fij. In symbols 

Gmi*:Y[A(Si)^Y[ni (2.11) 
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The function Gmix extends the original function G as Gmtx o lie; = G, that is we have 

the commutative diagram that appears in Figure 2.2. 

n?= 1A($) • •A(n?=1s-
pushout 

+ A(/mG) 

n?=A 

Figure 2.2: Extension of G by G71 

The function Gmix is sometimes referred to as the expected payoff function and for 

a given mixed strategy profile (pi,p2, • • • ,Pn)» the corresponding expected outcome 

profile is Gmix{pi,p2, • • • ,pn) — (£i, ^2, • • • , ^n), where the 5j's represent the players' 

individual expected outcomes. 

Nash's famous theorem says that if the Si are all finite, then there always exists an 

equilibrium in Gmix. As an application, let us compute the Nash equilibria in Gmix 

where G is the Simplified Poker. 

Assume player one plays his pure strategy s\ with probability p and player two plays 

her pure strategy t2 with probability q. Then the expected outcome of the mixed strategy 
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profile (p, q) is given by 

Gmix(p, q) = p(l - q)G(Sl, h) + pqG(Sl,t2) 

+ (1 - p)(l - q)G(s2,t1) + (1 - p)gG(s2, t2) 

= p ( l - g ) (1 .25 , -1 .25 )+ M (0 ,0 ) 

+ (1 - p)(l - q){0, 0) + (1 - p)g(2.5, -2.5) 

= (pTA q , q T 5 p) 

(2.12) 

where 

and 

/ V ^ 
> q 

V * 7 

A = 
/ 

V 

/ 
/4 0 

0 5/2 1 
, B = 

- 5 / 4 

I ° 
0 

- 5 / 2 

(2.13) 

(2.14) 

The matrices A and B are called player one's and player two's payoff matrices, respec­

tively. Let £\(p, q) = pr^4q and ^ ( p , q) = qT-Bp be player one's and player two's 

expected payoffs, respectively. Then 

= p[1.25(l -q) + 0.q] + (l-p)[0.(l-q) + 2.5q] (2.15) 

= p[1.25(l-q)] + (l-p)[2.bq\. 

This gives three cases to consider. When 1.25(1 — q) > 2.5q, that is, when q > 1/3, 
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player one's best reply is to employ si with probability p = 1. When q < 1/3, his 

best reply is to play s2 with probability 1. If q = 1/3, player one is indifferent between 

all his mixed strategies. By a similar analysis, we find that player two has as her best 

reply the strategy t2 played with probability q = 1 when p > 2/3, her best reply is ti 

played with probability 1 when p < 2/3, and she remains indifferent between all her 

mixed strategies when p = 2/3. As Simplified Poker has no equilibria amongst the pure 

strategy profiles, the mixed strategy profile (p, q) = (2/3,1/3) is the unique equilibrium 

in Gmix with expected payoffs to the players (5/6, —5/6). 

Unfortunately, the Nash equilibrium in Gm%x is called a mixed strategy equilibrium 

for G, when it is not an equilibrium of G at all, the abusive terminology confusing G 

with its image, ImG. Indeed, this is where much confusion in quantum and classical 

game theory begins. 

2.2.4 Classical Mediated Communication 

Before proceeding onto quantization, it is useful to place other classical game theoretical 

ideas such as classical mediated communication and Aumann's notion of a correlated 

equilibrium [3] into this context. Following [8] one begins by observing that the function 

from nr=i ^(Si) —> A(ImG) is not necessarily onto. As an example consider any 2x2 

game G. As before, if player 1 plays his first pure strategy with probability p, say, and 

player 2 plays her second pure strategy with probability q, say, the resulting probability 

distribution over the outcomes of G is given in Table 2.2. 

An easy exercise now shows that the element of A(imG) represented by Table 2.3 

is not realizable by any choice of p and q. Classical mediated communication addresses 
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S l 

«2 

h 
P(l - «) 

( l - p ) ( i - g ) 

<2 

pq 
{l-p)q 

Table 2.2: A Probability Distribution over ImG 

S\ 

S2 

h 
1/2 

0 

*2 

0 
1/2 

Table 2.3: An Element of A{ImG) 

this issue. Suppose during pre-play negotiation the players are able to hire a referee 

for negligible cost. For a given p e A(ImG) the referee is meant to enforce p as 

follows. The referee secretly observes a random event with probability distribution p, 

thus determining an outcome of G. The referee then communicates to each player only 

his strategic choice which yields the observed outcome. 

Note that the players are no longer playing the game G, but in fact a much larger 

game Gc°m which is easily described for 2 x 2 games and whose generalization to games 

with larger strategic spaces should be clear from the description here. Suppose the 

strategic space for each player is represented by the pair S = {A, B}. The strategic 

spaces for G™m can be represented by the quadruple T = {A1, B', C", D'} where the 

strategy C represents a player always cooperating with the referee, D' represents the 

strategy where the player always deviates from the referee's instruction (i.e. playing B 

when he hears A and vice-versa), A' represents cooperating with the referee when A is 

recommended and deviating otherwise, and B' represents cooperating with the referee 

when B is recommended and deviating otherwise. 

Two important things to note here. First, if both players choose to play C, then the 

31 



Chapter 2. A Formalism for Quantum Games 

outcome of the new game is exactly the expected outcome of G under p. Second, G^m 

extends the original game G as there are embeddings fi : {A, B} —>• {A', B', C, D'} 

taking A to A' and B to B' such that G = G^m o n?=i /» 
as in the diagram of Figure 

2.3. 

G 

Figure 2.3: Extension of G by Gc°m 

Hence, classical mediated communication gives a family, indexed by A(IrnG), of ex­

tensions of G. 

Following Aumann, a correlated equilibrium for G occurs whenever (C',C) is a 

Nash equilibrium in Gc°m. That is, the players' agreement to follow the referee is self 

policing, meaning that there is no gain to a player from unilaterally deviating from the 

referee's recommendations. Note again the abusive terminology, the strategic choice 

for a correlated equilibrium is not a strategic choice for G at all, but rather a strategic 

choice outside the embedded strategies for G in a larger game. Of course, the use of 

correlated equilibrium may or may not improve the lot of the players. A classic example 

of correlated equilibrium improving the players' lot is given by the variant of the 2 x 2 

game of Chicken given in Table 2.4. 

An easy exercise shows that (s2,ti) and (si,t2) are both pure strategy equilibria 
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S l 

S2 

h 
(2,2) 
(3,0) 

*2 

(0,3) 

( - 1 . - 1 ) 

Table 2.4: Chicken 

and there is a unique mixed strategy equilibrium where every player plays each of his 

or her pure strategies with equal probability. This mixed strategy equilibrium pays out 

1 to each player. It is also easy to see that even without a referee any real convex 

linear combination of these three outcomes forms a self policing agreement between the 

players. For example, the players could jointly observe a fair coin and agree to play the 

(si, t-i) if it falls Heads and (s2, h) if it falls Tails. Note that the expected outcome of 

this agreement is (§, §) which is better than the outcome (1,1) from the mixed strategy 

equilibrium. But even better and outside this region is the correlated equilibrium arising 

from the probability distribution | (2, 2) + |(0,3) + |(3,0) yielding the outcome (§, | ) . 

An example where mediated communication does not improve the lot of the players 

is given by Prisoner's Dilemma. One easily checks that due to the strong domination 

present in each player's strategy set, players always have an incentive to deviate from 

the referee's instruction if p assigns a non-zero probability to any outcome other than 

the Nash equilibrium (s2, t2). 

2.3 Bleiler's Formalism for Quantization 

We recall from [8] the formalism for quantization developed by Bleiler which general­

izes the classical notion of mixed strategies. 

Classically, we constructed the probability distributions over the outcomes of a game 
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G. We now pass to a more general notion of randomization, that of quantum superposi­

tion. Begin then with a Hilbert space H and for now assume that H is finite dimensional, 

and that we have a finite set X which is in one-to-one correspondence with an orthogo­

nal basis B of 7i. 

By a quantum superposition of X we mean a complex projective linear combination 

of elements of X; that is, a representative of an equivalence class of non-zero complex 

linear combinations where the equivalence between combinations is given by non-zero 

scalar multiplication. Recall from Chapter 1 that quantum mechanics call this scalar a 

phase. When the context is clear as to the basis to which the set X is identified, denote 

the set of quantum superpositions for X as QS(X). Of course, it is also possible to 

define quantum superpositions for infinite sets, but for the purpose here, one need not 

be so general. Most of what follows can be easily generalized to the infinite case. 

For each quantum superposition of X we can obtain a probability distribution over 

X by assigning to each component the ratio of the square of the length of its coefficient 

to the square of the length of the combination. For example, the probability distribution 

produced from ax + 3y is just 

I I2 \R\2 

\a\ +\B\ \a\ +]°' 

With respect to the axioms of quantum mechanics, call this function QS(X) —> A.(X) 

quantum measurement with respect to X, and again note that geometrically quantum 

measurement is defined by projecting a normalized quantum superposition onto the var­

ious elements of a normalized basis B. Denote this function by q^eas, or if the set X is 
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clear from the context, by qmeas. 

Now given a finite n-player game G, suppose we have a collection Qi,...,Qn of 

non-empty sets and a protocol, that is, a function Q : YlQi —• Q«S(ImG). Quantum 

measurement q^Q then gives a probability distribution over ImG. Just as in the mixed 

strategy case we can then form a new game GQ by applying the expectation operator. 

This discussion is summarized by the following definition. 

Definition 2.17. A quantization of a game G by a protocol Q is the vector valued func­

tion GQ whose domain is Yl™=1 Qi and whose range is \Yi=i ^z sucn tnat tne diagram of 

Figure 2.4 commutes 

n?=1Qi - — y QS(ImG) 

\ ^ Qmeas 

\ * A(ImG) 

\ . £ 

YiUSi - — - n « = 1 o , 

Figure 2.4: Extension of G by GQ 

Call the Qi's sets of pure quantum strategies for GQ. Moreover, if there exist em-

beddings e•: Si ̂ -> Qi such that GQ o lie- = G, call GQ a proper quantization of G. 

Further, if there exist embeddings e": A(S,
i) °-> Qi such that GQ o He" o rie^ = G, call 

GQ a complete quantization of G. These definitions are summed up in the commuta­

tive diagram of Figure 2.5, and for proper quantizations the original game is obtained 

by restricting the quantization to the image of FJ e*. For general extensions, the Game 

Theory literature refers to this as recovering the game G. 
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QS(ImG) 

„meas 

A(ImG) 

> na 

Figure 2.5: A Quantization Formalism 

Immediately from the definitions we obtain 

Proposition 2.18. A complete quantization is a proper quantization. 

Furthermore, note that finding a proper quantization of a game G is just the usual 

problem of extending a function. It is also worth noting here that nothing prohibits us 

from having a quantized game GQ play the role of G in the classical situation and by 

considering the probability distributions over the Qt, creating a yet larger game GmQ, the 

mixed quantization ofG with respect to the protocol Q. For a proper quantization of G, 

QmQ j s a n e v e n i a rg e r extension of G. The game GmQ is described in the commutative 

diagram of Figure 2.6. 

Definition 2.19. Call the A(Qi) 's sets of mixed quantum strategies. 

Note that the quantum strategy sets Qi need not consist of quantum superpositions. 
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n?= 1 A(Qf) - J ^ E U A(n?=1Qi) ^ ^ .A(/mG«) 

expectation 

n?=1Qi ^ n?=1fii 

Figure 2.6: Extension of G by Gm S 

Indeed, protocols with classical inputs yielding quantum superpositions of the outcomes 

of certain games have already been posited [14] [29]. Some other specific protocols are 

discussed in the context of the formalism above next. 

As discussed in following sections, the literature gives several protocols for quantiz­

ing 1, 2, and occasionally even multi-player games, some improper, some proper but not 

complete, and some yielding complete quantizations. Yet there has been an ongoing de­

bate in the literature as to what is the 'correct' method of quantizing a game. The above 

formalism shows that this is the wrong question to ask as the formalism clearly indicates 

that a given game can have several inequivalent quantizations. It also makes clear that 

comparisons between various quantizations, between quantizations and various classi­

cal extensions, and between quantizations and the original game itself often amounts to 

comparing "apples" to "oranges". A specific example appears in the following sections. 

2.4 Mediated Quantum Communication via an EWL Protocol 

In classical mediated communication, players have a referee mediate their game and 

the communication of their strategic choices. For simplicity, assume the players have 
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but two classical pure strategies to choose from. The communication of each player's 

strategic choices is implemented by the sending of bits to the players, put into an initial 

state by the referee. Presumably players then send back their individual bits in the other 

state (Flipped) or in the original state (Un-Flipped) to indicate the choice of their second 

or first pure strategy, respectively. The bits are then examined by the referee who then 

makes the appropriate payoffs. 

When the communication between the referee and the players is over quantum chan­

nels, Eisert, Wilkens, and Lewenstein (EWL) [ 18] have proposed family of quantization 

protocols that individually depend on the initial joint state prepared by the referee. Play­

ers and the referee communicate via qubits, a two pure state quantum system with a fixed 

observational basis. In the EWL protocol, the referee uses a new basis corresponding 

to the actions of (No Flip, No Flip), (No Flip, Flip), (Flip, No Flip), (Flip, Flip) by the 

players to determine the appropriate payoffs. Players may choose from any physical op­

eration (i.e. the Lie group SU(2)) as pure quantum strategies (the Q/s in the formalism 

above) or even probabilistic combinations thereof (the AQ,'s in the formalism) for their 

strategic choices. The procedure above describes for each initial state 1 a protocol Qx 

and a quantized and a mixed quantized games GQx and GmQx per the formalism above. 

If the initial state prepared by the referee is given in the Dirac notation by |0) <g> |0), 

then the corresponding EWL protocol is a complete quantization and is in fact equiv­

alent to the classical game Gmix. But when the initial state is given by the maximally 

entangled state (|0) <g> |0) + |1) ® |1)) /y/2, the corresponding EWL protocol not only 

remains complete, it sets up an onto map from the product of the respective strategy 

spaces to A(ImG). 
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When examining these new games for Nash equilibria, a fundamental question arises; 

are the equilibria in these new quantized games truly new? That is, is the probability 

distribution that arises from an equilibrium pair in the quantized version of game G dif­

ferent from that arising from a classical correlated equilibrium for Gl For two by two 

games the maximally entangled EWL quantization admits a mixed quantum strategy 

equilibrium where each player uses the uniform probability distribution over his choice 

of pure quantum strategy [33]. The resulting probability distribution over the payoffs of 

G is now again the uniform distribution, assigning an equal probability to each of the 

four outcomes of G. But for the Prisoner's Dilemma, this distribution does not arise 

from a classical correlated equilibrium as it assigns a non-zero probability to each of 

the classical non-equilibrium payoffs, and so does not correspond to any classical cor­

related equilibrium for this game while delivering a superior payoff to the players. An 

even more remarkable result holds true for the maximally entangled EWL quantization 

of Simplified Poker [9], where the uniformly mixed quantum equilibrium out-performs 

the classical equilibrium payoff for player I, yet is still a security strategy for player I 

against which player II has no recourse. 

2.5 Application to the Literature 

In this section, we further relate quantum games literature to the Bleiler's quantization 

formalism. 
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2.5.1 Meyer's PQ Penny Flip Game 

The study of quantum games is quiete new, arising from a seminal paper of D. Meyer 

[38] published in Physics Review Letters in 1999. In that paper, Meyer put forward an 

inspiring argument for research on quantum game theory that is worth retelling here. He 

describes a game that is played by two characters of the popular TV series Star Trek: 

The Next Generation, Captain Picard and the entity Q. The Starship Enterprise faces 

a dire emergency, and Picard is preparing for the worst. Suddenly, Q appears on the 

scene. The entity Q offers to help, provided that Picard can beat him at a simple game 

involving a coin. In this game, also known as PQ PENNY FLIP (referred to henceforth 

as PQPF), a coin is placed in a closed box heads up. Neither player can see into the 

box at any time. The entity Q takes the first turn, then P takes a turn, and then Q gets 

a final chance. As far as Picard knows, a player can choose to either flip or not flip the 

coin. When the adversaries together open the box, Q wins if the penny is heads up; if it 

is tails up Picard wins. This game is an example of a two-player, zero-sum game: What 

one player gains, the other looses. A classical analysis of the game gives both players 

an equal probability of success. Aware of this fact, Picard agrees to play but looses to 

Q, not just once but again and again. 

The reason for this is that the player Q takes advantage of a larger set of quantum 

strategies, namely the set U(2) of 2 x 2 unitary matrices (Qi in the formalism) and 

Picard is restricted to use the classical strategies no flip and flip matrices N and F 

N = 
( 1 0 \ / „ . \ 

\° V 
0 1 

F= ' 
• i o , 
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(Q2 in the formalism). Picard doesn't know that the coin in question is a quantum coin-

an object that can be both heads and tails at the same time. The two sides of the coin are 

identified with the basis vectors of the Hilbert space Ti2, namely heads = |0) and tails 

= |1). The entity Q performs the U(2) element 

V2 

/ 

\ 

1 1 
(2.21) 

1 - 1 

on the coin. Instead of swapping tails for heads, this quantum move leaves the coin in a 

superposition of the two states, half heads and half tails as below 

F|0) = l^$r = '̂  (2-22) 

On his turn, P responds with a classical flip (F) or does nothing (N). Neither choice, 

however, alters the coin's superpositioned state as 

N\ip) = \ip) and F\tp) = \i}>). (2.23) 

The entity Q then performs one more time the quantum move H that unscrambles the 

superposition, bringing the coin back to heads to win the game as 

H\i>) = |0) (2.24) 

The practical lesson that this game teaches is that quantum theory may offer strategies 

that at least in some cases can give an insurmontable advantage over classical strategies. 
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2.5.2 The MW Model 

Besides the EWL quantization model, another protocol for quantization of classical 

games was put forward by Marinatto and Weber [36] and is referred to as the MW 

Model. This scheme differs from EWL's in the omission of a disentangling operator 

previous to measurement and through the restriction of the players'strategic choices to 

probabilistic mixtures of the operators N and F. Each of their protocols requires an ini­

tial state upon which the players act, differing initial states yielding different protocols. 

The resulting quantization is proper when a particular initial state is chosen but for other 

choices of initial state the quantization may not be. In [36], they applied their protocols 

to the study of the Battle of the Sexes (BoS) game with pay-off matrix 

S l 

•S2 

h 
(a,P) 
(7,7) 

t2 

(7,7) 
(P,a) 

Table 2.5: Battle of the Sexes 

where a > (3 > 7. They claimed that with the use of a factorisable (not entangled) 

initial state players cannot improve their expected pay-offs and that the effects of the 

classical version of the game are reproduced. In the classical version, the game admits 

three equilibria and the players cannot rationally decide which one to choose. But if 

the initial state is suitably entangled, Marinatto and Weber [36] showed that the game 

admits again three equilibria, but a particular unique solution gives more reward. 

The EWL and MW protocols have been applied to various classical games such as 

Prisoner Dilemma [17], the Monty Hall Problem [21], Stag Hunt Game [53], Rock, 

Scissors and Paper [52], and Chicken [20]. The results show that, in general, the "quan-
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tization process" and relations to the background classical problems are not unique. 

Equilibria can be found but, as in the classical problems, in most cases they are not 

Pareto optimal1. 

'A game result from which no player can improve their pay-off without another player being worse 
off. 
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Chapter 3 

QUATERNIONIZATION OF TWO PLAYER, TWO STRATEGY QUANTUM 

GAMES 

3.1 Introduction 

This chapter concerns quantized versions of generic two player, two strategy games. For 

a specific quantization protocol originally described by Eisert, Wilkens, and Lewestein 

[18], Steven Landsburg developed a quaternionic representation of the payoff function, 

and from this classified all the potential Nash equilibria of such games [33]. Landsburg's 

construction focused on games with a specific maximally entangled initial state. How­

ever, there is an entire circle of this type of maximally entangled states which could be 

used in these quantizations. Here we reproduce Landsburg's construction and its subse­

quent results. We then present an extension of Landsburg's construction to games where 

the initial state is chosen arbitrarily from this circle and for the corresponding quantized 

games classify the potential Nash equilibria. 
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3.2 Mediated Classical Communication 

Consider a generic two player, two strategy game G whose payoff matrix is indicated 

by the tableau below 

S l 

S2 

h 
(X0,Y0) 
(X3,Y3) 

h 
(X2,Y2) 
{XUYX) 

Table 3.1: A Generic 2x2 Game 

where players one and two's pure strategy spaces are given by Si = {s1; s2} and S2 = 

{ti, t2}, respectively, and the pairs (Xt, Yt) G E2 represent payoffs to players one and 

two. 

Now consider a generic 2 x 2 game G where players have a referee mediate their 

game and the communication of their strategic choices is over classical channels. First, 

the referee prepares two bits in an initial state. He sends each player one of the bits. 

The players then send back their individual bits in the other state (Flipped) to indicate a 

choice of their second strategy (s2 for player one and t2 for player two) or in the original 

state (Un-Flipped) to indicate a choice of their first strategy (si for player one and ti 

for player two). The referee examines the bits and then assigns the appropriate payoffs. 

So, under mediated classical communication, we can think of G as a two player, two 

strategy game where both players have the same set of strategies, namely {No Flip, 

Flip}. Let the actions No Flip and Flip be represented by the SU(2) matrices 

N = 
1 0 

0 1 
and F = 

45 

0 r) 

-rj 0 
(3.1) 



Chapter 3. Quaternionization of Two Player, Two Strategy Quantum Games 

respectively, where r\ is a unit complex number. So the two classical pure strategies 

available to the players are the SU(2) matrices TV and F. 

As an example, suppose the referee prepares the bits |0) and 11) in the initial state 

|0) <g> |1) and sends player one the bit |0) and player two the bit |1). Then depending on 

the players' actions iV and F, the pair of bits ends up in one of the following four states: 

(iV<8>iV)(|0)<g>|l)) = |0><8>|l) (3.2) 

(N <g> F) (|0) <8> |1» = TJIO) <g> |0) = |0) <g> |0) (3.3) 

(F <g> N) (|0) ® |1)) = -7j|l) <g> |1) = |1> <g> |1) (3.4) 

(F <g> F) (|0) <8> |1)) = -|1> <8> |0) = |1) ® |0) (3.5) 

3.3 Mediated Quantum Communication 

When the communication between the referee and the players is over quantum channels, 

Eisert, Wilkens, and Lewenstein [18] have proposed specific families of protocols Q for 

the quantization of two player, two strategy games. As described in the previous chapter, 

the EWL protocols require the game G to be played with a referee who communicates 

between the players through a quantum channel, that is, players and the referee commu­

nicate via (quantum) superpositions of the states of classical bits or qubits. Each player 

is issued a qubit by the referee. The qubits sent to the players are in a joint initial state, 

that is, an H4 element of the form 

a|00} + /?|01) + 7|10)+S|ll>, (3.6) 
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where the coefficients a, (3,7, and 5 are complex numbers, not all zero. Note that each 

choice of the quadruple (a, (3,7,8) gives an initial state X and this initial state produces 

in turn a specific protocol Qz . 

Players act on their qubits via elements of SU(2). In particular, the two classical 

pure strategies available to the players are the two SU(2) elements N and F described 

above. After the players's actions, the qubits are sent back to the referee who per­

forms quantum measurement on the final state with respect to some specific basis of 

QS(ImG). Quantum measurement gives a probability distribution over ImG, which 

can be used to compute the expected payoffs to the players. 

3.4 A Specific Initial State X and Associated Quantized Game GQj 

We now examine the quantum game arising from the EWL protocol applied to generic 

two player, two strategy games and corresponding to the initial state 

I = M > . - L ( 1 0 0 l f . (3.7, 

As described above, players one and two act on their respective qubits via the general 

elements of SU(2) 

UT = 
(-Q p) 

(3.8) 
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respectively. After the players act the initial state becomes 

(Uj <g> Un) (I) = 
1 

71 
\ 

/ 

A B 

-B A 

( P g^ 

V -Q P 

/ l \ 

0 

0 

V 1 / 

1 

7! 

AP AQ BP BQ 

-AQ AP -BQ BP 

-BP -BQ AP AQ 

\ BQ -BP -AQ APJ 

>* ( l \ 

0 

0 

V 1 / 

which gives in the observational basis 

V2 

( AP + BQ N 

-AQ + BP 

-BP + AQ 

\ BQ + AP ) 

|0) <8) |0) 

|0)®|1) 

|l)(g)|0) 

|1>(8)|1) 

(3.9) 

(3.10) 

or as a linear combination of the observational basis vectors, -4= times the expression 

(AP + BQ)\0) ® |0) + {-AQ + BP)\0) ® | l )+ 

(AQ - BP)\l) <8> |0) + (AP + BQ)\l) <8> |1) (3.11) 

Refer to this resulting state as the game state of our system. 

Note that the referee cannot use the original observational basis to perform measure-
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merit and assign payoffs to the players. The referee needs to define a new orthonormal 

basis whose basis vectors are in a one to one correspondence with the elements of ImG. 

For this, consider the actions No Flip and Flip, as described above, represented by the 

SU(2) matrices N and F and perform the following Kronecker products: 

N®N=NN= 

(3.12) 

and 

N®F=NF= 
( 

\ 

( 

1 0 

0 1 

\ 

V 
0 rj 0 0 

-77 0 0 0 

0 0 0 r] 

\ 0 0 -fj 0 ) 

0 rj 

-fj 0 

\ 

(3.13) 
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and 

®N = FN = { ° 
{-v 
( 0 

0 

-fj 

\ ° 

* ) • ( ' 

o\ 

°) v° l) 
0 77 0 ^ 

0 0 r; 

0 0 0 

-77 0 0 y 

; 
(3.14) 

and 

F®F = FF 

{-* ° J 
0 77 

- 7 7 0 

0 0 0 77 

0 0 - 1 0 

0 - 1 0 0 

2 \ 

U 2 0 0 0 

(3.15) 

The actions of theses matrices on the entangled qubits yield the following states with 
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respect to the standard basis of 7i4 

(N <g> N) (J) = -= 
1 

V2 

1 0 0 0 ^ 

0 1 0 0 

0 0 1 0 

\ o o o 1 / 

0 

0 

v 1 / 

0 

0 

V 1 / 

100)+ [11) 

>/2 
(3.16) 

and 

/ 0 0 T? 0 W 1 \ 

(N <g> F) (J) = 
1 

71 

1 

71 

0 0 0 ?7 

- 7 / 0 0 0 

\ 0 -77 0 0 J 

< 0 \ 

-v 

0 

0 

v 1 ; 

77 

77|01)+7?|10) 

>/2 
(3.17) 
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and 

and 

(F <8> N) (J) = - = 
1 

/2 

1 

/ 2 

( 0 0 7] 0 ^ 

0 0 0 r) 

-fj 0 0 0 

\ 0 -fj 0 0 ) 

( ° ) 
V 

-fj 

V ° J 

[ l \ 
0 

0 

I 1 / 

77|01>-^|10) 

V2 
(3.18) 

(F <g> F) (J) = -= 
1 

V5 

0 0 0 rf \ I 1 ^ 

0 

0 

v 1 / 

0 0 - 1 0 

0 - 1 0 0 

\ff 0 0 0 / 

1 0 

0 

\fj2 J 

772[00)+?72|ll) 

71 
(3.19) 

So in the standard basis {|00), |01), |10), |11)} of H* the game state corresponding 
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to the standard action profiles are given by -4= times the vectors 

NN = 

<i\ 

0 

0 
, NF 

I o \ 

-v 

V 

V ° / 

, FN = 

(° 1 
V 

-v 

\ ° J 
, FF = 

•n 

0 

0 

U 2 / 
(3.20) 

For the purpose of the EWL protocol [ 18], these states are to correspond to a physical 

property observable to the referee. For this, the axioms of quantum mechanics require 

these states to form an orthonormal basis of the joint state space of the two qubits. The 

non-trivial orthogonality conditions are thus 

{NN, FF) = NN -FF 

7=2{1 ° ° l)7=2 

= \(v2 + tf)=v 

( rf \ 

0 

0 

(3.21) 
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and 

(NF,FN) = NF -FN 

= > - " 0 ) 7 ! 

= J (-12 -f)=° 

I 0 \ 

V 

-v 

(3.22) 

Therefore rf = \. Thus setting 

77 = e 4 = 
1+i 
V2 

(3.23) 

insures the orthogonality of the game states given by the standard action profiles. Call 

this family of states the action basis of the joint state space and abusively denote these 

states by NN, NF, FN, and FF. 

Note that for this value of 77, rf = i and ff = —i. The final forms of the action basis 

vectors are thus 4= times the vectors 

(A 
NN = 

0 

0 

V 1 / 

NF = 

' 0 \ 

-V 

V 

V ° ) 

, FN = 

( 0 \ 

V 

-rj 

\ ° J 

, FF = 

{ ' ) 
0 

0 

l - v 

(3.24) 
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The basis change matrix of the action basis to the initial observational basis is thus 

-4 times the matrix 

/ 1 0 0 i \ 

A = (3.25) 
0 —77 77 0 

0 7] -fj 0 

\ 1 0 0 -i J 

After normalizing the lengths of the columns (i.e. scaling the matrix by I /A /2 ) this 

matrix is unitary by construction, so AT = A - 1 . So the basis change matrix from the 

initial observational basis to the action basis is given by l / \ /2 times the matrix 

/ 

A~l = 

1 0 0 1 

0 —77 77 0 

0 77 —77 0 

-i 0 0 i 

\ 

(3.26) 

Rewriting a generic game state in the action basis gives 

V2 A/2 

' AP + BQ ^ 

-AQ + BP 

-BP + AQ 

BQ + AP 

(AP + AP) + (BQ + BQ) 

(VAQ + fjAQ) - (rjBP + fjBP) 

- (fjAQ + rjAQ) + (fjBP + r]BP) 

I (-iAP + iAP) + (-iBQ + iBQ) I 

(3.27) 
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which gives 

( 2Re (AP + BQ) \ 

2Re (rjAQ - TJBP) 

-2Re (fjAQ - fjBP) 

\ -2Re (iAP + iBQ) ) 

( Re (AP + BQ) \ 

Re (r)AQ - r\BP) 

-Re (fjAQ - TjBP) 

\ -Re (iAP + iBQ) J 

(3.28) 

Rewriting the above expression as a linear combination of the action basis vectors gives 

[Re (AP + BQ)}NN + [Re (r]AQ - rjBP)]NF 

+ [-Re (fjAQ - f)BP)]FN + [-Re (iAP + iBQ)]FF (3.29) 

Now let 

A = a0 + aii, B = b0 + bxi, 

P = Po+Pii, Q = q0 + qii. (3.30) 

Then 

coeff(NN) = Re(AP + BQ) 

= Re[(a0 + a±i)(p0 + pii) + (b0 + hi)(q0 + q^i)] 

= a0p0 - aipi + b0q0 - bxqx (3.31) 
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and 

coeff{FF) = -Re (i(AP + BQ)) 

= -Re (i(a0 + aii)(p0 + pii) + i(b0 + M)(<?o + Qii)) 

= a0pi + aipo + b0qx + biq0 (3.32) 

and 

coeff{NF) = Re (r](AQ - BP)) 

1 + i Re[—nC ((flo + aii)(q0 - q\i) - (b0 + M)(Po - pii))] 

-7= [(aoqa + aoqi - aiqQ + aiqi) + (-b0p0 - 60pi + hp0 - hpi)] (3.33) 

and 

coeff(FN) = -Re {f\{AQ - BP)) 

1 — i 
= -Re[—y=- ((a0 + aii)(g0 - ?i«) - (&o + M)(Po - Pii))] 

= —= [(-a0qo + aoqi - aiqo - aiqi) + (boPo - b0pi + &ip0 + hpi)] (3.34) 

The payoffs to players one and two are thus given by 

GQHUr, Un) = (P^Uj, Un), P2(*7j, Un)), (3.35) 
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where 

Pi (Ut, Un) = [coeff(NN)]2X0 + [coeff(NF)]2X2 

+ [coeff(FN)}2X3 + [coeff{FF)fXl (3.36) 

and 

P2 (Uj, Un) = [coeff(NN)]2Y0 + [coeff(NF)]2Y2 

+ [coeff(FN)}2Y3 + [coeff{FF)fYx, (3.37) 

respectively, and where the Xj's and the l^'s are the players' individual payoff in the 

classical game. 

3.5 Quaternions 

The quaternions, denoted by H, are a 4-dimensional normed division algebra over the 

real numbers. For more detail on real division algebras, see appendix A. A general 

quaternion q is of the form 

q = a + bi + cj + dk, (3.38) 

where a, b, c, d are real numbers and i, j , and k satisfy Hamilton's relation 

i2 = j 2 = k2 = ijk = - 1 . (3.39) 
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We can also express a general quaternion in the form 

q = a + (3j, (3.40) 

where a and (3 are complex numbers. Throughout, we will work with the general quater­

nions p = a0 + a\i + a2j + a3k and q = b0 + hi + b2j + b2k 

Definition 3.41. Addition with quaternions is component wise: 

p + q = (a0 + b0) + (ai + h)i + (a2 + b2)j + (a3 + b3)k. (3.42) 

Definition 3.43. Multiplication with quaternions is polynomial subject to Hamilton's 

relation i2 = j 2 = k2 = ijk = — 1. 

pq = (a0 + aii + a2j + a3k)(b0 + hi + b2j + b3k) 

= (a0b0 - aih - a2b2 - a3b3) + (aQh + ai^o + a2b3 - a3b2)i (3.44) 

+ (aQb2 - aib3 + a2b0 + a3h)j + {a0b3 + axb2 - a2h + a3b0)k 

Definition 3.45. The quaternionic conjugate of a quaternion p is defined as 

pm = a0 — a\i — a2j — a3k. (3.46) 

It is straightforward to verify the following properties 

1. The product pup = GSQ + a\ + a\ + a\ defines the square of a norm \\p\\ for the 
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quaternion p. That is 

2 —H 2 , 2 i 2 , 2 
= F P = ag + a{ + 02 + 03. 

(3.47) 

2. The norm is multiplicative, that is \q\\ for all quaternionsp and 5. 

3. For any nonzero quaternion q, 

(3.48) 

This establishes H — {0} as a division algebra. 

4. The set of unit quaternions Hi = {q \ \ \q\ \2 = 1} forms a subgroup of EI — {0} 

under quaternionic multiplication and can be thought as the unit 3-sphere §3 living 

inR4. 

5. Multiplication with quaternions is not commutative. 

6. The distributive laws hold. 

In light of all the above properties, the quaternions form a skew-field, that is a non-

commutative field. In addition, as a real vector space EI can be identified with M4 via 

the map 

(a0 + a,\i + a2j + a3k) 

^ 

a2 

\a3J 

(3.49) 

60 



Chapter 3. Quaternionization of Two Player, Two Strategy Quantum Games 

If p is an element of H, we call p*the corresponding element of K4. Furthermore, if 

q G H, let denote pq the vector in R4 corresponding to the quaternion pq. 

Definition 3.50. A set {po,Pi,P2,P3} of quaternions is called an orthonormal basis of 

H if {po, pi, P2, pi} is an orthonormal basis ofM.4. That is 

Pi -Pj = < 
0 ifi^j 

1 ifi = j -

Throughout, {1, i, j , k} is referred to as the standard basis of HI. 

3.6 Landsburg's Representation 

Landsburg [33] identifies the unitary matrices Ui and Uu with the set of unit quaternions 

as follows: 

Vi = 

( 

V 

A B 

-B A 
p = A + Bi]j (3.51) 

and 

UTT = 
P Q 

-Q P 

\ 

q = P- njQ. (3.52) 
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Write the product pq as 

pq = (A + Br}j) (P - rjjQ) 

= AP- AVjQ + BriJP - BrijrijQ 

= AP - rjAQj + rjBPj - BrjfjjjQ 

= AP-ri(AQ- BP) j + BQ 

= [Re(AP + BQ)] + [Im{AP + BQ)}i + [-Re (V(AQ - BP))]j 

+ [-Im (rj(AQ - BP))]k (3.53) 

= 7To(P9) + ni{pq)i + TT2(pq)j + 7v3(pq)k, (3.54) 

where the 7rt(pq) are real numbers. Then 

n0(pq) = Re(AP + BQ) = coeff(NN), (3.55) 

and 

7n(pg) = Im(AP + BQ) = coeff(FF), (3.56) 

and 

n2(pq) = -Re (rj(AQ - BP)) 

1 + i 
= -Re[—pr ((ao + oi*)(?o - Qii) ~ (bo + M)(Po - Pi«))] 

= ~7= [(-a-oqo - aoft + aiQo ~ ciiQi) + (b0p0 + b0Pi - &1P0 + hpi)} 

= -coeff(NF), (3.57) 
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and 

n3(pq) = -Im(v(AQ-BP)) 

l + i 
= -Im[—f=- ((a0 + aii)(g0 - 9i*) - (&o + M)(Po - Pi«))] 

= —= [(-a0q0 + a0qi - diq0 - <nqi) + (b0p0 - 60pi + &1P0 + &1P1)] 

= coeff(FN). (3.58) 

Hence, the probability distribution over the outcomes NN, NF, FN, FF in the game 

described above is given by 

pr(NN) = [n0(pq)]2, pr(NF) = [n2(pq)}2 

pr(FN) = Mpg)] 2 , pr(FF) = M M ) ] 2 . (3.59) 

This result motivates the following definition: 

Definition 3.60. Let G be the game described in table 3.1. Then the associated quan­

tization GQx is the two player game in which each player's strategy space is the unit 

quaternions, and the payoff functions for players one and two are defined as follows: 

3 

Pi(p,q) = ̂ t(pq)]2Xt (3.61) 

3 

^2(P,<?) = X > ( M ) ] % (3-62) 
t=o 
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or in compact form 

GQHp,q)=[^2[nt(PQ)]2Xu J > ( r f ^ (3.63) 

.t=o t=o 

Note that one can improve Landsburg's representation by defining the following 

identifications of the group SU(2) with the group §3: 

Ut 

(
 A ^ 

-B A 
p = A + Brjj (3.64) 

and 

Uu = 

( 

\ 

P Q 

-Q P 
q = P- Qrij. (3.65) 

With these identifications, we find that the coefficients of the game state in the action 

basis exactly match the coefficients of the unit quaternion pq, namely 

7T0(pq) = coeff(NN); n^pq) = coeff(FF) 

n2(pq) = coeff(FN); 7r3(pq) = coeff(NF). (3.66) 

Now by reindexing the entries of the bimatrix of table 3.1 as in table 3.2 

S l 

S2 

h 
(X0,Y0) 
(X2,Y2) 

*2 

(X3,Y3) 
(XuYJ 

Table 3.2: A Reindexed Generic 2x2 Game 

one can define GQl as in equation (3.63). 

64 



Chapter 3. Quaternionization of Two Player, Two Strategy Quantum Games 

3.6.1 Classification of Nash Equilibria 

Following Bleiler quantization formalism, one can further extend the game G by a larger 

game GmQx which is the two player game in which each player's strategy space is the 

probability distribution over the set of unit quaternions S3. 

In this setting, a mixed quantum strategy is a probability distribution ji over the set 

of unit quaternions §3. The space of mixed quantum strategies is huge and fairly in­

tractable. Landsburg [33] shows that mixed quantum strategies fall naturally into equiv­

alence classes with particularly simple representatives, which we indicate below. 

If v and fj, are mixed quantum strategies chosen by Players one and two, we write 

£i(v,fj,)= Pi(p,q)du(p)dfi(q). (3.67) 
JS 3 xS 3 

for player i's expected payoff. 

Definition 3.68. Two mixed quantum strategies p, and JJ! are said to be equivalent if and 

only if 

£i{ti,q)=8i{n',q) (3.69) 

for all q and for alii = 1,2. 

The problem of classifying the equilibria in mixed quantum strategies is simplified 

by the Landsburg's result: 

Theorem 3.70. [33] Every mixed quantum strategy is equivalent to a mixed quantum 

strategy supported on at most four points and those four points can be taken to form an 

orthonormal basis o/M4. 
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Without loss of generality, at least one of the players may choose these four points 

to be the quaternions basis elements 1, i, j , k. Landsburg then uses the above theorem to 

show the following: 

Theorem 3.71. [33] If G is the game described in table 3.1, then up to equivalence, 

every equilibrium in mixed quantum strategies (u, p) is one of the following types: 

1. v = p = | (p + q + r + s) where p, q, r, and s are four orthogonal quaternions. 

2. Each player's strategy is supported on three of the four quaternions l,i,j,k. 

3. The mixed strategy n is supported on two orthogonal quaternions 1, v; the mixed 

strategy u is supported on two orthogonal quaternions p, pu and a (Xp + 

ypv) = X p u + Ypvu identically in X and Y for some nonzero constant a. 

4. Each of v and p is supported on two orthogonal points, each played with proba­

bility 1/2. Moreover, the supports ofu and p lie in parallel planes. 

5. Each player plays a pure strategy from the four point set {l,i,j, k}. 

3.6.2 New Notations 

Writing the expected payoffs to players one and two when they employ mixed quantum 

strategies can be tedious and time consuming. We discuss in this section notation that 

makes systematic the computations of players' payoffs. 

Suppose that players one and two employ mixed strategies supported on the or-

thonormal quaternionic bases B\ = {po,Pi,P2,P3} and B2 = {qo,Qi,Q2,(l3}, respec-
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tively. If player 1 chooses 

v = a0p0 + aipi + a2P2 + a3P3 (3.72) 

and player 2 chooses 

\i = b0q0 + hqi + 62q2 + hq?,. (3.73) 

Then the expected payoff function of player 1, for example, is calculated as follows 

£i(u,fj,)= ] P ambnPi{pm,qn) 
m,n=0 

3 / 3 

= J ^ O-mbn I y~][nt(Pmqn)]2Xt 

m,n=0 \ t=0 

3 

= Yl amKW{Pmqn)fxt (3.74) 
m,n,t=0 

This notation leads to the following definition of the mixed quantized game GmQl: 

Definition 3.75. Let G be the game described in table 3.2. Then the associated mixed 

quantization GmQl is the two player game in which each player's strategy space is the 

set of equivalence classes of probability distributions over the set of unit quaternions 

given by Definition 3.68 and represented as in Theorem 3.70. The expected payoff func­

tions for players one and two in this game are defined as follows: 

£1(u,p,) = aTMib; S2(u,p) = bTM23i, (3.76) 
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or in compact form 

GmQl{v,y) = ( a r X 1 b , bT.M2a) , (3.77) 

where 

and 

a = 

H 
a\ 

a2 

\a3 J 

, b = 

(b°) 
h 

b2 

\h) 

(3.78) 

Mi 

E?=o^ 2 (Po9o)X t •£Uo^(Pogi)Xt E L o ^ 2 ( P o 9 2 ) X t T,*=0*?(poq3)Xt \ 

T,t=o*t(p*io)xt Zt=o*t(p*n)x* J2Lo^(pi<i2)xt ELo^(piQ3)xt 

EUo^t(P2Qo)Xt E?=0^2(P2?l)X t ELo^2(P2?2)^t J2t=0^iP2g3)Xt 

\ T,3t=0^t(P3l0)Xt T,Uo^(P3ll)Xt E?=0*t(P3<B)*i T.Lo*?(j>3qa)Xt J 

(3.79) 

M2 

Zt=o*t(Poqo)Yt ZUo*t(Po9i)Yt T,U0^t(.P0Q2)Yt E?=o' r?(P093)l r« 

j:Lo^(piQo)Yt ELO^CPHI)^ E?=O^2(PI?2)^ Ef=o»?(pn3)y« 
E ? = o ' r ? ( P 2 9 0 ) l r * E L o ^ t f e ? ! ) ^ E ? = 0 ^ ( P 2 9 2 ) ^ E f ^ O ^ f f e ^ s ) ^ 

V E t o ^ t e * ) ^ ELo^2(P39i)Yt E?=o^2(P392)n E?^2^)^ J 

(3.80) 

and w/jere £/ze real numbers Xt and Yt are taken from table 3.2. Call the matrices M.\ 

and M.2 the quantum payoff matrices. 

Note that if B\ = B2 = {l,i,j, k}, the quantum pay off matrices Mi and M. 2 reduce 

to 

M i = 

I XQ XI X2 X3 

X\ XQ X3 X2 

X2 X3 XQ XI 

\ Xs X2 Xi XQ J 

Mo = 

( YQ YX Y2 Y3 ^ 

Y\ Yo Y3 Y2 

Y2 Ys Y0 Yi 

\ Y3 Y2 Y1 Y0 J 

(3.81) 
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When the support of the mixed quantum strategies v and fj, is the standard basis of H, 

we can express the players' expected payoff as frequencies against returns as follows. 

£1(1/, if) = a0{b0X0 + bxXt + b2X2 + b3X3) + al{b0X1 + bxX0 + b2X3 + b3X2) 

+ a2(b0X2 + bxX3 + b2X0 + b3Xx) + a3(b0X3 + bxX2 + b2Xx + b3X0) 

= a0A0 + aiAi + a2A2 + a3A3 (3.82) 

and 

£2(u, fi) = bo(a0Y0 + aiYi + a2Y2 + a3Y3) + bi(a0Y1 + a{Y0 + a2Y3 + a3Y2) 

+ b2(a0Y2 + atY3 + a2Y0 + a3Yx) + b3(a0Y3 + axY2 + a2Yx + a3Y0) 

= b0B0 + bxBx + b2B2 + b3B3 (3.83) 

Call the aj's and b^s the frequencies and the Aj's and Sj's the returns. Using these 

equations, we can now classify the equilibria in GmQx. The key idea for this is to note 

that a best response must "concentrate" the frequency on the largest returns. 

For example, consider the case where all the Ai are equal and maximal. Then in 

equilibrium, Player one will choose the uniform probability distribution over the set 

{1, i, j , k}, and similarly for Player Two. Note, this is an equilibrium of type 1. 

We finish this section with a summary of Landsburg's construction. 

Exploiting the identification of the group SU(2) with the group of unit quaternions, 

and after identifying each pure quantum strategy for each player with a suitable unit 

quaternion p or q, Landsburg shows that the probability distribution over the four pos-
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sible outcomes when the players use these strategies is then given by the squares of 

the coefficients of the unit quaternion pq [33]. This corresponds in Bleiler's formalism 

[8] to a map L from YlQi to A(ImGQ) as shown in figure 3.1. Using this map when 

mixed quantum strategies are played produces an additional map L* from A(iTQi) to 

A(ImGQ). These maps give Landsburg the computational capability to recognize and 

classify the potential Nash equilibria of GQx and GmQl. 

nA(Q; 

product L QS{ImG) 

nmeas 
VlmG 

A(ImGQ) 

Figure 3.1: Landsburg's Maps L and L* 

3.7 Generalizing the Landsburg Representation 

We extend Landsburg's construction to 2x2 games where the initial state is chosen arbi­

trarily from a circle of maximally entangled states with equal superpositions. 
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3.7.1 Two Qubit Maximally Entangled States 

Using the Dirac notation we consider now a system of two qubits in a four-dimensional 

complex vector space 7Y4. We choose as a basis the vectors |0) <g> |0) = |00), |0) <g> |1) = 

|01), |1) <g> |0) = |10), and |1) ® |1) = |11). A general two-qubit joint state is thus 

expressed in the form 

aoo|00) + aoi|01> + aio|10) + a n | l l ) , (3.84) 

where a0o, aoi, aio> and a n are complex numbers, not all zero, and defined up to phase, 

that is a non-zero complex multiple. 

Now consider a special state of a two-qubit system when 

aoi = aw = 0 and [CKOOI
 = lan|- (3.85) 

This state is called a maximally entangled state with equal superpositions and has form 

aoo|00) + a n | l l ) . (3.86) 

Factoring for a0o, we obtain 

aoof|00) + —111)) (3.87) 
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Since two states are the same up to a phase, we obtain 

aoo|00) + a n | l l ) = a0o (|00) + —111) 

= |00) + ^±|11) (3.88) 
ctoo 

Note that l^11! = ^ 4 = 1- Therefore, 9Ln- is a unit complex number. Hence, when 
1 "oo' |aoo| aoo r 

normalized, a general two-qubit maximally entangled state with equal superpositions 

has form 

M±iM, (3.89, 

where v is a unit complex number, v = eld with 0 < 6 < 2n, say. This gives a circle of 

maximally entangled states 

U = UMlll, (3.90) 

where 6 is an element of the half open interval [0, 2TT). If the two-qubit system is in 

the state Ig, when we observe the first qubit the two possible outcomes are |0) with 

probability 1/2 and |1) with probability 1/2. When we measure the second qubit, the 

two possible outcomes are |0) with probability 1/2 and |1) with probability 1/2. The two 

measurements are completely correlated, once we measure one qubit we know with one 

hundred percent certainty the state the other will be observed in. 
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3.7.2 Initial State Z# and Associated Quantized Game GQxs 

Consider two qubits with respect to the observational basis {H,T}, where 

H = 
M 
\°J 

= |0) and T = 

V 
= |1) (3.91) 

in the initial state 

le = (H®H + vT® T)/V2 

_ |00) + e'g | ll) 

" 71 

(3.92) 

(3.93) 

The players operate on their respective qubits, the first via 

Uj = 
A B 

-B A 

UTT = 

V 

(3.94) 

(3.95) 

and the second via 
/ 

P Q 

-Q ~P 

respectively. 

Ignoring the normalization constant l / \ /2 , after the players act the initial state be­

comes 

P \ 

-Q J 
+ v 

B 

A~ 
\ 

Q 
(3.96) 
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Expanding bilinearly we obtain 

or 

A 

+ u 

<A 
B 

B 

W 
(A 

+ A 
0 

1 

0 

Q 

Q 

<A 
1 

+ P 

[AP + vBQ] 

+ [-BP + vAQ\ 

0 

/ 

V 

\ 

/ 

+ [-AQ + vBP ] 

+ [ BQ + vAP ] 
/ „ \ 

v 1 / 

/ n \ 

v 1 ; 

V 1 

and with respect to the observational basis 

(3.97) 

(3.98) 

(3.99) 

{AP + uBQ) H®H+ (-AQ + vBP )E®T 

+ (-BP + vAQ)T®H+(B~Q + v'AP)T®T (3.100) 

Refer to this resulting state as the game state of our system. 

Consider next the actions no flip and flip represented by the SU(2) matrices 

/ 
N = 

1 0 

0 1 

/ 

and F 
0 7] 

-rj 0 
(3.101) 

74 



Chapter 3. Quaternionization of Two Player, Two Strategy Quantum Games 

respectively, where r\ is a unit complex number to be determined shortly. Note that 

F(H) = — rjT and F(T) = r]H. Then the so called standard action profiles of the 

players consist of NN, NF, FN, FF. Evaluating the game state expansion for these 

action profiles we get that the corresponding values of A, B, P, Q are given in the table 

below 

NN 
NF 
FN 
FF 

A 
1 
1 
0 
0 

B 
0 
0 

V 
V 

p 
1 
0 
1 
0 

Q 
0 

V 
0 

V 

Table 3.3: Evaluation of the Game State Expansion of the Action Profiles 

So in the joint observational basis {HH, HT, TH, TT} we obtain that the game states 

corresponding to the standard action profiles are given by 

NN 

( l \ 

0 

0 

( 0 \ 

, NF-

0 

vq 

0 

FN': 

( o \ 
VI] 

-V 

\ ° / 

, FF: 

t 2 \ 

0 

0 

V ^ J 

(3.102) 

For the purpose of the EWL protocols, these states are to correspond to a physical 

property observable to the referee. For this, the axioms of quantum mechanics require 

these states to form an orthogonal basis of the joint state space of the two qubits. The 

non-trivial orthogonality conditions are thus 

(NN, FF) = v7j2 + vr)* = 0, {NF, FN) = ~urj2- vrf = 0 (3.103) 

7T-28 . 
Therefore rf = i u . Thus setting rj = rje = el * insures the orthogonality of the 
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game states given by the standard action profiles. Call this family of states the action 

basis of the joint state space and abusively denote these states by NN, NF, FN, and 

FF. 

The basis change matrix of the action basis to the initial observational basis is thus 

/ 

A* = 

1 0 

0 -el— 
;2i±K 

V 

0 

„i0 0 

0 \ 

•29 + 7T 

,-29-71 

0 

0 
, - 2 9 - T T 

e 2 

(3.104) 

/ 

After normalizing the lengths of the columns (i.e. scaling the matrix by l/\/2) this 

matrix is unitary by construction, so Ae = Ag1. So the basis change matrix from the 

initial observational basis to the action basis is given by l / \ /2 times the matrix 

( 1 

A-Q
l = 

\ 

0 -e 
• 2g+7i 

e x 4 

,- 2g+7i 

e 4 —e 
T + 2g 

4 

V —I 

0 

0 

,-7T-29 

e 2 

(3.105) 

Rewriting a generic game state in the action basis gives (up to normalization) 

A-' 

( AP + eie~BQ y 

AQ - eie~BP 

BP - ei9lQ 

{ BQ + eieAP j \ 

0 - e " 

0 
.- 2fl+7i 

0 

0 

\ ' AP + eie~BQ 

AQ - eieB~P 

BP - ei6~AQ 

y BQ + eieAP j 

(3.106) 

which gives 
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(AP + AP) + (eieBQ + e-ieBQ) 

+ e" 
! a Q ) - ( e ^ B ? + e - ^ B P ) (e^AQ 

- (e^AQ + e-^AQ) + (e^BP + e~^ BP 

' (-iAP - JAP) + (-ieieBQ + ie~ie~BQ) 

NN 

NF 

FN 

FF 

(3.107) 

or 
/ 2Re(AP) + 2Re{eieBQ) \ 

K+20 
2Re{eiE^AQ) - 2Re{ei^fL B~P) 

-2Re(eiJ^AQ) + 2Re{ei2L^BP) 

\ -2Re(iAP) - 2Re(ieieBQ) J 

It is straightforward to verify all the following identities 

NN 

NF 

FN 

FF 

(3.108) 

;7T-J-20 

Reie^AQ) = Im(el^AQ) 

Re{ei7L^BP) = Im{e^BP) 

-Re{iAP) = Im(AP) 

-Re(iel6BQ) = Im{el6BQ) 

Re(z) + Re(w) = Re(z + w) 

Im(z) + Im(w) = Im(z + w) 

zj = jz and zk = kz for all complex numbers z. 

Using the above identities and rewriting a generic game state in the action basis gives 
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(up to normalization) 

( Re{AP + eieBQ) \ 

ReL^te-^AQ-e^BP) 

-Im (e^(e-^AQ- e 'fBP)) 

\ Im(AP + eieBQ) J 

NN 

NF 

FN 

FF 

(3.109) 

Hence, up to normalization, the referee observing the game state in the action basis sees 

each pure action state with probability given by 

pr(NN) = [Re(AP + eieBQ)] 

pr{NF) = Re (e^ {e'^ AQ - e^B~P)Y\ 

pr(FN) = -Im (e^ {e'^ AQ - e^BP)) 

pr{FF) = [lm(AP + ewBQ)]2 

(3.110) 

(3.111) 

(3.112) 

(3.113) 

Note that Landsburg's representation is the case where 6 = 0. 

3.7.3 Unit Quaternions as Quantum Strategies 

Now consider the identifications of the group 577(2) with the group §3, considered as 

the unit quaternions equipped with quaternionic multiplication, via the maps 

/ 

V 

A B 

- 5 A 
^ Pe = A + Br)eelzj (3.114) 
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and 
f * Q X 

V -Q P 
qe = P - Qfjee *'j (3.115) 

) 

It is straightforward to check that pe and qe are unit quaternions. 

Proposition 3.116. The maps given in (3.114) and (3.115) are group isomorphisms for 

all 9 E [0, 2TT). 

Proof. We will show that the map given in (3.114) is a group isomorphism. The proof 

of (3.115) is similar and omitted. Call the map given in (3.114) ipe and let 

Mi 

be elements of SU{2). Then 

and M2 

/ 

ipe{MlM2) = ipe 

\ 

AXA2 - BXB2 AXB2 + A2BX 

A1B~2-A2B1 1l^2-'BlB2 

= (AXA2 - B{B2) + (A±B2 + A2B±) rjje^j 

= (Ax + B^e^i) (A2 + B2rfee^i 

Note that KerVe = 
( 

\ 

1 0 

0 1 
•. Hence tpe is one-to-one. 

For each unit quaternion p = a0 + a\% + a2j + a3k, there corresponds a special unitary 
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matrix M 
I A B^ 

V -B A 
such that p = <PQ{M). It is sufficient to choose A — a0+aii 

I 
and B = 4= [(a2 — 03) + (a2 + 0,3)1] e %e. Therefore, ip# is onto. Accordingly, ip& is a 

group isomorphism from SU(2) onto §3. 

D 

Now suppose that player 1 chooses the unit quaternion pe as defined in (3.114) and 

player 2 chooses the unit quaternion qe as defined in (3.115). Write the product peqe as 

pgqe = (A + Brfie^i) (V - Q f j e e - * ^ 

= AP - AQrje'^j + Bfje^jP - Brjjje^ jQrJee'^ j 

= (AP + eieBQ) - (e-**(e-'iAQ - e'vBP)\ e'*j 

= [Re (AP + ei6BQ)] • 1 + [im (AP + ei0BQ)] • i 

- Re (e-**(e-'f AQ - eliBP))} • e^j - \lm (e -**(e" '*AQ - e'*B~P)\ 

= no(peqe) • 1 + niipeqe) • i + nzipeQo) • el*j + ^(peQe) • e^k 

(3.117) 

•e^k 

where the 7rt(peqe) are real numbers. Then we are led to the following theorem 

Theorem 3.118. The probability distribution over the outcomes NN, NF, FN, FF in 

the game described in table 3.2 is given by 

pr(NN) = MPeqe)?, pr(NF) = \^(peqe)f 

pr(FN) = faipoqo)]2, pr(FF) = [^(peqe)]2 (3.119) 

Proof. Comparing the final stage of the game state expressed in the action basis (equa­

tion 3.109) and the coefficients of the unit quaternion peqe we observe that ^(peqe) = 
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coeff(NN) md-Ki(p9qe) = coeff(FF). It remains to show that ^{peQe) = coeff(FN) 

and 7T3(p0g#) = coeff(NF). For this, consider the products 

/2 /2 
e^z = ^ - ( 1 + i)(2b + *ii) = Y [(*„ - *i) + (zo + zx)i] (3.120) 

/2 Pi 
e~^z = — ( 1 - i)(zo + ^ i ) = ^ - [(20 + *i) + (-^b + zi)i], (3-121) 

where z — z0 + z\i is a complex number. Therefore, Re (el*z) = —Im (e~%Jiz) and 

Im (e^z) = i?e [e~l^z). Thus 

coe //(iVF) = Re (e^ie-^AQ - e^SP)) 

= -Im (e-^{e-^AQ-e^BP) 

= TTZ(peq9) 

and 

coeff(FN) = Im[e^(e-^AQ - e^BP)) 

= Re (e-^(e-^AQ - e^BP)\ 

= ^(peQe) 

D 

Note that Be = {1, i, ezz j , e^k} is an orthonormal basis of H. The basis change 
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matrix of the basis Be to the standard basis of H is 

Ae (3.122) 

/ 1 0 0 0 ^ 

0 1 0 0 

0 0 cos(0/2) -sin(0/2) 

\ 0 0 sin(0/2) cos(0/2) J 

rp 

This matrix is unitary by construction, so AQ1 = Ae. So the basis change matrix from 

the standard basis to the basis Be is given by 

/ 

A'1 = 

\ 

(3.123) 

1 0 0 0 

0 1 0 0 

0 0 cos(0/2) sm(0/2) 

y 0 0 - sin(0/2) cos(0/2) J 

For a general unit quaternion p given with respect to the standard basis, abusively 

denote A#l(p ) the corresponding unit quaternion with respect to the basis BQ. Then for 

all unit quaternions p and q expressed with respect to the standard basis, we have the 

following result. 

Proposition 3.124. A~e~l(p~q) = Ae~
1(p) • A^x{ q). That is, the expression ofpq with 

respect to the basis Be is the same as the product of the expressions of p and q with 

respect to the basis Be. 

In fact more is true about the map A^1. It is an automorphism of the group §3 of the unit 

quaternions, considered under quaternionic multiplication. The proof is straightforward 

calculations. 
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Now let p and q be unit quaternions given with respect to the standard basis. Write the 

product pq as 

pq = 7r0(pq) • 1 + 7Ti(pq) • i + 7T2(pq) • j + 7T3(pg) • k, (3.125) 

where the irt (pq) are real numbers. Then the probability distribution over the outcomes 

NN, NF, FN, FF is given by 

pr(NN) = [TTOGVCOT))]2, ^NF) = M V ( W ) ) ] 2 

pr(FN) = [TraCVCpg))]2, Pr(FF) = [^Me\PQ))? (3-126) 

This result leads to the following definition: 

Definition 3.127. Let G be the game described in table 3.2. Then the associated quan­

tization GQxe is the two player game in which each player's strategy space is the unit 

quaternions, and the payoff functions for players 1 and 2 are defined as follows: 

3 

Piip, q) = Y}^A~e\p(l))?Xt (3-128) 

3 

P2(P, q) = J > t ( . V ( w ) ) ] 2 ^ (3-129) 
t=o 

Note that by reparameterizing the strategic spaces with the unit quaternions in GQle, 

we obtain Landsburg's abstract game. Indeed, if Si and S2 are players one and two 

strategic spaces, respectively, Landsburg makes the identifications 

S1^S2 = SU(2) = §3 (3.130) 
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and shows that if p, q e §3, then the payoff is given by pq. Similarly, we made the above 

identifications of the strategic spaces and showed that, in GQle, if players one and two 

employ the unit quaternions p and q, respectively, then the payoff function is given by 

the unit quaternion Ag1(pq) = A^l(p)A^l(q), where Ag1 is the basis change matrix 

from the standard basis of H to the basis {1, i, e^j, e^k}. Now set 

Ae\p) = p and A^(q) = q, (3.131) 

then, 

p = A0(p) and q = Ae(q). (3.132) 

So the payoffs are related by 

pq = Ae(pq) (3.133) 

and thus as abstract games, the GQxe 's and GQxo are the same, and each satisfies Defi­

nition 3.60. Hence, Theorems 3.70 and 3.71 apply to the games GQle and GmQxe, and 

classify the potential Nash equilibria therein. 

3.7.4 A Motivational Example 

As a motivation for the next chapter, we show that the mixed quantum strategies /i* = 

j(l +i + j + k) and v* = \ (1 + i + j: + k) for players one and two, respectively are 

best replies to each other thereby giving a Nash equilibrium in GmSl« for all 6 6 [0,27r) 

and irrespective of the classical payoffs for the players. 

For this, take player one's strategy as given and suppose player two responds with 

a pure quantum strategy represented by the unit quaternion q — q0 + qxi + q2j' + q^k. 
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Then player two's expected payoff is given by 

£2(//*, q) = \ [P2{\, q) + P2(i, q) + P2(j, q) + P2(k, q)] 

= 7E'r*^'1(1?))y*+E't2^1(i?))y* 
fe=0 k=0 

3 3 

+ 5>2(Vfa))n + K ( V M ) n ] 
fc=0 fc=0 
1 ft ft ft ft 

= ^(feo^o + q\Y^ + (q2 cos - - q3 sin -)2Y2 + (g2 sin - + g3 cos -)2Y3] 
ft ft ft ft 

+ [q2Y0 + q2Yx + (-q3 cos - - q2 sin -)2Y2 + (-qs sin - + q2 cos -)2Y3] 
ft ft ft ft 

+ [Q%Y0 + qJYi + (g0 cos - + q± sin -)2Y2 + (q0 sin - - qx cos ^)2Y3] 
ft ft ft ft 

+ blYo + q\Yx + (gi cos - - g0 sin -)2Y2 + (q2 sin - + q3 cos ^)2Y3]} 

= \(Y0 + Y1+Y2 + Y3) (3.134) 

Hence, no matter what pure quantum strategy player two chooses, she gets the average 

of her classical payoffs. Thus, she is indifferent between all her pure quantum strategies. 

Now assume that player two responds with a mixed quantum strategy represented 
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by a probability distribution v over S3. Then player two's expected payoff is given by 

£2(11*, v) = 
§ 3 X § 3 

P2(p,q)d(ii* xu)(p,q) 

= / P2& q)dn * (p) 
Js3 Us3 

Js-

dis(q) 

(Yo + Y.+Y. + Ys) du{q) By (3.134) 

(Yo + Yi + Yz + Y^is^3) 

= -(Y0 + Y1+Y2 + Y3) 

Hence, player two is indifferent between all her mixed quantum strategies. 

Similarly, one verifies that if player two employs v*, then //* is an optimal response 

for player one. Therefore (//*, u*) is a Nash equilibrium in GmQle with expected payoff 

to the players given by 

4 S X f c ' HYk 

\fe=0 fc=0 

Note that this result holds for all 9 G [0,2ir). 
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Chapter 4 

OCTONIONIZATION OF THREE PLAYER, TWO STRATEGY QUANTUM 

GAMES 

4.1 Introduction 

The main goal of this work is to identify the possible equilibria in quantized versions of 

generic three player, two strategy games. To this end, we use an octonionic representa­

tion of the pay-off function for such games recently developed by Ahmed, Bleiler, and 

Khan [I]. This representation is a parallel development of S. Landsburg's quaternionic 

representation of the pay-off function of quantized versions of generic two player, two 

strategy games [33], as described in chapter 3. The octonionic representation is impor­

tant for the fundamental understanding of the relevant quantum probabilities and also for 

the relative ease in working with octonionic arithmetic as opposed to multi-variant ten­

sors. Moreover, this construction provides a fresh computational framework and gives 

us the potential to classify all the possible Nash equilibria in these quantized games. 

While the full classification remains a goal of future research, our representation has 

already established the existence of certain Nash equilibria in these quantized games. 

Here we reproduce the Ahmed-Bleiler-Khan construction and its subsequent results. 
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4.2 Preliminaries 

We consider a generic three player, two strategy game G whose payoff function is indi­

cated by the figure below where players one, two, and three's pure strategy spaces are 

II II 
t\ . h t\ t2 

(^0) ^b) Zo) 

(X4, I4, Z4) 

(XQ, YQ, ZQ) 

(X3,13, Z3) 

(X7,Y7,Z7) 

(X5,Y5, Z5) 

(X2,Y2, Z2) 

{Xi,YuZ{) 

Player III chooses r± Player III chooses r2 

Figure 4.1: A Generic Three Player, Two Strategy Game 

given by S\ = {si, s2}, S2 = {h, t 2}, and S3 = {rl5 r 2}, respectively, and the triples 

(Xi, Yi, Zi) e M3 represent the payoffs for a given strategic profile to players one, two, 

and three, respectively. As an example, if players one, two, and three employ the pure 

strategies s\, t2, and ri, respectively, then the payoff to the players is given by 

G(s1 , t2 ,r1) = (X6 ,y6 ,Z6). (4.1) 

The choice of the indices in the above tables will be justified in a later section. 

Our game will be quantized in a manner similar to that given by Eisert et al [ 18] and 

Landsburg [33] for generic two player, two strategy games as described in chapter 3. 

Each player communicates his strategic choice to a referee via a qubit in superposition. 
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The referee initially sends to the three players qubits in the maximally entangled state 

X [OOP)+ [111) 
V2 ' 

(4.2) 

The two classical pure strategies available to the players are, as before, flip and no flip 

denoted by F and N, respectively, and represented by the SU(2) matrices 

F = 
0 rj 

-fj 0 

\ 

J 
, N = 

' l 0 ^ 

\° V 
(4.3) 

where r\ is a unit complex number chosen so that the eight outcome states of our three 

player game form an orthogonal basis of the state space C8 with the observational basis 

Bob = (|000), |001), |010), |011), 1100), |101), |110), |111)}. (4.4) 

These eight outcome states are denoted by NNN, NNF, NFN, NFF, FNN, FNF, FFN, 

FFF, where any of these triples of N and F represent the pure strategy choices of 

players one, two, and three, respectively. Now a direct calculation appearing in section 

4.4.2 shows that rf = 1, so setting 

1 \/3. 
77 = 1 1 1 2 2 

(4.5) 

insures orthogonality of our eight outcome states. 

A pure quantum strategy for each player is again represented by an element of 

SU(2), the group of two by two special unitary matrices. Recall that the group SU(2) 
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is isomorphic to the group of unit quaternions, SP(1), which in turn can be thought as 

the unit three-sphere S3 living in M4. This gives a quaternionic co-ordinatization of the 

quantized games' strategy spaces. 

We develop an octonionization of our maximally entangled three player, two strat­

egy quantum game described above by identifying each strategic choice of player one, 

two, or three with a unit octonion s, t, or u respectively, where each of s, t, or u lies in 

a particular, possibly different copy of the unit quaternions embedded in the octonionic 

real division algebra. The probability distribution over the eight possible outcomes is 

then shown to be determined by an expression involving the associated triple product 

(st)u of the strategies s, t, and u. The associated nature of this product is in fact natural 

as the octonions are in general non-associative. As in Landsburg's case, these identifi­

cations above and the resulting probability distribution over the outcome allows us to 

examine the effect on the payoffs to each player of the game when players use mixtures, 

superpositions, or mixed superpositions of the pure strategies. 

4.3 Octonions 

The octonions O are a non-associative, non-commutative, 8-dimensional, normed divi­

sion algebra over the real numbers. For more detail on division algebras, see Appendix 

A. The octonions are not obtained from the set of quaternions H the way we obtain the 

set of complex numbers C from R2 as 

C = R + Ri (4.6) 
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or the way we obtain EI from C2 as 

H = C + Cj. (4.7) 

However, they are spanned by the real number 1 and 7 basic distinct square roots of 

— 1 denoted by i l5 i2, i$, i±, i$, ie, and i7. A general octonion o can be represented in the 

form 

o = a0 + axix + ai%i + a3i3 + a4i4 + a5i5 + a6i6 + a7i7, (4.8) 

where the a / s are real numbers and the ifs have the property that i? = —1. 

Addition with octonions is component wise as in R8. 

Now, given any two basic distinct square roots of —1 ir and is, there is a third it, 

so that these three basic distinct square roots of —1 satisfy Hamilton's relation 

i2
r = i2

s = i\ = irisit = - 1 . (4.9) 

Thus any pair of basic distinct square roots of — 1 determines a quaternionic sub-

algebra. Up to order there are exactly seven such choices. Therefore, there are seven 

"natural" quaternionic subalgebras all together. Call these the standard quaternionic 

subalgebras. Any pair of such quaternionic subalgebras intersect in a common copy of 

the complex numbers. Now if we consider the seven basic square roots of —1 as "points" 

and the seven standard quaternionic subalgebras as "lines" these points are incident to, 

the octonionic algebra satisfies the following two axioms of projective geometry. 

• Axiom 1: Two points determine a line. 
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• Axiom 2: Two lines determine a point. 

Not surprisingly, then octonionic multiplication of the seven basic square roots of — 1 

is modeled along the 7 point, 7 line projective plane shown in Figure 4.2, the so-called 

Fano plane. 

Figure 4.2: An edge oriented Fano plane. 

One can utilize an edge oriented Fano plane to model octonionic multiplication of the 

basic octonionic square roots of -1. From this, it will follow that multiplication of gen­

eral octonions is polynomial subject to the relation i? = i\ = if = ijikk = — 1 if the 

ij, ik, k are cyclically ordered as in the edge oriented Fano plane of Figure 4.2. 

Definition 4.10. The octonionic conjugate of an octonion o as in (4.8) is defined as 

—o V^ 

3=1 

One easily verifies the following facts about the octonions: 

(4.11) 
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1. The product o°o = Yl]=o a j defines the square of a norm \\o\\ of the octonion o. 

That is 

\\o\\2 = o% = J2a2r <4-12) 
3=0 

2. The norm is multiplicative, that is ||oio2|| = ||oi|| ||o2|| for all octonions o\ and 

02-

3. For any nonzero octonion o, 
o° 

o-1 = -rrTr (4.13) 

ll°ll 

4. Multiplication with octonions is not in general commutative. 

5. Multiplication with octonions is not in general associative. 

6. The distributive laws hold. 

A unit octonion has length 1. The set of unit octonions {o G 0 | ||o||2 = 1} can be 

thought as the unit 7-sphere §7 living in E8. 

Amongst the 7 standard quaternionic subalgebras of O, we are interested in three 

copies with a common embedded copy of the complex numbers C. For this we choose 

the quaternionic subalgebras 

H/ = {a0 + axh + b0i2 + hi4} (4.14) 

H// = {po + Pih + qok + qiie} (4.15) 

H/// = {e0 + eiii + f0i2 + fik} (4.16) 

which meet in the complex subalgebra {x0 + xiii}. We focus our attention on the 
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unit §3's in each of these four dimensional copies of H and consider each such §3 as a 

"longitude" of the unit octonions which form a seven dimensional sphere §7 C CD. 

4.4 Octonionic Representation 

We now identify a pure quantum strategy available to each player with a particular unit 

octonion. 

Recall that the elements of the group SU(2) are 2 x 2 complex matrices and can be 

written in the form 

x y \ 
(4.17) 

-y x J 
where x and y are complex numbers subject to xx + yy = 1. If player one chooses the 

pure quantum strategy corresponding to 

V 

A B * 

-B A , 
(4.18) 

where A = a0 + a,\i and B = b0 + bit, identify this strategy with the unit octonion given 

by 

s0o = A + BfjU 

= a0 + M i + (&o + Mi) I x ~ "o~*i I *4 (4.19) 

= a0 + aiii + I — b0 - -&i U2 + I ^"o + ~yh I i4 

The subscript of the unit octonion s is used to track sign changes on the two first real 
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coefficients in the expression for s, namely, a0, a±. A positive sign will be represented 

by 0 and a sign change to a negative in the expression for s will be represented by 1. 

This notation will be used below to extract the appropriate coefficient for the probabil­

ity distribution that will determine the expected payoffs for our quantized and mixed 

quantized games. 

Similarly, if player two chooses a quantum strategy corresponding to 

Un = 
' P Q 

(4.20) 

\-P Q 

where P = p0 + p\i, Q = q0 + q±i, consider the unit octonion given by 

too = P + Qvie 

= Po+ Pih + (9o + Qik) I 2 - -g -*! I *e (4.21) 

. [V3 1 V A v^ \ . 
= Po +Piii + I -^qo ~ -qi I «5 + I 2% + -^-qi I i& 

And if player three chooses the quantum strategy corresponding to 

TP fp 

Um = | , (4.22) 
-F E 
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where E = e0 + e\i and F = f0 + f\i, consider the unit octonion given by 

woo = E + Ffjiy 

= e0 + exix + (/o + Aii) ( ^ - ^j-h J i7 (4.23) 

= e0 + eih + I — / o - - A J *3 + I g/o + ~ y A ) *7 

Using the above identifications, we note the following 

NNN = (1 • 1) • 1 = 1 (4.24) 

NNF = (1 • 1) • (rifji7) = i7 (4.25) 

NFN = [1 • {rjfjie)] • 1 = «6 (4-26) 

NFF = [1 • (riffle)] • ( # ? ) = M? = i2 (4-27) 

FÂ AT = [(rfifl\) • 1] • 1 = i4 (4.28) 

FiVF = [(rfiit) • 1] • {rjfji7) = uh = -i5 (4.29) 

FFN = [(nfjii) • {rjfji6)] • 1 = We = h (4-30) 

F F F = [(7777-24) • (rffjie)] • ( ^ 7 ) = (Me)«7 = M7 = k (4.31) 

which is the origin of our choice of indices in Figure 4.1. 

Here is the main theorem of this chapter. 

Theorem 4.32. If in the maximally entangled three players, two strategy quantum game, 

player one employs the pure quantum strategy Ui, player two the pure quantum strategy 

U11, and player three the pure quantum strategy Um, then the probability distribution 
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over the set of outcomes is given by 

pr(NNN) = 

+ 

pr(FFF) 

pr{FFN) 

= 

+ 

= 

+ 

pr(NNF) = 

pr(NFF) = 

+ 

Til 

^U 

7I"l I 

"1 | 

T^i 

Ki ( 

7T/ 

TT-j 

TV'2 

TT'2 

((sio*io) «oi + (s0i*io) «oi 

V 2 

/(siotio) «oi - (soi*io) «oi 

\ 2 

' (siotio) woi + (soi*io) Moi" 
v. 2 

' (siotio) woi - ( so i i io )^ / 
v 2 

^(sio^io) «oi + (soitio) «oi 

V 2 

f(s10£io) «oi - (soi^io) «oi 
V 2 

Z' (sio*io) woi + (soi^io) «oi 
\ 2 

f (sio*io)«oi - (soi*io)«oi 
\ 2 

^ (sio*oo) «oo + (s0i*oo) Moo 
V 2 

' (•Siô oo) «oo — (soî oo) «oo 
^ 2 

1 2 

n2 

n2 

(4.33) 

(4.34) 

(4.35) 

(4.36) 

(4.37) 
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pr(FNN) = 

+ 

7T4 

7T4 

^10^00) woo + (soi^oo) UQO 

(SIO^OO)
 woo — (soi^oo) woo (4.38) 

pr(FNF) = 

+ 

7T5 

7T5 

^IO^OO) Woo + (•soî oo) Woo 

/ (gio^oo) Woo - (gpi^oo) Woo 

V" (4.39) 

pr(NFN) = 

+ 

7T6 

7T6 

kSio^oo) woo + (soi^oo) woo 

^io*oo) Woo — (soi^oo) Woo (4.40) 

where TTJ (O) denotes the projection of the octonion o onto the subspace of® spanned by 

the vector basis element ij with the convention that i$ = 1. 

The proof of theorem 4.32 is technical and is based on the ideas developed in the fol­

lowing sections. 

4.4.1 The Game State 

Consider three qubits with respect to the initial observational basis {H, T}, where 

H=\0) = and T=\l) = 

J 
1°) 
W 

(4.41) 
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and in the initial state 

J = 
1000)+ [111) 

(4.42) 

The players operate on their respective qubits, the first via Ui, the second via Uu, and 

the third via Uui, respectively. 

Ignoring the normalization constant \j\[2, after the players act the initial state be­

comes 

(4.43) 

Expanding bilinearly we obtain 

(APE + BQF) HHH + (BQE - APF) HHT 

+ (BPF - AQE) HTH + (AQF + BPE) HTT 

+ (AQF - BPE) TEE + (BPF + AQE) TET 

+ (BQE + APF) TTE + (APE - BQF) TTT, (4.44) 
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and as a vector in C8 

( APE + BQF \ 

BQE - APF 

BPF - AQE 

AQF + BPE 

AQF - BPE 

BPF + AQE 

BQE + APF 

\ APE - BQF J 

HHH 

HHT 

HTH 

HTT 

TEE 

TET 

TTE 

TTT 

Call the vector in (4.45) the game state of our system. 

4.4.2 Orthogonality and Change of Basis 

(4.45) 

We consider now the actions flip and no flip. Recall from section 4.2 that the action no 

flip is represented by the SU(2) matrix 

N = 
1 0 

0 1 
(4.46) 

and the action flip by 

F = 
'o , \ 

\ 
-fj 0 

(4.47) 

/ 

where 77 is a unit complex number to be determined shortly. Note that F(H) = —rfT 

and F(T) = r\E. Then the so-called standard actions profiles of the players con­

sist of NNN, NNF, NFN, NFF, FNN, FNF, FFN, FFF. Evaluating the game 
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state expansion for these action profiles we obtain that the corresponding values of 

A, B, P, Q, E, and F are given in the table below 

NNN 

NNF 

NFN 

NFF 

FNN 

FNF 

FFN 

FFF 

A 

1 

1 

1 

1 

0 

0 

0 

0 

B 

0 

0 

0 

0 

V 

V 

V 

V 

p 

1 

1 

0 

0 

1 

1 

0 

0 

Q 

0 

0 

7] 

V 

0 

0 

V 

V 

E 

1 

0 

1 

0 

1 

0 

1 

0 

F 

0 

V 

0 

7] 

0 

V 

0 

V 

So in the joint observational basis 

{HHH, HHT, HTH, HTT, THH, THT, TTH, TTT} (4.48) 
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we obtain that the game states corresponding to the standard action profiles are given by 

NNN = 

/ l \ 

0 

0 

0 

0 

0 

0 

v 1 / 

, NNF 

FFF 

( 

\ 

rf 

0 

0 

0 

0 

0 

0 

-V3 J 

FFN = 

I 0 \ 

-v 

0 

0 

0 

0 

V 

V o ) 

/ o \ 

rf 

0 

0 

0 

0 

rf 

V ° / 

, NFN = 

FNN = 

/ 0 \ 

0 

-fj 

0 

0 

V 

0 

V ° J 

( 0 \ 

0 

0 

V 

-v 

0 

0 

V ° ) 

, NFF = 

FNF = 

0 

0 

_ 0 
TjZ 

rf 

0 

0 

V o ) 

0 

rf 

0 

0 

rf 

0 

V ° 1 
These states are to correspond to a physical property observable to the referee. For this, 

the axioms of quantum mechanics require these states to form an orthonormal basis of 
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the joint state space of the three qubits. The non-trivial orthogonality conditions are thus 

{NNN, FFF) =fj3-v
s = 0, 

(NNF, FFN) = -ff + rf = 0, 

(NFN, FNF) = -ff + rf = 0, 

(NFF, FNN) = ff - rf = 0. 

(4.49) 

(4.50) 

(4.51) 

(4.52) 

Therefore rf = 1. Thus setting r] = e1^ = \ + ^i insures orthogonality of the game 

states given by the standard action profiles. Call this family of states the action basis of 

the joint state space and abusively denote these states by NNN, NNF, NFN, NFF, 

FNN, FNF, FFN, and FFF. 

The basis change matrix of the action basis to the initial observational basis is thus 

( 1 0 0 0 0 0 0 

0 -77 0 0 0 0 rf 

0 0 -fj 0 0 rf 0 

A 
0 0 0 ff 

0 0 0 rf 

r]° 

0 

0 

0 

0 

\ 

0 0 

0 rj 

7) 0 0 

-fj 0 0 

r] 0 0 f]2 0 0 

0 0 0 0 fj2 0 

(4.53) 

\ 1 0 0 0 0 0 0 -fj3 J 

After normalizing the lengths of the columns (i.e. scaling the matrix by l/\ /2), this 

matrix is unitary by construction so AT = A-1. The basis change matrix from the initial 
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observational basis to the action basis is thus given by l / \ / 2 times the matrix 

f 1 0 0 0 0 0 0 1 

0 —77 0 0 0 0 r ? 0 

X 

\ 

0 0 

0 0 

- t | 0 0 r) 0 0 

0 rf ff 0 0 0 

0 0 0 fj -r] 0 0 0 

0 0 ff 0 0 rf 0 0 

0 ff 0 0 0 0 rf 0 

\fj3 0 0 0 0 0 0 -rf j 

Rewriting a generic game state in the action basis gives (up to normalization) 

A'1 

APE + BQF 

BQE - APF 

BPF - AQE 

AQF + BPE 

AQF - BPE 

BPF + AQE 

BQE + APF 

\ APE - BQF J 

(APE + APE) + (BQF - BQF) 

(rjAPF + fjAPF) + (-J]BQE + fjBQE) 

(riAQE + fjAQE) + (-rjBPF + fjBPF) 

(if AQF + ffAQF) + (rfBPE - ffBPE) 

(fjAQF - rjAQF) + (fjBPE + r)BPE) 

(-ffAQE + rfAQE) + (ffBPF + rfBPF) 

(-ffAPF + rfAPF) + (ffBQE + rfBQE) 

\ (ffAPE - rfAPE) + (if BQF + rfBQF) ) 

Note that for our particular value of rj, namely £ + ^ i = e 3 \ we obtain VL -

(4.54) 

(4.55) 

7] = —7], 7] = —7], and rj = rf = — 1 . (4.56) 
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Hence our game state becomes 

/ IRe (APE) + 11m (BQF) i \ 

IRe (rjAPF) - 11m (r]BQE) i 

2Re (r}AQE) - 21m (rjBPF) i 

-2Re (r]AQF) + 21m (rjBPE) i 

-11m {riAQF) i + 2Re {qBPE) 

11m (vAQE) i - 2Re (r]BPF) 

11m (T)APF) i - 2Re (QBQE) 

\ -11m (APE) i - IRe (BQF) ) 

(4.57) 

4.4.3 Probability Distribution over ImG 

As per the axioms of quantum mechanics, up to normalization, the referee observing 

the game state in the action basis sees each pure action state according to the following 
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probability distribution. 

Now let 

pr(NNN) = [Re(APE)}2 + [Im(BQF)]2 (4.58) 

pr(NNF) = [Re(r}APF)]2 + [Im(r]BQE)}2 (4.59) 

pr(NFN) = [Re(r]AQE)]2 + [Im(r]BPF)]2 (4.60) 

pr(NFF) = [Re(r]AQF)]2 + [Im(rjBPE)}2 (4.61) 

pr(FNN) = [Re(r]BPE)}2 + [Im{rjAQF)}2 (4.62) 

pr(FNF) = [Re(r)APF)}2 + [Im(r)AQE)}2 (4.63) 

pr(FFN) = [Re(r]BQE)}2 + [Im(rjAPF)]2 (4.64) 

pr(FFF) = [Re(BQF)]2 + [Im(APE)]2 (4.65) 

A = a0 + axi, B = b0 + M (4.66) 

P = Po + qii, Q = qo + qii (4.67) 

E = e0 + eii, F = f0 + f1i. (4.68) 

Then the above probability distribution over the pure action states MV7V, NNF, NFN, 

NFF, FNN, FNF, FFN, FFF can be expressed as 

pr(NNN) = (boqofi + M i / o + Mo/o - M i / i ) 2 

+ (aQp0eo - a0piei - aipQex - aipie0)
2 , (4.69) 
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and 

and 

and 

pr(NNF) = [- {-bQq0el + b0qieQ + biq0e0 + hq^x) 

+ -7T (boqoe0 + b0<?iei + &ig0ei - Mieo)]2 

+ h (aoPo/o + aoPi/i + aiPo/i - a-iPih) (4.70) 

+ - j - (aoPo/i - «oPi/o - aiPo/o - aiPi/i)]2, 

pr(NFN) = [- (a0g0eo + ao<?iei - aig0ei + aigie0) 

+ ~Y (-aoQoei + a0qieQ - aig0e0 - ai<?iei)]2 

+ b (boPofi ~ boPifo + hpofo + bipifi) (4.71) 

+ ~Y (boPofo + bopifi - hpofi + 61P1/0)]2, 

pr(NFF) = [- (a0g0/o - aogi/i + ai<?o/i + ai<?i/o) 

+ ~y (~ao9o/i - ao<?i/o + ai<7o/o ~ ai<?i/i)]2 

+ [« (fcoPoei + boPieo - &iPoe0 + &iPiei) (4.72) L2 

2 

/3 
+ "7T (&oPoe0 - boPiei + &1P0/1 + bme0)]

2, 
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and 

and 

and 

pr(FNN) = [- (aogo/i + a0gi/0 - aig0/o + aigi/i) 

+ — (o0g0/o - aogi/i + aiq0fi + aigi/0)]2 

+ [o (&oPoe0 - 60piei + feiPo/i + &iPie0) (4.73) 

\/3 
+ ~7T (-boPoei - bopieo + bipQe0 - &ipiei)]2, 

pr(FNF) = [- (a0q0ei - a0qie0 + aiq0e0 + a ^ e i ) 

+ ~7T (ao?oeo + a0<?iei - axqQei + a^eo) ] 2 

+ [g (Wo/o + &0P1/1 - 61P0/1 + &1P1/0) (4.74) 

/3 
+ -g- (-60P0/1 + ^oPi/o - friPo/o - &1P1/1)]2, 

pr(FFN) = [- (&0<7oe0 + Mie i + &ig0ei - 6i9ie0) 

+ ~Y (Moei - M i e 0 - hqoeo - &i<?iei)]2 

+ ta (_aoPo/i + a0pi/o + aiPo/o + aiPi/i) (4.75) 

A/3 
+ -y- («oPo/o + a0pi/i + aipo/i - aiPi/o) 

12 
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and 

pr{FFF) = {b0q0f0 - b0q1f1 - 6^0/1 - M1/0)2 

+ (a0p0ei + a0pie0 + aip0eo - aiP\ei)2 (4.76) 

4.4.4 Proof of Theorem 4.32 

To prove theorem 4.32, we need to reconcile the expressions of the probability distri­

bution in section 4.4.3 with the octonionic formulae appearing in theorem 4.32. Recall 

that these octonionic formulae arose from the identification of the players' pure quantum 

strategy sets with quaternionic subalgebras of the unit octonions via 

SQ0 = A + Bfji4 = a0 + aiii + (bQ + Mi) ( » ^ 1 ) ^ 

/3 1 \ (\ /3 
= a0 + axii + J —b0 - -61 ) i2 + f -&o + ~^h ] i4, (4.77) 

and 

t00 = P + Qr]i6 = p0 + Pth + {q0 + q^i) I - - —ix ) i& 

, V 3 1 \ (l \/3 , „ n m 

Po + P\i\ + I -^-qo ~ 2?i I *5 + I 2?o + "ySi I *6, (4-78) 
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and 

u00 = E + Fr]i7 = e0 + exix + (/0 + M ) I - - —ix | i7 

= e0 + eih + | — /o - - / i J i3 + I - /o + - y / i | ii (4.79) 

In addition, we utilize for our proof the following unit octonions which are derived 

directly from the unit octonions s0o, ôo> and w0o, namely 

sio = -ao + M i + I -g-feo - ifi J i2 + I -60 + —61 I i4 (4.80) 

soi = 00 - M i + I -^h - 2&i I *2 + I 2feo + - ^ I ) «4 (4.81) 

, V̂ 3 1 \ A \/3 , 

«oi = e0 - eiii + ( — /o - - / 1 i 3 + g/o + "Y^1 ' *7 ^4-83^ 

For any octonion o, denote by 7Vk(o) the projection of the octonion o onto the subspace 

of O spanned by the vector basis element ik where we set i0 = 1. Note that 

7T0 
(sio*io)«oi + (soitio)woi 

-boqofi - b0qifo - Mo/o + hqifi (4.84) 

and 

7T0 
(siotio)Moi - (SOI*IO)MOI 

«oPoeo - a0piei - aip0ei - aipie0 
(4.85) 
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Thus 

pr(NNN) = (Ti-o 

+ ( 7T0 

(SIO*IO)MOI + (soiiio)woi 

(s10tw)u0i - (soiiio)woi 

Similarly, we make the following reconciliations: 

To obtain the probability of observing the state FFF, note that 

71"! 
(sioiio)woi + (soiiio)Moi 

and 

Thus 

TTl 
(siotio)woi - (soitio)woi 

-boQofo + b0qifi + M o / i + hqif0 

= -a0poei - a0pie0 - aip0e0 + axp\ex 

pr(FFF) = I TTi 
(sioho)uoi + (soi*io)woi 

(si0iio)"oi - (soi*io)«oi 

To obtain the probability of observing the state NNF, note that 

7T7 
(sioiio)woi + (soitio)woi 1 

2 

2 

(-b0qoei + b0qie0 + hq0e0 + hqiei) 

(b0qoeo + M i ^ i + Moei - hqieo) 

and 

7T7 
(S10*10)W01 - (sQltw)uQl 

(4.86) 

(4.87) 

(4.88) 

(4.89) 

(4.90) 

= 2 (floPo/o + a0Pifi + aipofi - oipi/o) 

+ -y- (aoPo/i - «oPi/o - aiPo/o - a iPi / i ) (4.91) 
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Thus 

pr(NNF) = ( TT7 

+ (7T7 

(sioiio)woi + («OI*IO)MOI 
-|\ 2 

(sioiio)woi - (SOI*IO)MOI 

To obtain the probability of observing the state FFN, note that 

7T3 
(sioiio)woi + (soitio)woi 

= 2 (~boQo^o - b0q1e1 - biq0e1 + biqie0) 

V3 

(4.92) 

(-b0q0ei + boqxeo + biq0e0 + hqiei) (4.93) 

and 

Thus 

7T3 
(sioiio)woi - (soi*io)«oi 

= 2 (_ aoPo/i + aoPifo + aiPofo + aiPifi) 

AT 

+ ~Y (aoPo/o + aoPi/i + aip 0 / i - aiPi/o) 

pr(FFN) = ( TT3 

+ ( 7T3 

(sioiio)«oi + (soitio)"oi 

(sioiio)Moi - (soiiio)woi 

To obtain the probability of observing the state NFF, note that 

7T2 
(sio£oo)"oo + (s0it00)uoo 1 

2 

2 

(a0qofo ~ a0qifi + aigo/i + ai<7i/o) 

(-a0go/i - a0qif0 + aiq0f0 - a i^ i / i ) 

(4.94) 

(4.95) 

(4.96) 
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and 

7T2 
(sio*oo)woo ~ (soi*oo)woo 

= 2 (&oPoei + bopxeo - bip0e0 + bipiex) 

+ ~Y (boPoeo - boPiei + bipofi + &iPie0) (4.97) 

Thus 

pr(NFF)= (7T2 

+ ( 7T2 

(sioioo)woo + (soitoo)uoo 

(siotoo)uoo — (soi*oo)woo 
(4.98) 

To obtain the probability of observing the state FNN, note that 

7T4 

{s10t0Q)u00 + (soitoo)«oo 
- (boPoeo - b0piei + hp0fi + &ipie0) 

73 
(-6oPoei - b0pie0 + fciPoeo - &iPiei) (4.99) 

and 

7T4 

(siotoo)uoo — (soi*oo)woo 1 
(-aolofi ~ a0qif0 + ai<2o/o - aiQifi) 

"Y" (_ao9o/o + aogi/i - a ig0 / i - aigi/0) (4.100) 

Thus 

pr(FNN)= f 7T4 

+ ( 7T4 

(siotoo)woo + (soiioo)woo 

(<sio£oo)"oo — (SOÎ OO)MOO (4.101) 
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To obtain the probability of observing the state FNF, note that 

7T5 
(swtoo)u0o + (soi<oo)«oo 1 

2 

V3 
2 

(boPofo + boPifi - hpofi + hpifo) 

(-fopoh + boPifo - hpofo - bipifi) 

and 

7T5 
(«io*oo)woo — (soiioo)woo 1 

2 

V3 
2 

(-a0q0ei + a0qie0 - aiq0e0 - a ^ e i ) 

ao9oeo - ao^iei + aitfoei - ai^ieo) 

Thus 

pr(FNF) 7T5 

+ 7T5 

(sioioo)woo + (soi*oo)woo 

(sio*oo)«oo - (soiioo)woo 

To obtain the probability of observing the state NFN, note that 

T6 
(siotoo)woo + (soi*oo)woo 1 

2 

2 

(&0P0/0 + &0P1/1 - hpofi + 61P1/0) 

(-boPofi + boPifo ~ hpofo - hpih) 

and 

7T6 
(sio*oo)«oo — (soi*oo)woo 1 

(-a0g0ei + ao<Zieo - aiq0e0 - aiqiei) 

V3 , 
+ -w- (-ao9oeo - ao^iei + ai<?oei - aigie0) 

(4.102) 

(4.103) 

(4.104) 

(4.105) 

(4.106) 
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Thus 

pr(NFN) 7T6 

+ 7T6 

(sioioo)woo + (soi*oo)woo 

(sioioo)'"oo - (soiioo)woo (4.107) 

Theorem 4.32 admits the following useful corollaries 

Corollary 4.108. If two of the players employ pure quantum strategies which are rep­

resented by canonical octonionic basis elements and the third player employs a pure 

quantum strategy represented by a unit octonion, that is, if the players employ a pure 

quantum strategic profile (s, t, u) of the form 

(s0 + sxii + s2i2 + s3U, ii, im), 

{ik, t0 + tiii + t2t5 + t3iQ, im), 

(4.109) 

(4.110) 

or 

(ik, it, u0 + u1ii+u2i3 + u3i7), (4.111) 

where k e {0,1,2,4},/ € {0,1,5,6}, and m € {0,1,3,7}, then the conclusion of 

Theorem 4.32 reduces to 

pr(NNN) = [TT0 ({st)u)]2 pr(FFF) = [m ((st)u)}2 

pr(FFN) = [TT3 ({st)u)]2 pr(NNF) = [ir7 ((st)u)}2 

pr(NFF) = [TT2 ((st)u)}2 pr(FNN) = [TT4 ((st)u)]2 

pr{FNF) = [TT5 ((st)u)]2 pr(NFN) = [TT6 ((st)u)}2 

(4.112) 
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and the payoff to player a is given by 

7 

Pa(s,t,u) = YtMWu^Wj, (4.113) 
7=0 

where W is X for player 1, Y for player 2, and Z for player 3. 

The proof appears in Appendix B. 

Immediately from Corollary 4.108, we obtain 

Corollary 4.114. If each player employs a pure quantum strategy which is represented 

by a canonical octonionic basis element, that is, ifs is any element of the set{l,i\, i2, U}, 

t any element of the set {l,ii, 1$, %}, and u any element of the set {\,i\, i%, i-j), then the 

conclusion of Theorem 4.32 reduces to Equation 4.112 and the payoff to player k is 

given by 
7 

Pk(s,t,u) = J ] M ( s i ) u ) ] V , . (4.115) 

The proof appears in Appendix B. 

4.5 A Special Discrete Distribution 

Consider a generic three player, two strategy game with the following payoff matrix 

116 



Chapter 4. Octonionization of Three Player, Two Strategy Quantum Games 

III 

II 

I 

Players 

Z0 

Y0 

X0 

NNN 

1 

z7 

Y7 

X7 

NNF 

h 

z6 

Y6 

x6 

NFN 

*6 

z2 

Y2 

x2 

NFF 

«2 

z4 

Y4 

x4 

FNN 

U 

z5 

Y5 

x5 

FNF 

~ * 5 

z3 

Y3 

x3 

FFN 

*3 

Zi 

Yx 

Xi 

FFF 

*i 

where the Xt's, Yt's, and Zt's are all real numbers. 

Definition 4.116. Define a discrete distribution as a mixed strategy that is supported on 

a finite number of points. 

One such distributions is the special discrete distribution where each player plays his 

pure strategy corresponding to a single octonionic basis element with probability \. In 

particular, for player I, this is the mixed quantum strategy 

" = ^ 1 + ^ 2 + ^ 4 , (4.H7) 

for player II 

r= 4 + 4*1 + 4*5 + ^ 6 , (4.118) 

and for player III 

v = \ + \n + \^ + ^7. (4.119) 

Suppose that players I, II, and III employ the special discrete distributions a, r, and v, 
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respectively. Then the expected payoff to player k is given by 

£k(a,r,v) = — Y2 Pk(k, im, in) 
l,m,n 

= ^[-Pfe(l, 1,1) + Pk(h 1, h) + P*(l, 1, i3) + Pk(h 1, h) + Pk(l, H, 1) 

+ Pk(l,h,ii) + PkO-,h,h) + Pk(l, 11,17) + -Pfc(l, is, 1) + -F5fe(l5 *5, *i) 

+ Pfe(l, i5, is) + PkO-, *5, »7) + i \ ( l , »e, 1) + ft(l, »e, h) + PkO-yie, is) 

+ J=5fe(l,«6, »7) + i \ (» i , 1,1) + Pki.ii, 1, »i) + Pfe(ii, 1, i3) + Pk(h, 1,17) 

+ Pfe(u,ii , l) + Pfc(ii,ii,ii) + Pfc(ii,H,i3) + Pfc(«i,U, 17) + Pk{ii,h,1) 

+ Pfc(H,«5,«i) + Pfc(ii,i5,i3) +Pt(H,«5,«7) + Pfc(ii,«6,l) + -Pfc(ii,«6,*i) (4.120) 

+ Pfe(u, z6,13) + Pk{k,k, h) + Pfc(«2,1,1) + Pfc(«2,1, «i) + Pfc(i2,1, «3) 

+ P f c ( i 2 , l , i 7 ) + P f c ( » 2 , U , l ) + - P f c ( « 2 , i l , H ) + Pfc(«2,«l,«3) + P f e ( i 2 , i l , i 7 ) 

+ Pfc(«2, «5, 1) + -Pfc(«2, «5, k) + Pfe(«2, J5, »3) + -Pfcfe, *5, ̂ r) + Pk{h, *6, 1) 

+ -Pfc(«2,«6,*l) + -Pfc(*2,*6,«3) + Pk{i2,iQ,h) + Pc(«4, 1, 1) + P f c ( i 4 , M l ) 

+ P fc ( i 4 , l , J 3 ) + Pfc(*4, l , i 7 ) + P f c ( i 4 , H , l ) + Pfe(«4,»l,«l) +Pfe («4 , J l , «3 ) 

+ Pfe(i4, h,h) + Pk{i4, h, 1) + Pt(«4, is, n ) + Pfe(«4, h, h) + Pk(U, *5, h) 

+ Pfe (»4 , i6 , l ) + Pfc(«4,«6,*l) + Pfc(*4,J6,'i3) + P f e ( i 4 , i 6 , « 7 ) ] 

Using Corollary 4.114, we then obtain 

P f e ( l , l , l ) = P f e ( l ,u , i i ) = P f e( i i , l , i i ) = P f e(ii,zi,l) 

= Pk{i2,h,h) = Pk(i2,ie,i7) = Pk{u,iQ,h) = Pk{ii,ib,i7) (4.121) 

and 

i ^ (» i , l , l ) = P * ( l , l 1 i i ) = P f c ( l , i i , l ) = flfe(ti,»i,*i) 

= Pt(«2,*5,*7) = Pk{i2,i&,h) = Pk{i±,h,i7) = Pk{u,i5,h) (4.122) 
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and 

and 

and 

and 

and 

and 

Pk(i2,l,l) = Pk{l,ib,h) = PkO-,H,i7) = Pk{h,h,i7) 

= Pk{i\,H,h) =-Pfc(M,l,ii) = Pk(i2,ii,h) = Pk{u,h,l) 

Pfc(l,l,i3) = Pfc(Mi,i7) = Pk(h,l,i7) = Pk(ii,ii,h) 

= -Pfc(«2,«5,l) =-Pfc(«2,J6,H) = Pk{U,h,h) = Pfc(J4,J6,l) 

P f c( i 4 , l , l ) = Pk(l,h,i7) = Pk{l,i&,h) = Pk{h,h,h) 

= Pk{h,H,h) = P f c f e M i ) = Pk(i2,ii,l) = Pk(U,k,ii) 

Pfe(l>«5>l) = -F\(l,*6,ii) = Pk(k,i5,ii) = PkikJeA) 

= Pk{i2A,h) = Pk{ii,h,i7) = -Pfc(«4,l,J7) = Pk{u,h,i3) 

-Pfc(l,«6,l) = Pk(l,ia,h) = -Pfc(«i,«5,l) = ffc(ii,«6,«i) 

= -Pfe(*2,l,i7) =-Pfe(i2,H,i3) = -Pfc(«4,l,i3) = Pk(u,h,i7) 

(4.123) 

(4.124) 

(4.125) 

(4.126) 

(4.127) 

-Pfe(l,l,i7) = -Pfc(l^i,«3) = -F\(*i,M3) = -Pfc(u,^i,«7) 

= ^fe(«2,h, h) = Pk(i2, ie, 1) = Pk{U, h, 1) = Pk{ii, h, h) (4.128) 
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Therefore, the expected payoff to player k can be rewritten as 

Sk(a, T, v) = ^ [8P f c ( l , 1,1) + 8Pfc(ii, 1,1) + 8Pk(i2,1,1) + 8P*(1, l , i3) 

+ 8Pfc(z4,1,1) + 8Pfe(l, i5) 1) + 8Pfe(l, $6,1) + 8Pfc(l, 1, i7)] (4.129) 

8 

Note that this is the average of the classical individual payoffs for player k. 

Theorem 4.130. The strategic profile (a, r, v) is a Nash equilibrium. 

Proof. Take players one and three's strategies as given in (4.117) and (4.119), respec­

tively. Then player two can respond via a pure quantum strategy or via a mixed quantum 

strategy. 

Case 1: Player two employs a pure quantum strategy, that is, r = t = t0 + tiii + £2i5 + 

t3i6, where the t^'s are real numbers with tl + tl + tl + tl = 1. Then the expected payoff 

to player 2 is given by 

16P2(a,t,v) = P2(l, t, 1) + P2(1, t, i i ) + P 2 ( l , t, i3) + P2( l , t, i7) 

+ P2{h, t, 1) + P2(»i, t, h) + P2(h, t, h) + P2(h, t, i7) 

+ P2(i2 , t, 1) + P2(i2, t, ti) + P2(i2, t, i3) + P2(i2, t, i7) (4.131) 

+ P2(i4, t, 1) + P2(*4, t, zi) + P2(z4, *, «3)+P2( i4, t, i7) 

By Corollary 4.108, we obtain 
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16P2(a,t,v) = ^ > f c ((U)l)?Yk + 5 > f c ((lt)ti)]2yfe + $ > f e ((lt)i3)]
2Yk 

fe=0 fc=0 fe=0 

7 7 7 

+ 5 > f e ((lt)i7)]
2Yk + J > f e ((ht)l)]2Yk + 5 > f e ((ii«)ii)]2n 

fe=0 fc=0 k=0 
7 7 7 

+ 5 3 K ((»ii)t3)]
2n + $ > f c ((iii)i7)]

2n + $ > f e ((i2i)l)]2n (4.132) 
fe=0 fc=0 fc=0 

7 7 7 

+ J > * ((*2*)ii)]2n + 5Z[TT2 ((*i*)»3)]2n + $ > 2 ((ii*)i7)]2n 
fe=0 fc=0 fe=0 

7 7 7 

+ 5 > * ((*4*)i)]2n + £ > * ((^)ji)]2n + 5> f c ((*4t)»3)]
2n 

fe=0 
7 

+ J2lnk {{ut)i7)]
2Yk 

fe=0 fe=0 fc=0 

7 

fe=0 

Hence 

16P2(<r, t, v) = (i2Y0 + t2Yx + t2Y5 + t2Y6) + (t\Y0 + tfa + t2Y5 + t2Y6) 

+ (t2Y3 + t\Y7 + t2Y2 + t2Y4) + (t2Y3 + t2Y7 + t2Y2 + t2Y4) 

+ (t2YQ + tlYi + t2Y5 + t2Y6) + (t2Y0 + t\Yx + t2Y5 + t2Ye) 

+ (t2Y3 + t2Y7 + t2Y2 + t2Y4) + (t2
0Y3 + t\Y7 + t\Y2 + t2

3Y4) 

+ (t2
2Y3 + t\Y7 + t2Y2 + t2Y4) + (t2Y3 + t\Y7 + t\Y2 + t2

0Y4) (4.133) 

+ (t2
2Y0 + t2Yx + t2Y5 + t2Y6) + (t2Y0 + t\Yx + t2Y5 + t2Y6) 

+ (t2Y3 + t\Y7 + t\Y2 + t2Y4) + (t2Y3 + t\Y7 + t2Y2 + t2Y4) 

+ (t2Y0 + t2Yx + t2Y5 + t2Y6) + (t2
2Y0 + 4Yi + t2Y5 + t2Y6) 
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Simplifying gives, 

16P2(a, t, v) = 2Y0 (t
2
0 + t2 + t2 + tl) + 2Y1 (t

2
0 + t\ + t\ + t2) 

+ 2Y2 {tl + tl + t2
2 + t2

3) + 2Y3 (t
2 + t\ + t2 + tf) 

+ 2Y4 (tl + t{ + t\ + t2) + 2F5 (tl + tl + t2 + tl) (4.134) 

+ 2Y6 (t
2
0 + t2 + t2 + t2) + 2Y7 (t

2 + t\ + t\ + t2) 

Therefore 
„ , + s Y0 + Y1+Y2 + Y3 + Y4 + Y5 + Y6 + Y7 

P2(a, t, v) = (4.135) 

Hence, player 2 is indifferent between all his pure quantum strategies. 

Case 2: Player 2 employs the mixed quantum strategy \x which is a probability distribu­

tion over §3. Then the expected payoff to Player 2 is given by 

82(cr,fi,v)= / P2(s,t,u)d(a x \i x v)(s,t,u) (4.136) 

§ 3 x § 3 x § 3 

Applying Fubini's Theorem (For more detail on probability measure and Fubini's theo-
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rem, see Appendix C), we obtain 

£2(a,fi,v) = / P2(s,t,u)d(a x fj,xv)(s,t, 

P2(s,t,u)d(a x v)(s,u) 

s3 L s3xs3 

u) 

dfj,(t) 

is v fc=o / 

4E^(s3)4l> 

(4.137) 

fe=0 fc=0 

Hence, Player II is indifferent between all his mixed quantum strategies. Hence, there is 

no incentive for player two to deviate from playing r against the fixed pair (a, v). 

In the same way, one verifies that if players two and three's strategies are given as in 

(4.118) and (4.119), respectively, then a is an optimal response for player one. 

In a similar manner, one checks that if players one and two's strategies are given as 

in (4.117) and (4.118), respectively, then v is an optimal response for player three. 

Therefore the special discrete distribution is a Nash equilibrium with expected pay­

off to the players given by 

if7 7 7 

8 I zL X f c ' 5Z**' E Z f c 

\fc=0 fc=0 k=0 

(4.138) 

• 
Note that Theorem 4.130 is a remarkable and amazing result in the sense that every 

three player, two strategy game quantized as above shares this common equilibrium, 
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completely irrespective of the specific individual payoffs to the classical player. 

4.6 Applications 

We give two straightforward applications, one to a zero-sum game, the other to a dilemma 

game which is not a zero-sum game. 

4.6.1 Nash-Shapley Poker Model 

For our zero-sum game we consider the final stage of the Nash-Shapley Poker Model 

[42]. This final strategic form is a 3 x 2 zero-sum game with payoff function given in 

Figure 4.3, where we denote Player Fs strategy space by {sl5 s2}, Player IFs strategy 

space by {ti, t2}, and Player Ill's strategy space by {ui, u2}. 

II II 
U u 

Si 

s2 

(-2,-2,4) 

(6, - 2 , -4) 

( -2,6,-4) 

(10,10,-20) 

s i 

s2 

h 

(0,0,0) 

(-4,2,2) 

*2 

(2,-4,2) 

( -3 , -3 ,6 ) 

Player III chooses u\ Player III chooses u2 

Figure 4.3: Nash-Shapley Poker Model 

There are no classical pure strategy equilibria. But there is a unique classical mixed strat­

egy equilibrium where Player I uses his/her second strategy with probability p = \ \~ 

1 PS 0.18, Player II uses his/her second strategy with probability q = J i~ 1 ~ 0.18, and 

Player III uses his/her second strategy with probability r = ^pt^2 ~ 0.68 with expected 

payoff to the players approximately (—0.40456, —0.40456, 0.80912). So quantizing 
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this 3 x 2 game as above and applying Theorem 4.130 we have a mixed quantum strat­

egy equilibrium given by each player utilizing their special discrete distribution with 

payoffs given by (0.875, 0.875, -1.75). 

We note that in the classical game, the third player has a distinct advantage but this 

advantage disappears in the quantized version. For more information on how this relates 

to playing poker over the coming quantum internet, see [9]. 

4.6.2 Three Player Dilemma Game 

For our non-zero sum example, consider the three player dilemma game examined by 

Benjamin and Hayden [6]. In [6], the authors consider an EWL quantization of a classi­

cal three player dilemma game given in Figure 4.4 though using a different initial state 

than ours. The payoff function of this classical game is given by the below tables, where 

each player has the same strategy space denoted by {C, D}. 

II II 
C D C D 

( -9 , -9 ,1 ) 

(9,1,9) 

(1,9,9) 

(2,2,2) 

(0,0,0) 

( 1 , - 9 , - 9 ) 

( - 9 , 1 , - 9 ) 

(9,9,1) 

Player III chooses C Player III chooses D 

Figure 4.4: Three Player Dilemma Game 

A classical analysis shows that there is a unique classical pure strategy equilibrium 

(D, D, D) with payoff to the players (2, 2, 2). So quantizing this 3 x 2 game as above 

and applying Theorem 4.130 we have a mixed quantum strategy equilibrium given by 
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each player utilizing their special discrete distribution with payoffs given by (.5, .5, .5). 

We note that in the quantized game, the players get lower payoffs than the ones they get 

in the classical version when they all employ the special discrete distribution. 

However, analyzing further our quantized Three Player Dilemma Game, we find that 

it admits the many following Nash equilibria. 

4.6.2.1 A (pure, pure, pure) Nash Equilibrium 

There is an equilibrium where each player employs a pure quantum strategy represented 

by a canonical octonionic basis element and this equilibrium is essentially the unique 

classical Nash equilibrium (D, D, D) in G which becomes an equilibrium in GQx. 

Proposition 4.139. The Three Player Dilemma Game admits the following Nash equi­

librium in pure quantum strategies: 

(«4, ie, i7). (4.140) 

Proof. Take players two and three's strategies as given. Suppose player one plays the 
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unit octonion s = s0 + s ^ + s2i2 + s^. Then player one's payoff is 

7 

Pi(s,i6,i7) = ^[-Kj^si^i^fXj 

7 

= ^ryrj{-S2 + s3h + s0i2 - Sii4)]
2X,-

3=0 

= s2
2X0 + s2

3X± + s2
0X2 + slXi 

= s2
2 • 0 + s\ • 2 + si • 1 + s\ • 1 

= s2
Q + sl + 2sl (4.141) 

Player one needs to maximize (4.141) subject to the constraint that s must be a unit 

octonion, that is, 

sl + sl + sl + sl = l (4.142) 

Then player one's best reply is to choose s such that s0 = si = s2 = 0, that is, s = i4. 

Now, suppose player one plays a mixed quantum strategy \i. Then player one's 

expected payoff is given by 

£i{p, is, h) = \ Pi(s, is, i7)dn(s) 

S3 

= J(sl + sl + 2sDdfi(s); by (4.141) (4.143) 

Now, player one needs to maximize (4.143) subject to (4.142). Then player one's best 

reply is to choose a ft that assigns s3 a probability of 1 and zero to everything else. 

Hence, player one's best reply is to employ s = i±. 
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In a similar manner, one verifies that if players one and three's strategies are as 

given in (4.140), then player two's optimal response is to choose t = i§. In the same 

way, player three's optimal response is to play u = i?. 

Therefore (i4, i6, i7) is a Nash equilibrium in GQl with payoffs to the players (2, 2,2). 

D 

4.6.2.2 Equilibria of Type (pure, pure, mix of 2) 

Proposition 4.144. The Three Player Dilemma Game admits the following Nash equi­

libria 

—r1, 1, h (4-145) 

1, ^ , h ) (4.146) 

1, *5, ^Y1 ) (4.147) 

with expected payoffs to the players (9, 5, 5), (5,9, 5), and (5, 5, 9), respectively. 

Proof. We show that (4.145) is a Nash equilibrium, the others follow symmetrically. 

Take players two and three's strategies as given and suppose that player one plays the 

pure quantum strategy represented by the unit octonion s = s0 + s\ii + s2̂ 2 + s^. Then 
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player one's payoff is given by 

7 

AM,^ ) = X>;((sl)*3)]%-
3=0 

7 
= ^frj^oh + sii7 + s2i& - s^fXj 

3=0 

= s2
0X3 + s\X7 + s\Xb + slX6 

= 9s2
0 - 9sl + 9s\ - 9s2

3. (4.148) 

Player one needs to maximize (4.148) subject to the constraint (4.142). So player one's 

optimal response is to play s such that si = s3 = 0; for example s = 1 and s = i2 are 

best replies for player one. 

Now suppose player one employs a mixed quantum strategy, that is, a probability 

distribution /i over §3. Then player one's expected payoff is given by 

£i(//, 1, k) = I Pi{s, 1, i3,)dfi(s) 

S3 

.J{94-^ + 94-S4)Ms)] by(4,48) (4,49) 
S3 

Player one's goal is to maximize (4.149) subject to (4.142). Then player one's best 

reply is to choose a /i that assigns si and s3 zero probabilities and s0 and s2 nonzero 

probabilities; for example s = (1 + «2)/2 is a best reply for player one. 

In a similar manner, one verifies that if players one and three's strategies are as 

given in (4.145), then player two's optimal response is to choose t = 1. In the same 

way, player three's optimal response is to play u = i3. 
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Therefore, (4.145) is a Nash equilibrium with expected payoff to the players 

G ^ & ^ i + i 2 ) l j ^ = l [ G C r ( l i l > i 3 ) + G & ( i 2 > 1 > i 3 ) ] 

7 7 

J'=0 j=0 

= ±(X3 + X5,Y3 + Y5,Z3 + Z5) 

= (9,5,5). 

• 

4.6.2.3 Equilibria of Types (mix of 2, mix of 2, mix of 2) 

The Three Player Dilemma Game admits the following Nash equilibria where each 

player mixes two canonical octonionic basis elements with equal probabilities. 

Player 1 plays the octonions 1 and ii, each with probability 1/2. 

Player 2 plays the octonions i5 and ie, each with probability 1/2. (4.150) 

Player 3 plays the octonions i3 and i7, each with probability 1/2. 

Player 1 plays the octonions i2 and U, each with probability 1/2. 

Player 2 plays the octonions 1 and ii, each with probability 1/2. (4.151) 

Player 3 plays the octonions i3 and i7, each with probability 1/2. 
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Player 1 plays the octonions i2 and i4, each with probability 1/2. 

Player 2 plays the octonions i5 and i6, each with probability 1/2. (4.152) 

Player 3 plays the octonions 1 and ii, each with probability 1/2. 

All three players play the octonions 1 and i\ each with probability 1/2. (4.153) 

Proposition 4.154. The strategic profiles given by (4.150), (4.151), (4.152), and (4.153) 

are Nash equilibria. 

Proof. We begin by proving that (4.150) is a Nash equilibrium. Take players two and 

three's strategies as given by (4.150) and let r = |z5 + | i 6 and v = | i 3 + ^7 . Suppose 

player one plays the pure quantum strategy represented by the unit octonion s = s0 + 

•Mi + s2i2 + S3I4. Then player one's expected payoff is 

£i(s,r,u) = - [Pi((si5)i3) + Pi{{si5)i7) + Pi({si6)i3) + Pi((si6)i7)] 

1 3 

= 4 J2 {M(siM? + fo(K)i7)]
2 + MK)«3)]

2 + to((si6)i7)]
2} *; 

= 7 ^ { [ ^ ' ( ^ - s3ii - so«2 + Siit)]2 + [TTJ(-S3 - s2ii + sxi2 + S0U)]2 

3=0 

+ [KJ(-SZ - s2i± + sii2 + s0iA)]2 + Wj(s2 + S2.i1 + s0i2 - siU)]2}Xj 

= h(2s\ + 2s2
3)X0 + (2s2 + 2s2)X1 + (2s2 + 2s\)X2 + (2s2, + 2s\)XA] 

= -\(2s2
2 + 2sl) • 0 + (2s2 + 2s2) • 2 + (2s2 + 2s2) • 1 + (2s2 + 2s2) • 1] 

= i[4s2 + 4s2 + 4s2 + 4s2] 

= s2 + s2 + s2 + s 2 - l (4.155) 
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Hence, player one is indifferent between all his pure quantum strategies. 

Now suppose player one employs the mixed quantum strategy a, that is, a probability 

distribution over the set of unit octonions which are real linear combinations of the 

elements 1, i\, i2, i4. Then player one's expected payoff is given by 

£i(a,r,u) — I Pi(s,t,u)d(a x r x u)(s,t,u) 

= / Pi(s,t,u)d(r x v)(t,u) 

S3 L S3xS3 

= f ld(a); By (4.155) 

s3 

= a (S3) = 1 

d(a)(s); By Fubini's Theorem 

Therefore, player one is indifferent between all his mixed quantum strategies. 

In the same way, if players one and three's strategies are given as in (4.150), then the 

mixed quantum strategy represented by the octonion | i 5 + | i 6 is an optimal response 

for player two. 

In a similar manner, if players one and two's strategies are given as in (4.150), then 

the mixed quantum strategy represented by the octonion | i 3 + \i7 is an optimal response 

for player three. 

Therefore, (4.150) is a Nash equilibrium. 

In a similar manner, one verifies that the quantum strategic profiles (4.151), (4.152), 

and (4.153) are all Nash equilibria. • 

Proposition 4.156. In the Nash equilibria given as in (4.150), (4.151), (4.152), and 
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(4.153), the players' expected payoffs are (1, 0, 0), (0,1, 0), (0, 0,1), and (1,1,1), re­

spectively. 

Proof. We will show that the Nash equilibrium given as in (4.150) yields the expected 

payoffs (1,0,0) to the players, respectively. By a similar calculation, one verifies that 

the Nash equilibria given as in (4.151), (4.152), and (4.153) yield the expected payoffs 

(0,1,0), (0,0,1), and (1,1,1) to the players, respectively. Then 

rmQx f i ± ! i i5+iS J3+ir\ 

\ 2 ' 2 ' 2 J 

= g[GC l ( l , i5, i3) + GQ*(l, i5, i7) + GQl{l, i6, i3) + GQ*{l, i6, i7) 

+ Gai(iu i5, h) + GQl(i1, i5, i7) + C & ( i 1 , i6, h) + GQ*(iu i6, i7)] 

Applying Corollary 4.114, one obtains 

i 7 

+ [ ^ ( ( l i e ^ ) ] 2 ^ , ^ , ^ ) + [^(( l ie)^)] 2^,^,^) 

+ [7ri((i1i5)i3)]2(^,Fi,Zi) + [^((i i is)^)]2^,^,^) 

+ MiiiiefatfiX^Zj) + [^{{hi^i^fiXj^Zj)} 

= ^[(X2,Y2,Z2) + (X4,Y4,Z4) + (X4,Y4,Z4) + (X2,Y2,Z2) 

+ (x4, Y4, z4) + (x2, Y2, z2) + (x2, Y2, z2) + (x4, Y4, z4)\ 

= ^(X2 + X4}Y2 + Y4,Z2 + Z4) 

= ^ (1 + 1 ,9+ ( -9 ) , 9 + (-9)) = (1,0,0) 
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as expected. • 

The above result is remarkable in the sense that if a player employs a mixed strategy 

evenly supported on the common octonionic basis elements 1 and i1? then the corre­

sponding Nash equilibrium yields that player a payoff of one while the other players get 

0. If all three players play the unit octonions 1 and i\, each with probability 1/2, then 

they all get a payoff of 1. 

Proposition 4.157. The quantum strategic profile [a = -^p , T = ^4pa, v = ^jp) is a 

Nash equilibrium in Gm^x, where G is the Three Player Dilemma Game, with expected 

payoff of ^f to each player. 

Proof. Take players two and three's strategies as given and suppose player one responds 

with the pure quantum strategy represented by the unit octonion s = s0 + sj.ii + s2i2 + 

s3i4. Then player one's expected payoff is given by 

£i(s,r,v) = - [Pi(s, 1,1) + Pi(s, 1,i3) + Pi(s,i5,1) + Pi(s,i5,i3)] 

\ £ K2((s1)!) + ^l)i3) + 7rJ((«B)l) + *J((«5)t3)] X, 

1
 7 

T E K 2 ( S o + Slil + S2^2 + S3*3) + ^j(S0*3 + S2ib - S3i6 + Sii7) 4 
3=0 

+ 7r|(s0i5 + Sii6 - s2i3 + s3i7) + 7T2(-s0i2 + Siu + s2 - s^i^Xj 

= \H + s2
2)(X0 + X2 + X3 + Xs) + (s\ + s\){Xx + X4 + X6 + X7)\ 

= ^[(«o + ^ ) ( 0 + l + 9 + 9) + (S
2 + ^) (2 + l - 9 - 9 ) ] 

1 9 2 15 19 2 15 2 
= Ts°" TSl + ~A&2~ Is* (4-158) 
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Player one's goal is to maximize (4.158) subject to the constraint that s must be a unit 

octonion. Then player one's best response is to choose s such that si = s3 = 0; for 

example s = 1 and s = i2 or any real convex linear combination of the unit octonions 1 

and i2, i.e. p • 1 + (1 — p) • i2 are best replies. 

Take players one and three's strategies a' = p • 1 + (1 — p) • i2 and v, respectively, as 

given and suppose player two responds with the pure quantum strategy represented by 

the unit octonion t = t0+ tiii + t2i5 + t3i6. Then player two's expected payoff is given 

by 

S2(a', t, v) = | p 2 ( l , t, 1) + | P 2 ( 1 , t, h) + ^-P2{i2, t, 1) + ~ ^ P 2 f e t, i3) 

+l-^ J E W (&*)1)+^?
 (M«3)]^ 

= | [ ( t t + t\Yx + t2Y5 + t2Y6) + (t2Y3 + t2Y7 + t2Y2 + tJY4)} 

+ ^ % o ^ + t?y4 + t2
2Y3 + t2Y7) + (t2Y5 + tJY6 + t2Y0 +12^)] 

By setting Y0 = 0, Yx = 2, Y2 = 9, Y3 = 9, Y4 = - 9 , Y5 = 1, Y6 = 1, F7 = - 9 , and by 

combining the i / s , one obtains 

£2(a' , t ,u) = (5 - .5p)t2 + .5(1 +p)t? + (4.5 + 5p)tl + (-3.5 - .5p)t2 (4.159) 

Player two's goal is to maximize (4.159) subject to the constraints that t must be a unit 

octonion and 0 < p < 1. Note that the coefficient of t%, 5 — .5p, is the largest when 
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0 < p < -5 and the coefficient of t\, 4.5 + .5p, is the largest when .5 < p < 1. Moreover, 

5 — .5p = 4.5 -f .5p if p = .5. Then player two's best response is to choose t = 1 when 

0 < p < .5, t = i5 when .5 < p < 1, and is indifferent between 1 and i5 when 

p = .5. Hence, any real convex linear combination of the unit octonions 1 and i5, i.e. 

q • 1 + (1 — q) • i$ is a best reply when p = .5. 

Similarly, one verifies that if 0 < p < .5, player three's best response to the fixed pair 

(p • 1 + (1 — p) • %2i 1) of opponents' strategies is to choose u = i3. If p = .5, player 

three's best reply to the fixed pair (.5 • 1 + .5 • i2, q • 1 + (1 — q) • i$) of opponents's 

strategies is to play u = 1 when 0 < q < .5, u = i3 when .5 < q < 1, and any real 

convex linear combination r • 1 + (1 — r) • i3 when q — .5 because of her indifference 

between the strategies 1 and i3. If .5 < p < 1, player three's best response to the fixed 

pair (p • 1 + (1 — p) • i2: i$) is to play u = 1. 

Therefore the quantum strategic profile (a, r, v) is a Nash equilibrium with expected 

payoffs to the players given by 

GmQ-(a, r,v) = l J > J ( ( 1 1 ) 1 ) + TTJ((11)«3) + 7rJ((l«5)l) + ^((1*5)13) 

+ 7T|((i2l)l) + 7T?((i2l)i3) + 7T?((i2i5)l) + rfifai^hMX^Yj, Zj) 

= ^[(2X0 + 2X2 + 2X3 + 2X5, 2Y0 + 2Y2 + 2Y3 + 2Y5, 2Z0 + 2Z2 + 2Z3 + 2Z5)] 
o 

_ /19 19 19\ 

• 
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SUMMARY AND FUTURE DIRECTIONS 

To conclude, we present a summary of the results developed in this thesis and put for­

ward a number of open problems. 

5.1 A Brief Summary 

5.1.1 Two Player, Two Strategy Games 

Generic two player, two strategy games quantized according to the EWL protocol with 

a maximally entangled initial state with equal superpositions given in the Dirac notation 

b y ^ = (|00) + | l l )) /v /2 were analyzed by Steven Landsburg . Via a quaternionic rep­

resentation of the payoff function, Landsburg classified all the potential Nash equilibria 

of such games. However, there is an entire circle of maximally entangled states with 

equal superpositions of the form ip = (|00) + eie\\l))/\/2, where 6 G [0, 2TT), which 

could be used in these quantizations. Landsburg's quaternionic construction was ex­

tended to games where the initial state is chosen arbitrarily from this circle and for these 

constructions, it was shown that Landsburg's classification of the potential Nash equilib­

ria applies. In particular, the quantum strategic profile consisting of the special discrete 
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distributions, i.e. p = q = ^(1 +i + j + k) is a Nash equilibrium for all 6 e [0,2%) 

and regardless of the specific individual payoffs to the classical player. 

5.1.2 Three Player, Two Strategy Games 

Generic three player, two strategy games quantized according to the EWL protocol 

with a maximally entangled initial state given in the Dirac notation by ip = (|000) + 

|111))/V2 was considered next. An octonionic representation of the payoff function 

of such games was presented. This construction provided a fresh computational frame­

work and gave the potential to classify all possible Nash equilibria for these games. 

While the full classification remains a goal of future research, our representation estab­

lished the existence of certain Nash equilibria in these quantized games. For example, a 

remarkable and amazing fact about these games is that every such game shares a com­

mon equilibrium which consists of identical strategic choices completely irrespective of 

the specific individual payoffs to the classical player. This construction was applied to 

the Nash-Shapley Poker Model and a Three Player Dilemma Game where a number of 

interesting Nash equilibria were identified. 

5.2 Open Problems 

Here are a number of problems arising from the work performed thus far: 

1. D. Robinson and D. Goforth put forward 144 equivalence classes [49] of two 

player, two strategy ordinal games. An open problem is to characterize those 

classes of games in which players "do better" in the maximally entangled EWL-

quantized version. A longer term project is to complete a similar work for three 
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player, two strategy games. 

2. From the work herein, a natural conjecture is that Landsburg's discretization the­

orem for two player, two strategy quaternionized quantum games can be extended 

to three player, two strategy octonionized quantum games, that is, "Every mixed 

quantum strategy is equivalent to a mixed quantum strategy supported on at most 

four points and those four points can be taken to form an orthonormal basis o/R4 

3. An immediate goal is to establish the complete classification of Nash equilibria in 

three player, two strategy octonionized quantum games. A best response analysis 

and the evidence obtained to date suggest a conjectural breakdown of the Nash 

equilibria in three player, two strategy octonionized quantum games: 

• Equilibria of type "pure, pure, pure": Each player plays a pure quantum 

strategy represented by a canonical octonionic basis element, i.e. from the 

four point set {1, iu i2, i<±} for player one, {1, ii, i5, ie} for player two, and 

{1, ii, i$, ij} for player three. 

• Equilibria of type "pure, pure, mix of two" (up to permutations): Two 

players choose canonical octonionic basis elements, one player chooses a 

mixed strategy supported on two orthonormal points. 

• Equilibria of type "mix of two, mix of two, mix of two": Each player plays 

a mixed quantum strategy supported on two orthonormal points (canonical 

octonionic basis elements), each played with probability 1/2. 

• Equilibria of type "mix of three, mix of three, mix of three": Player 
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one's strategy is supported on three of the four octonions {1, ii,i2, U}, player 

two's strategy is supported on three of the four octonions {1, ii, i5, i6}, and 

player three's strategy is supported on three of the four octonions {l,ii,i3, i7}. 

• Equilibria of type "mix of four, mix of four, mix of four": Each player 

employs a mixed quantum strategy supported on four orthonormal unit oc­

tonions. For example, player one's strategy is \ (s0 + si + s2 + S3), where 

s0, s\, s2, and S3 are four orthonormal unit octonions and where each Sj is 

generated by the basis elements {l,ii,i2,U}- Recall that we established 

the case where the four orthonormal unit octonions are the canonical basis 

elements for each player. 

4. Recall that The Ahmed-Bleiler-Khan octonionic representation focused on games 

with a specific maximally entangled state. However, as in the two player case, 

there is an entire circle of this type of maximally entangled states which could be 

used in these quantizations, an extension of this construction to games where the 

initial state is chosen arbitrarily from this circle should be relatively direct. 

5. For four player, two strategy games, the sedonions, a 16 dimensional real algebra 

is available to co-ordinatize the payoff function. However, there are zero divisors 

in the sedonions and hence multiplicative issues with the norm. Is it possible to 

represent the quantum strategies away from the zero divisors and hence be able to 

co-ordinatize the payoff function with invertible sedonions? 

6. For multi-player classical games collusion between the players, both explicit and 

implicit, forms a barrier to analysis. As collusion represents the co-ordinatization 
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of strategic choices, can collusion be effectively modeled by the quantum phe­

nomenon of entanglement which coordinates the observation of states? A cohe­

sive theory of such modeling could have a significant classical as well as quantum 

consequences. 

7. Quantum games have been shown to play a significant role in quantum logic syn­

thesis, see [44] [32] [31 ]. What is the role of equilibria here? 
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Appendix A 

REAL DIVISION ALGEBRAS 

Much of the material below is taken from [4] and a number of papers and books that 

are cited as needed. 

A.l Introduction 

The real numbers form a complete ordered field. The complex numbers are algebraically 

complete but not ordered. There are exactly four normed division algebras: the real 

numbers R, the complex numbers C, the quaternions H, and the octonions O. Of 

these, the quaternions are non-commutative, and additionally the octonions are both 

non-commutative and non-associative. 

As the story goes, in October 1843, Hamilton was out walking with his wife along 

the Royal Canal in Dublin when he discovered the quaternions. He later wrote, "That is 

to say, I then and there felt the galvanic circuit of thought close; and the sparks which 

fell from it were the fundamental equations between i, j , and k; exactly such I have 

used them ever since." Then, in a famous act of mathematical vandalism, he carved 
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these equations into the stone of the Brougham Bridge: 

i2 = j 2 = k2 = ijk = —1. 

The next day, Hamilton wrote to his friend John T. Graves about his discovery. Two 

month later, in December 1843, Graves replied with a description of his "octaves"-the 

octonions. In July 1843, Hamilton wrote to Graves pointing out that the octonions were 

non-associative: "A • BC = AB • C = ABC, if A, B, C be quaternions, but not 

so, generally, with your octaves." By this statement, Hamilton first invented the term 

"associative", so the octonions may have played a role in clarifying the importance of 

this concept. 

The classification of real division algebras began in 1878, when Georg Frobenius 

[22] showed that (up to isomorphism) there are exactly three such algebras which are 

associative: R,C, and H. In 1898, Adolph Hurwitz [27] showed secondly that the 

octonions are the only non-associative algebra with a multiplicative norm. Then, in 

1930, Max Zorn [58] generalized the results of Frobenius and Hurwitz, showing that 

M, C, H, and O are the only alternative (See Definition A.3 below) real division algebras. 

In 1940, topologist Heinz Hopf [26] showed that, as vector spaces, division algebras 

over the real numbers necessarily have dimension 2n for some integer n > 0. Of course, 

the four classic examples, R, C, H, and O, show the existence of real division algebras 

in dimensions 1, 2, 4, and 8, respectively. In 1958, Rauol Bott and John Milnor [ 10] and 

Michel Kervaire [30] independently proved the deep result that real division algebras in 

higher dimensions do not exist: 
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Theorem A.l. ((l,2,4,8)-Theorem) Let Abe a division algebra over the real numbers. 

Then (as a vector space) A has dimension either 1, 2, 4, or 8. 

To date, there has not been a purely algebraic proof of the (l,2,4,8)-Theorem. Indeed 

the Bott-Milnor-Kervaire proofs of this theorem are obtained as corollaries to a result 

on a topological property not discussed here, called the parallelizability of the n-sphere. 

In this appendix, we describe the fundamental results on real division algebras used 

herein and outline some key constructions. 

A.2 Preliminaries 

We begin with some definitions. 

Definition A.2. Let ¥ be a field. An algebra A over F is a pair (A, m), where A is 

a finite-dimensional vector space over F and multiplication m : A x A —»• A is an 

¥-bilinear map; that is, for all X E F, x, y, z £ A, 

m(x, Xy + z) = Xm(x, y) + m(x, z), 

m{Xx + y,z) = Xm(x, z) + m(y, z). 

When clear from the context, we write m(x, y) = xy for all x,y e A. 

Definition A.3. Let A be an algebra over F. Then A is said to be 

1. alternative ifx{xy) = (xx)y and x(yy) = (xy)yfor all x,y e A, 

2. associative ifx(yz) = (xy)zfor all x,y, z e A, 
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3. commutative if xy = yxfor all x,y G A, and 

4. unital if there is al G A such that xl = x = lxfor all x G A. 

If A is unital, then the identity 1 is uniquely determined. 

Throughout, unless stated explicitly we do not assume that an algebra A is alterna­

tive, associative, commutative, or unital. 

Definition A.4. Let A be an algebra over F. For x,y,z G A, define the associator 

[x, y, z] ofx, y, and z by x(yz) - {xy)z. 

It is straightforward to check the following facts about the associator: 

• The associator [x, y, z] H-> x(yz) — (xy)z is a trilinear map A3 —> A. 

• If A is alternative, then the associator alternates, that is, 

[x, y, z] = - [y, x, z] = - [x, z, y] = - [z, y, x] (A.5) 

for all x,y,z G A. 

Lemma A.6. Let A be an alternative algebra over F. Then the following hold 

1. the flexible law: x(yx) = (xy)xfor all x,y G A, and 

2. the Moufang identity: (zx)(yz) = z(xy)zfor all x,y,z G A. 

3. If we define xn for n G Z + recursively by x1 = x and xn+l = xnx, then A is 

power-associative, that is, xmxn = xm+n for all x G A, and m,n G Z+ . 
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Proof. To prove (1), observe that [x, y, x\ — §A since A is alternative. Thus, x(yx) — 

(xy)x = 0, or equivalently, x(yx) = (xy)x for all x, y G A. 

To prove (2), observe first that, when A is alternative, repeated use of the identities 

given by (A.5) yields 

(zx)(yz) - {{zx)y)z = [zx, y, z] = [y, z, zx] = y(z2x) - (yz)(zx) 

= y(z2x) - [yz, z, x] - (yz2)x 

= [y, z2, x] - [yz, z, x] = [y, z2, x] - [x, yz, z] 

= [y, z2, x] - x(yz2) + {x(yz))z 

= [y, z2, x] + [x, y, z]z - [x, y, z2} = [x, y, z]z. 

Hence, if A is alternative, then 

(zx)(yz) = [x, y, z]z + {{zx)y)z 

= [x, V, z]z - [z, x, y]z + z(xy)z 

= z(xy)z 

for all x, y, z G A. 

To prove (3), we apply induction, the flexible law, and the Moufang identity. First, 

let us show that xn+l = xxn for all n G Z + . Indeed, the base case xxl = x2 holds; and 

if xn+l = xxn for some n > 1, then by the flexible law, xn+2 — xn+1x = (xxn)x = 

x(xnx) = xxn+1. Now, because x = x1 we have shown that xm+n = xmxn in the base 

case m = 1. Assume by induction on m that xm+1 = xmxn for some m > 1 and n > 2 
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(the case n = 1 is trivial). Then, by the Moufang identity, xm+lxn = (xxm)(xn lx) = 

xxm+n~1x = x
m+n+1 as required. • 

Definition A.7. An algebra A over F is said to be a division algebra if A is not trivial 

and xy = OA => x = OA or y = 0^/or all x,y G A. 

Note that the term division algebra in Definition A.7 comes from the following proposi­

tion, which shows that, in such an algebra left and right division can be unambiguously 

performed. 

Proposition A.8. Let A be an algebra over F. Then A is a division algebra if, and only 

if, A is not trivial and for all a,b G A with b ̂  0^, the equations bx = a and yb = a 

have unique solutions x,y G A. 

Proof. (=>) Fix b G A, say with b 7̂  0^, and let 4>: A —»• A be the linear transformation 

defined by <f)(x) = bx. If A is a division algebra, then kercft = {0A}, thus 4> is injec-

tive. But A is finite-dimensional as a vector space, so <p is actually bijective. Thus, the 

equation bx = a has a unique solution. Similarly, one verifies that yb = a has a unique 

solution by considering the linear transformation y 1—>• yb. 

(<=) Suppose that xy ~ 0A- If x = 0A, then we're done. Otherwise, by assumption, 

if x ^ 0A, there is a unique y G A such that xy = 0^. But XOA = 0A, so y = 0A-

Therefore, A is a division algebra. • 

Corollary A.9. Let Abe a division algebra over F.IfA is alternative, then A is unital. 

Proof. Fix b G A with b ^ QA- Since A is a division algebra, by Proposition A.8 the 

equation yb = b has a unique solution y = 1. Furthermore, 1(16) = 16. Since A is 
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alternative, 126 = 16 which implies (l2 — 1)6 = OA and hence l2 = 1. It follows that 

l ( lx — x) = l( lx) — lx = l2x — lx = 0^. But 1 ^ OA since b ^ OA- Therefore, 

lx — x = 0A and lx = x for all x G A. Similarly, xl = x for all x £ A, by considering 

the product (xl — x)l. Thus yl is unital. • 

In the following we assume F = E and consider classes of division algebras over E 

or real division algebras for short. 

A.3 Quaternions and Octonions 

We recall the algebras of quaternions H and octonions O. Together with the real and 

complex numbers, these form the four classical division algebras over the real numbers. 

The quaternions and octonions are alternative division algebras that extend the real and 

complex numbers in a natural way. Under an appropriate identification, 

I c C c i c O . (A.10) 

A.3.1 Quaternions 

We begin with a definition. 

Definition A.ll . Let H be the ^-dimensional real algebra defined by 

W = spanu{l, i, j , k} (A.12) 

153 



Appendix A. Real Division Algebras 

with identity 1 whose multiplication is polynomial subject to Hamilton's relation i2 = 

j 2 = k2 = ijk = — 1. We call H the algebra of quaternions. 

One identifies the real numbers as a subset of the quaternions via the natural inclusion 

map A <̂-* XI for all A G R. As an example, let us perform the product pq of the 

quaternions p = 1 + i + k and q = 2j — 3k. 

pq= (l + i + k)(2j-3k) 

= l(2j - 3k) + i(2j - 3k) + k(2j - 3k) 

= 2(lj) - 3(lfc) + 2(ij) - 3(ik) + 2(kj) - 3(k2) 

= 2j -3k + 2k- 3 ( - j ) + 2(- i ) - 3 ( - l ) 

= 3(1) -2i + 5j-k 

(distributive law) 

(distributive law) 

(collect terms) 

Definition A.13. Let x = a + bi + cj + dk e Mfor some a, b,c,d G R. The quaternionic 

conjugate of x, denoted by x, is defined by 

x = a — bi — cj — dk e H. (A. 14) 

The norm of x, denoted by \ \x\ |, is defined by 

\x\\ = y/xx > 0. (A.15) 

Note that if the quaternionic norm is well-defined and xx = xx then H is a division 

algebra. Indeed, given 0 ^ x e H, ||x|| > 0 and x~l = ||x||~2x is the inverse of x as 
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shown below. 
/T"y IT ITT1 

—I •*"*' M"</ll -I •*'•*' —l / » -./-% 
XX — -j-j rrr- — y, — — 1 — -r. rrr — X X ( / \ . l t ) J 

I N I \\X\\ \\X\\ 

Hence, if xy = 0, then x = 0 or y = x~lxy = x_10 = 0 and, thus, EI ia a division 

algebra. Note that this approach requires that H be associative. We will see later that 

the Cayley-Dickson process does not assume associativity in HI when showing that EI is 

a division algebra. 

A.3.2 Octonions 

An excellent survey on the octonions can be found in [5] and [13]. Let us begin with a 

definition. 

Definition A.17. Let O be the 8-dimensional real algebra defined by 

0 = S p a n R { l , Zi, 12,13,24, «5,*6,*7} 

with identity 1, i? = — 1 for j = 1, 2, • • • ,7, and whose multiplication is polynomial 

subject to the relation $ = i\ = if = ijikH = — 1 if the ij,ik, k 's are cyclically ordered 

as in the edge oriented Fano plane below. 

One verifies that octonionic multiplication is non-associative by considering, for exam­

ple, the associated products iifah) and (̂ 1̂ 2)̂ 3-

On one hand 
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On the other hand 

{h^h = Uh = ~i%-

In general, associativity of basic octonionic elements fails up to a sign. 

As with the quaternions, we identify the real numbers as a subset of the octonions 

using the natural inclusion map A ^> Al for all A G M . 

As an example, consider the associated octonionic products s(tu) and (st)u, where 

s = 1 + ii, t = 2i2 + 3i3, and u = Ai± — 5i5. 

On one hand 

s(tu) = (1 + ii)[{2i2 + 3i3)(4u ~ 5i5)} 

= (1 +i1)[8(i2u) ~ 10(i2i5) + 12(i3i4) - 15(i3i5)] 

= (1 + z1)(8i1 + 10«3 + 12i6 - 15i2) 

= 8ii + 10z3 + 12i6 - 15i2 + &% + 10(M3) + 12(M6) - 15(ii«2) 

= - 8 + 8ii - 15z2 + I0i3 - 15«4 - 12i5 + 12i6 + 10i7. 
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On the other hand 

(st)u = [(1 + h)(2i2 + 3z3)](4i4 - 5i5) 

= [2i2 + 3z3 + 2(iiz2) + 3(M3)](4z4 - 5i5) 

= [2i2 + 3i3 + 2i4 + 3i7](4i4 - 5i5) 

= 8(i2i4) - 10(i2i5) + 12(i3i4) - 15(i3i5) - 8 - 10(i4i5) + 12(i7i4) - 15(Ms) 

= 8ii + 10i3 + 12i6 - 15i2 - 8 - 10i7 + 12i5 + 15i4 

= - 8 + 8ii - 15i2 + 10i3 + 15i4 + 12i5 + 12i6 - 10z7. 

For x = a0 + X)j=i a j ^ ' ^ ®>m e octonionic conjugate of x, denoted by x, is defined 

as 
7 

x = a0 — T J ajh £ ^5 
j = i 

and the norm of x, denoted by | |x| |, is defined as | |x| | = -\/x ĉ > 0. 

Note that if the octonionic norm is well-defined and xx = xx then O is a division 

algebra. Indeed, given 0 ^ 1 e O, ||x|| > 0 and x~l = ||x||~2x is the inverse of x as 

shown below. 
ry rr» rp •" rp rp 

1 JU Ju Ju JuJu -I 
xx = TT-TT? = T H T ? = * = TTTT? = x x (A. 18) 

IFII IFII IFII 

Hence, if xy = 0, then x = 0 or y = x~lxy = x~l0 = 0 and, thus, O ia a division 

algebra. Note that this approach requires that O be alternative. We will see later that the 

Cayley-Dickson process does not assume alternativity in O when showing that 0 is a 

division algebra. 
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A.4 Cayley-Dickson Process 

The Cayley-Dickson process for constructing families of algebras with conjugation ex­

plains why the complex numbers are commutative, but not real; the quaternions are 

associative, but not commutative; and the octonions are alternative, but not associative. 

It also explains why M, C, H, and O are division algebras, yet no division algebras ex­

tend the octonions. The Cayley-Dickson process mimics the construction of complex 

numbers as pairs of real numbers. 

Definition A.19. Let A be an algebra over R. Then A is said to be a ^-algebra if there 

exists a linear map called conjugation • : A —>• A (acting exponentially) such that 

x** = x, (xy)* = y*x*, for all x,y G A 

We call a -k-algebra A real if x* = x for all x G A, and nicely-normed if A is unital, 

x + x* is real, and x*x = xx* > Ofor all nonzero x 6 A. 

Note that both the real numbers M. and the complex numbers C are •-algebras under 

the usual complex conjugation x* i—> x for all x E C Both ^-algebras are nicely-normed 

since both have an identity and 

x + x* = x + x = 2Re(x) 6 R and x*x = xx* = xx = \x\2 > 0 

for all x G C Moreover, R is real since x* = x = x for all x G R; yet C is not real 

since i* = i = —i ̂  i and i e C . 
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Definition A.20. Let Abe a nicely-normed -k-algebra, and let x G A. The norm of x, 

denoted by \\x\\, is defined by \\x\\ = y/x*x > 0. 

Ifx 7̂  0, the inverse ofx, denoted by x_1, is defined by x~l = | \x\ \~2x*. 

From the above definitions, one verifies the following proposition. 

Proposition A.21. The norm and inverse as defined in Definition A.20 are well-defined. 

Proof. Since the •-algebra A is nicely-normed, x*x > 0 for all x G A, with equality if 

and only if x = 0. Thus, \/x*x > 0 exists and the norm is well-defined for all x G A. If 

x ^ 0, it follows that 

-*- I I I I 9 I I I 19 + 
-I JU JU JU I 1 K i / Jb JU 1 

x x 71 no 71 FT? 71 Tv> 71 iTo ' 
iFll \\X\\ \\X\\ \\X\\ 

where x and x* commute since A is nicely-normed. Therefore x^1 is the unique (two-

sided) inverse of x and well-defined for all non-zero x & A. • 

Corollary A.22. Let A be a nicely-normed -k-algebra. If A is alternative, then A is a 

division algebra. 

Proof. Let xy = 0 for some x, y G A, and suppose that x ^ 0. To prove that A is a 

division algebra, we must show that y = 0. Because A is alternative, by the Moufang 

identity of Lemma A.6, 

yx~l = l(yx~1) = (x~lx)(yx~1) = x~1(xy)x~1 = x"10x_1 = 0, 

where a;-1 = ||x||_2x* is well-defined by Proposition A.21. Hence yx~l = yWxW'^x* = 
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0 implies yx* = 0, which in turn implies xy* = (yx*)* = 0* = 0. Thus, 

x(y + y*) = xy + xy* = 0 + 0 = 0. (A.23) 

Since A is nicely-normed, t/ + j / * £ l ; but x ^ 0, so y + y* = 0 by Equation (A.23), or 

equivalently, y = y*. Therefore, again since A is alternative, 

- | |y | |2x = x(-yy*) = x(yy) = (xy)y = Oy = 0. (A.24) 

We conclude that \\y\\ = 0 which occurs if and only if y = 0. • 

Definition A.25. Let Abe a ^-algebra. The Cayley-Dickson extension of A, denoted by 

A', is the -k-algebra A x A satisfying 

• addition: (a, b) + (c, d) = (a + c, b + d) 

• scalar product: X(a,b) = (Xa,Xb) 

• multiplication: (a, 6)(c, d) = (ac — db*, a*d + cb) 

• conjugation: (a, &)* = (a*,—b) 

for all a,b,c,d € A and X £ R. 

Note that, up to isomorphism, R' = C, C = H, and H' = O. 

Clearly R' = C by setting (0,1) = i. Since R is real, x* = x for all x € R; hence, the 

relations for multiplication and conjugation in R' satisfy 

(a,b)(c,d) = (ac — db,ad + cb) and (a, b)* = (a, — b) 
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for all a, b, c, d E E where in C these satisfy 

(a + bi) (c + di) = (ac — db) + (ad + cb)i and a + bi = a — bi. 

Similarly, one verifies that, up to isomorphism, C = H and H' = O by considering the 

identifications 

i = (i,0), J = (0,1), and fc = (0 , - i ) 

for the quaternions, and 

h = (i,0), i2 = (j',0), i3 = (0,l), U = (k,0), 

h = (0, -j), i& = (0, k), and i7 = (0, -i) 

for the octonions. 

Theorem A.26. (Properties of Extensions). Let Abe a -k-algebra. Then 

(1) A' is never real (unless trivially A = 0). 

(2) A is real (and thus commutative) <̂> A' is commutative. 

(3) A is commutative and associative ^ A' is associative. 

(4) A is associative and nicely-normed <=> A' is alternative and nicely-normed. 

(5) A is nicely-normed <$$ A' is nicely-normed. 

Proof. For (1), choose be A such that b ̂  0. Then (0, b) G A'. But (0, bf = (0, -b) = 

- (0 , b) ^ (0, b). Thus, A' is not real. 

For (2), suppose first that A is real. Then A is also commutative. Hence, A' is 
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commutative, since for any (a, b), (c, d) G A 

(a, b)(c, d) = (ac — db*, a*d + cb) 

= (ca - bd*, d*a + be) 

= (c,d)(a,b). 

Conversely, suppose that A' is commutative and let a G A. Then (a*, 0) = (0, a) (0, —1) = 

(0, —1)(0, a) = (a, 0). Hence, a* = a for all a e A and A is real. 

For (3), suppose that A is commutative and associative and let (a, 6), (c, d), (e, / ) G 

A'. Then 

(o,6)[(c,d)(e,/)] 

= (a,b)(ce-fd\ c*f + ed) 

= (a[ce - fct] - [c*f + ed]b\ a*[c*f + ed] + [ce - fd*]b) 

= (ace - afd* - c*fb* - edb*, a*c*f + a*ed + ceb - fd*b) 

= (ace - db*e - fd*a - fb*c*, c*a*f - bd* f + ea*d + ecb) 

= ([ac - db*]e - f[a*d + cb]*, [ac - db*}* f + e[a*d + cb}) 

= (ac - db*, a*d + cb) (e, f) 

= [(a,b)(c,d)](e,f) 

which shows that A' is associative. Conversely, suppose that A' is associative and let 
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a,b,c G A. Then A is commutative since 

(0,ab) = (a*,0)(0,6) = [(0,a)(0,-l)](0,6) 

= (0,a)[(0,-l)(0,6)] = (0,a)(6,0) = (0,6a). 

Also A is associative since 

(a(bc), 0) = (a,0)(6c,0) = (a,0)[(6,0)(c,0)] 

= [(a,0)(6,0)](c,0) = (a6,0)(c,0) = ((a6)c,0). 

For (5), suppose that first A is nicely-normed. Let (a, 6) G A'. Then (a, 6) + (a, 6)* = 

(a, 6) + (a*, -6) = (a + a*, 0) G M. Also, if a ^ 0 or 6 ̂  0, then 

(a,6)(a,6)* = (a,6)(a*,-6) 

= (oo* + 66*, -a*6 + a*6) 

= (ao*, 0) = (aa*, 0) + (66*, 0) > 0 

= (a*a + 6*6, ab - ab) 

= (a*,-6)(a,6) = (a,6)*(a,6). 

Hence, A' is nicely-normed. Conversely, assume A' is nicely-normed and let a G A. 

Then a + a* = (a, 0) + (a*, 0) = (a, 0) + (a, 0)* G R. Similarly, if also a ^ 0, then 

aa* = (a, 0)(a*, 0) = (a, 0)(a, 0)* > 0 and a*a = (a*, 0)(a, 0) = (a, 0)*(a, 0). Thus, A 

is nicely-normed. 
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For (4), suppose first that A is associative and nicely-normed. Then A' is nicely-

normed by (5). It is also straightforward to check that A' is alternative. Conversely, now 

suppose that A' is alternative and nicely-normed. Then A is nicely-normed by (5). It 

remains to show that A is associative. For this, let a, b, c e A, then one verifies that 

a{bc) — {ab)c. • 

It follows from Theorem A.26 that: 

M is a real commutative associative nicely-normed ^-algebra => 

C is a commutative associative nicely-normed ^-algebra =» 

H is an associative nicely-normed ^-algebra => 

O is an alternative nicely-normed ^-algebra 

and therefore E, C, H, and O are division algebras. It also follows that the octonions are 

neither real, nor commutative, nor associative. 

A.5 Remarks 

Given any nonzero •-algebra A, the Cayley-Dickson extension A' is clearly a ^-algebra 

with twice the dimension of A. Hence, with the initial input A = K, the Cayley-Dickson 

extensions inductively yields a nested sequence of real division algebras with conju­

gation beginning with the 2-dimensional complex numbers, the 4-dimensional quater­

nions, and the 8-dimensional octonions. Yet, as illustrated by Theorem A.26, each 

extension loses a property of its predecessor: the complex numbers are not real, the 

quaternions are not commutative, the octonions are not associative, and the sedonions § 

are not alternative. The sedonions § are not a division algebra because they have zero-
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divisors. However, sedonions are power-associative and non-zero sedonions which are 

not zero-divisors have inverses. Therefore, only the first four algebras in the sequence 

R, C, H,Q, §,••• are division algebras. This fact is a special case of Theorem A.l. See 

[28] and [35] for further information and references on the sedonions. 
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PROOF OF COROLLARIES 4.108 AND 4.114 

In this appendix, we present the proof of Corollary 4.108. The proof of Corollary 4.114 

follows directly from the proof of Corollary 4.108. 

B.l Proof of Corollary 4.108 

Define the octonions a+, o_, b+, and &_ as 

1 1 

1 1 
b+ = - [(sio + Soi)*oo] «oo; &- = r [(sio - soi)^oo] «oo-
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Recall that for an octonion x, TTJ (X) denotes the projection of the octonion x onto the 

subspace of O spanned by the vector basis element ij, where we set io = 1. Now let 

o = y/n%{a+) + ^(a.) • 1 + ^/TT? (a+) + 7r?(a_) • ix (B.l) 

+ \jAiK) + ""KM • k + \Al(a+) + 7r|(a_) • iz 

+ ^7rl(6+)+7r2(6_) • u + v/7r|(6+) + 7ri(6_) • i5 

+ \l^l(K) + ^(b-) • i6 + y/rf(a+) + 7r?(a_) • i7, 

or in compact form 

o= Yl y/tf(a+) + tf(a-) ij + £ ^(6+) + *£(&_) ik (B.2) 
i=0,l,3,7 fc=2,4,5,6 

Then Theorem 4.32 says that if players one, two, and three employ the pure quantum 

strategies represented by the unit octonions s, t, and u, respectively, then the payoff to 

the players is given by 

7 

GQ-(s,t,u) = Yy^WX^Zjl (B.3) 
3=0 

where o is the octonion given in (B. 1) and Xj,Yj, Zj are taken from the tables of Figure 

4.1. Now Corollary 4.108 says that if the strategic profile (s, t, u) is of the form (s0 + 

siii + sziz + s&t, it, im),{ik, ô + M i + ^ 5 + ^ 6 , im),or(ik, ih u0 + Uiii + u2H + 

w3i7), where k = 0,1,2,4;/ = 0,1,4,5; m = 0,1,3,7, then the payoff to the players is 
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given by 
7 

GQi(s,t,u) = Y^MWutfiXj^Zj), (B.4) 
3=0 

or equivalently 

M°)]2 = M(**)«)]2 (B-5) 

for all j = 0,1, • • • ,7. Therefore, proving Corollary 4.108 amounts to establishing the 

equality (B.5) for all j = 0,1, • • • , 7. For this, we need to consider three cases and for 

each case, 16 sub-cases. We go over Case 1, the others follow symmetrically. 

Case 1: Suppose player one employs the pure quantum strategy represented by the unit 

octonion s = s0o = s0 + s\ii + s2i2 + s3i4 and players two and three employ pure 

quantum strategies represented by unit octonions of the form t = t00 = ih I = 0,1,5,6 

and u = woo = im, vn = 0,1, 3, 7, respectively. Then s10 = — s0 + s\i\ + s2i2 + «3̂ 4 

and s0i = *o — si«i + s2i2 + 33̂ 4 which imply in turn that a+ = [(s2i2 + s^i^)ii]im and 

a_ = [(-so + siii)ii]im. 

Sub-case 1 : ^ = 1 and im = l. Then i10 = —1 and w0i = 1. Hence 

a+ = [(s2i2 + s 3 i 4 ) ( - l ) ] l = -s2i2 - S3«4 

a- = [(-s0 + s 1 i 1)(- l ) ] l = s0- sih 

b+ = [(s2i2 + S3*4)l]l = s2i2 + s — 3i4 

b- — [ ( -s 0 + siii)l]l = - s 0 + sxi\ 

So 
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and 

(st)u = s0 • 1 + si • ii + s2 • i2 + s3 • i4. 

Therefore, [^(o)]2 = [nj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 2 : ^ = 1 and im = i\. Then tw = — 1 and tt0i = —ii. Hence 

a+ = [(s2i2 + S3«4)(-l)](-«i) = S2U ~ s3i2 

a_ = [ ( -s 0 + s i i i ) ( - l ) ] ( -*i) = - so«i - si 

6+ = [(s2i2 + S3U)l]ii = -S2Z4 + S3«2 

b- = [(-So + 5iii)l]ii = - s 0 i i - si 

So 

and 

(st)« = (sl)ii = - s i • 1 + s0 • i\ + s3 • i2 - s2 • u-

Therefore, [^(o)]2 = [irj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 3 : ^ = 1 and im = i3. Then tw = — 1 and M01 = i3. Hence 

a+ = [(s2i2 + s3u)(-l)]i3 = -s2i5 + s3i6 

a_ = [ ( -s 0 + siii)(-l)]i3 = s0i3 - sii7 

b+ = [(s2i2 + s3i4)l]z3 = s2i5 - s3z6 

6_ = [ ( - s 0 + siii)l]i3 = -s0i3 + sxi7 
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So 

0 = V sl • h + v4 • *5 + v 4 • ie + V si • i7 

and 

(st)u = (sl)i3 = s0 • i3 + s2 • ii - s3 • i2 - sx • i7. 

Therefore, [^(o)]2 = [Kj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 4 : ii = 1 and im = i7. Then t10 = — 1 and u0i = 27. Hence 

a+ = [(s2i2 + s3U)(-l)]i7 = s2i6 + s3i5 

a- = [(so + siii)(-l)]i7 = s0i7 + sii3 

b+ = [(s2i2 + s3i4)l]i7 = s2i6 - s3i5 

b- = [{-s0 + siii)l]i7 = -s0i7 - sii3 

So 

0 = \l 4 • *3 + V sl • 15 + V Sl • i6 + V SQ • «7 

and 

(st)tt = (sl)i7 = - s i • h - s3 • i5 - s2 • i6 - s0 • i7. 

Therefore, [^(o)]2 = [ffj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 
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Sub-case 5 : %% = %\ and im = 1. Then ti0 = i\ and it0i = 1. Hence 

a+ = [(s2i2 + szu)ii]l — -s2i4 + s3i2 

o_ = [ ( - s 0 + s i i i ) i i ] l = - s 0 i i - s1 

b+ = [{s2i2 + S3u)ii]l = -s2i4 + s3i2 

b- = [ ( - s 0 + s i i i ) i i ] l = - s 0 «i - sx 

So 

0-Jo2 

and 

0 = V Sl ' * + VS0 ' *1 + V S3 ' 2̂ + V/S2 ' *4 

(S£)M = (s i i ) l = —si • 1 + s0 • i\ + s3 • i2 - s2 • i7. 

Therefore, [^(o)]2 = [irj((st)u)]2 for all j = 0 ,1 , • • • ,7 as was to be shown. 

Sub-case 6 : %i = i\ and im = ix. Then t10 = ii and it0i = —ii- Hence 

a+ = {{s2i2 + s 3z 4 ) i i ] ( - i i ) = [ -s 2 i 4 + S3«2](-«i) = «2«2 + s3i4 

a- = [ ( -so + s i i i ) i i ] ( - i i ) = [~s0ii - «i](-*i) = -«o + si«i 

b+ = [(s2^2 + s3z4)ii]ii = [s2i4 + S3*2]ii = s2i2 - s3i4 

b- = [ ( - s 0 + si i i) i i] i i = [ - s 0 n - Si]ix = s0 - Si«i 

So 

O = WS^ • 1 + Js( • Zi + A/S2 • *2 + V S3 • U 
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and 

(st)u = (sii)ii = [-si + s0ii + s3i2 - s2U]ii = s 0 • 1 - sx • i\ - s2 • i2 - s3 • U 

Therefore, [^(o)]2 = [nj((st)u)}2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 7: i[ = ii and im = i3. Then t\0 = ii and w0i = 13. Hence 

a+ = [(s2i2 + S3*4)*i](-«i) = [~s2u + s3i2]i3 = s3i5 + s2i6 

a- = [(-so + sii i)i i](-i i) = [s0ii - si]i3 = - s i i 3 - s0i7 

fe+ = [(s2i2 + s3U)ii]ii = [-s2iA + s3i2]i3 = s3i5 + s2i6 

b- = [(-so + siii)ii]ii = [-s0ii - si]i3 = -s±i3 - s0i7 

So 

0= \/s2
1-i3 + J si • i5 + Js2

2 • i6 + Js2, • i7 

and 

{st)u = (sii)i3 = [-Si + s0ii + s3i2 - s2i4]i3 = -Si • 13 + s3 • i5 + s2 • i5 +s0 • i7 

Therefore, [^(o)]2 = [nj({st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 
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Sub-case 8: it = ii and im = i7. Then tw = i\ and «oi = h- Hence 

a+ = [(s2i2 + s3U)ii]i7 = [-s2i4 + s3i2]i7 = s2i5 - s3i6 

a- = [(-so + siii)ii]i7 = [s0ii - Si]i7 = +s0i3 - s±i7 

b+ = [(s2i2 + sziA)ii]i7 = [-s2iA + s3i2]i7 = s2i5 - s3i6 

b- = [ ( -s 0 + siii)ii]i7 = [-s0ii - Si]i7 = sQi3 - Sii7 

So 

0 = V so " 3̂ + ys2 • i5 + J si • i6 + \J s\ • i7 

and 

{st)u = (sii)i7 = [-si + s0ii + s3i2 - s2iA]i7 = - s 0 • i3 + s2 • k - s3 • i6 - s± • i7 

Therefore, [^(o)]2 = [xj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 9: it = i5 and im = 1. Then tw = i5 and «0i = 1- Hence 

a+ = [(s2i2 + s3i4)i5]l = -s2i3 + s3i7 

a_ = [ ( -s 0 + siii)i5]l = - s 0 i 5 + sii6 

6+ = \{s2i2 + s3i4)i5]l = -s2i3 + s3i7 

b- = [ ( - s 0 + siii)i5]l = -s0i5 + sxi& 

So 

0 = \/4 • h + \ 4 • «5 + \ s\ • iQ + A / S | • i7 
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and 

(st)u = (si5)l = - s 2 • t3 - s0 • i5 + si • i6 + s3 • i7 

Therefore, [^(o)]2 = [nj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 10: i\ = i5 and im — i\. Then t10 = is and w0i =
 — *i- Hence 

a+ = [(s2i2 + s3U)i5](-ii) = [~s2i3 + s3i7](-ii) = s3i3 - s2i7 

a_ = [ ( -s 0 + Siii)i5](-ii) = [s0i5 + siie](-ii) = Sii5 - s0i6 

b+ = [(s2i2 + s^i^h = [~s2i3 + s3i7]ii = s3i3 + s2i7 

b- = [(-so + siii)i5]ii = [s0i5 + sii6]«i = <M5 + s0i6 

So 

St • «3 + V S 1 ' *5 + \ /So • «6 + V 4 • l7 

and 

(st)u = (si5)ii = [s2i3 + sQi5 + sii6 + s3i7)ix = s3 • i3 + si • i5 - s0 • i6 + s2 • i7 

Therefore, [^(o)]2 = [7Tj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 
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Sub-case 11: ii = i5 and im = i3. Then txo = i5 and uox = ^3. Hence 

a+ = [(s2i2 + s3U)i5]i3 = [s2i3 + s3i7}i3 = s2 - s3ix 

a- = [ ( - s 0 + sxix)i5]i3 = [s0i5 + sxi6]i3 = sxi4 + s0i2 

b+ = {{s2i2 + s3U)i5]i3 = [s2i3 + s3i7]i3 = -s2 - s3ii 

b- = [(-So + SXiX)i5]i3 = [-S0^5 + Sli6]^3 = Sii4 + S0i2 

So 

O = JS2 - 1 -L - / - 2 

and 

o = Y/SJ • 1 + WSg • ix + WSQ • i2 + \ s{ • z4 

(st)it = (si5)i3 = [-s2i3 + s0i5 + sxi6 + s3i7]i3 = - s 2 • 1 - s3 • ^ - s0 • i2 + Si • i4 

Therefore, [^-(o)]2 = [^((s^u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 12: it = z5 and im = i7. Then txo = i5 and u0i = h- Hence 

a+ = {(s2i2 + s3n)i5]i7 = [-s2i3 + s3i7]i7 = -s3 - s2ix 

a- = [ ( -s 0 + sxix)i5]i7 = [-s0i5 + s i i 6]^ = Sii2 - s0i4 

b+ = [{s2i2 + s3u)i5]i7 = [s2i3 + s3i7]i7 = - s 3 - s2ix 

b- = [ ( -s 0 + sxix)i5]i7 = [-s0i5 + sxio\i7 = sxi2 - s0n 

So 

o = \jsi • 1 + \/si, • ix + \/s{ • i2 + y sg • iA 
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and 

(st)u = (si5)i7 = [-s2i3 + s0i5 + Sii6 + s3i7]i7 = -s3 • 1 - s2 • h + s1 • i2 + s0 • U 

Therefore, [7r,-(o)]2 = [iVj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 13: it = ie and im = 1. Then t10 = i% and «0i = 1- Hence 

a+ = [(s2i2 + 53̂ 4)̂ 6] 1 = s3i3 + s2i7 

a_ = [ ( -s 0 + siii)ie]l = -sii5 - s0i6 

b+ = [(s2i2 + s3u)i6]l = s3i3 + s2i7 

b- = [ ( -s 0 + sii^ie]! = -s^ - s0i6 

So 

0 = \lsl • «3 + \ 4 • i5 + \ I si • i6 + Js2, • i7 

and 

(st)u = (si6)l = [s0 + siZi + s2i2 + s3i4]i& = s3 • i3 - sx • i5 + s0 • i& + s2 • i7 

Therefore, [^(o)]2 = [irj((st)u)}2 for all j = 0,1, • • • ,7 as was to be shown. 
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Sub-case 14: %i = i6 and im = ix. Then tw = i6 and w0i = —i\. Hence 

a+ = [(s2i2 + S3n)i6](-ii) = [s3i3 + s2i7](-ii) = -s2i3 + s3i7 

a- = [(-so + sii i)i6](-ii) = [-sii5 - s0ie](-ii) = s0i5 - sxi& 

b+ = [(s2i2 + s3U)ie]ii = [s3i3 + s2i7]ii = s2i3 - s3i7 

b- = [{-s0 + siii)i&]ii = [siis - s0ie]«i = -s0i5 + Sii6 

So 

0 — . / Q 2 

and 

S2 "?3 + VS0 ' ? 5 + V S 1 ' ? 6 + V S 3 'Z7 

(st)u = (si6)ii = [(s0 + siii + s2i2 + s3i4)i6]ii = s2 • «3 + s0 • ih + sx • i6 - s3 • i7 

Therefore, [^(o)]2 = [irj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 15: it = i6 and im = i3. Then t i0 = i& and w0i = «3. Hence 

a+ = [(s2i2 + s3i4)i6]i3 = [s3i3 + s2i7}i3 = - s 3 - s2«i 

o_ = [(-s 0 + siii)i%)i3 = [-sii5 - s0i6]i3 = sxi2 - s0i± 

b+ = [(s2i2 + s3i4)i6]i3 = [s3i3 + s2i7}i3 = - s 3 - s2h 

b- = [ ( -s 0 + siii)i6]i3 = [-sxi5 - s0i6]i3 = s±i2 - s0U 

So 

O = yjsi • 1 + yj8$ • h + \f s( • l2 + \/S$ ' «4 
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and 

(st)u = (si6)i3 = [(s0 + M i + s2i2 + s3i4)i§]i3 = -s3 • 1 - s2 • h + sx • i2 + s0 • i4 

Therefore, [^(o)]2 = [iTj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Sub-case 16: it = ie and im = i7. Then tw = ie and uox = i7. Hence 

a+ = [(s2i2 + s3i4)i&]i7 = [s3i3 + s2i7}i7 = -s2 + s3ix 

a- = [ ( -s 0 + sxix)i6]i7 = [-sxi5 - s0i6}i7 = -s0i2 - sxi4 

b+ = [(s2i2 + s3i4)i6]i7 = [s3i3 + s2i7]i7 = -s2 + s3ix 

b- = [(so + sxix)i6]i7 = [sii5 - s0i6]i7 = -s0i2 - sxi4 

So 

o = \ si, • 1 + \ s2
3 • ii + \ s2

0 • i2 + \ s{ • U 

and 

(st)u = (si6)i7 = [(s0 + Siii + s2i2 + s3i4)i6]i7 = -s2 • 1 + s3 • ix + s0 • i2 - sx • i4 

Therefore, [7Tj(o)]2 = [Kj((st)u)]2 for all j = 0,1, • • • ,7 as was to be shown. 

Case 2: Suppose player one employs a pure quantum strategy represented by s = s00 = 

ik, k = 0,1,2,4, player two employs a pure quantum strategy represented by the unit 

octonion t = t00 = t0 + Mi + hh + t3ie, and player three employs a unit octonion 

represented by u = u00 = im, m = 0,1,3,7. Then one verifies that [^(o)]2 = 
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[njds^u)}2 for all j = 0,1, •• • ,7. 

Case 3: Similarly, suppose player one employs a pure quantum strategy represented by 

s = s00 = ik, k = 0,1, 2,4, player two employs a pure quantum strategy represented 

by t = too = k-, I = 0,1, i$, i%, and player three employs a unit octonion represented by 

u = woo = Wo + Uiix + uiij, + u^i-j. Then one verifies that (7rj(o)]2 = [ftj((st)u)]2 for 

al l j = 0 , l , - - - , 7 . 

This concludes the proof of Corollary 4.108. 

B.2 Proof of Corollary 4.114 

The result obtained in Case 1 holds for all unit octonion s = s0 + siii + s2i2 + ssi4 

and in particular when s = ik, k = 0,1,2,4. Similarly, the result of Case 2 holds for 

all unit octonions t = t0 + tii1 + £2i4 + t3i4 and in particular for t = %i, I = 0,1,4, 5. 

Also, the result of Case 3 holds for all unit octonions u = u0 + uiii + U^H + u3i7 and 

in particular for u = im, m = 0,1,3, 7. This concludes the proof of Corollary 4.114. 
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PROBABILITY MEASURE AND FUBINI'S THEOREM 

Much of the material below is taken from [37]. 

C.l Algebras 

Union, intersection, and complementation are the three basic operations in set theory. A 

nonempty collection of sets closed under these operations is called an algebra of sets. 

More formally 

Definition C.l. Let Q be a set. A nonempty collection Ao of subsets ofQ is called an 

algebra if the following two conditions are satisfied: 

(a) A G Ao implies Ac G Ao. 

(b) A,B £ Ao implies A U B G Ao-

It is straightforward to check the following facts: 

• It follows from Definition C.l that an algebra is necessarily closed under intersec­

tion, that is, if *40 is an algebra and A,B G Ao, then AD B £ Ao. 

• An algebra is closed under finite unions and intersections, that is, if Ao is an 

algebra and Ak G A0 for k = 1, 2, • • • , n, then \Jl=1 Ak G A0 and p|£=1 Ak G 
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A0. 

• A nonempty collection of subsets of Q is an algebra if it is closed under comple­

mentation and intersection. 

Let 0 be a nonempty set. Then one verifies that each of the following is an algebra of 

subsets of fi: 

(1) the power set, V{Q), that is, the set of all subsets of D,; 

(2) the trivial algebra, {0, Q}; and 

(3) {0, A, Ac, ft}, where A is a nonempty proper subset of Q. 

It is useful to know that given a collection of subsets, there is a smallest algebra 

containing the collection. The smallest algebra containing a collection C of subsets of 0 

is called the algebra generated by C and is denoted Ao(C). 

C.2 cr-Algebras 

As we have seen, an algebra of sets is closed under finite unions (and intersections). It is 

useful to consider a stronger condition, namely, closure under countably-infinite unions 

(and intersections). 

Definition C.2. Let O be a set. A nonempty collection A of subsets of fl is called a 

a-algebra if the following two conditions are satisfied: 

(a) A e A implies Ac e A 

(b) {An}n c A implies \Jn An e A 

Directly from Definition C.2, we note that any a-algebra is an algebra. However, the 

converse is not true. 
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C.3 Probability Measure 

We begin by considering the general concept of measure. 

Definition C.3 Let Vibe a set and A a a-algebra of subsets of ft. A measure, fi, on A is 

an extended real-valued function satisfying the following conditions: 

(a)p(A) >OforallAeA 

(b) M0) = 0. 

(c)IfAi,A2,--- are in A, with Ai fl Aj = 0/br % ^ j , then 

vlijAi) = ^p(An). 
\ n J n 

The pair (Q, A) is called a measurable space and the triple (0, A, p) is called a mea­

sure space. 

The members of a er-algebra A are often referred to as A -measurable sets. 

A measure space, (f2, A, p), is called a a-finite measure space if there is a sequence, 

{An}n , of ^.-measurable sets such that UnAn = 0 and p(An) < oo for each n. 

Suppose that (f2, A, p) is a measure space. If p(Q) = 1, then (f2, A, p) is called a 

probability space and /i a probability measure. 

As an example, consider the experiment of tossing a coin twice. The set of possible 

outcomes for that experiment is Vt = {HH, HT, TH, TT}, where, for instance, HT de­

notes the outcome of a head on the first toss and a tail on the second toss. Set A = V(Q) 

and, for E e A, define p(E) = \E\/4 where \E\ denotes the number of elements of E. 

Then (f2, A, p) is a probability space. Note that this is the appropriate measure space to 
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use when the coin is equally likely to come up heads or tails. To illustrate, the probability 

of getting at least one head in two tosses of a balanced coin is p({HH, HT, TH}) = | . 

We recall the concept of measurability for real-valued functions on an abstract space. 

Definition C.4. Let (fi,*4) be a measurable space. A real-valued function f on 0 is 

said to be an A -measurable function « / / _ 1 (0) € Afar all open sets O c t . 

C.4 Fubini's Theorem 

We consider the iteration of integrals for complex-valued measurable functions. To 

ensure the existence of the integrals involved, an integrability condition is imposed. 

Theorem C.5. (Fubini's Theorem) 

Suppose that (Q,i,Ai,pi) and (^2:^2,1^2) are o-finite measure spaces. Let f be a 

complex-valued Ai x A2-measurable function on Qi x Q2 such that f E Cl{n\ x /i2), 

i.e. at least one of the quantities, 

(*) / \f{x,y)\d{ni x p2)(x,y), 
JQ1XQ2 

'M) / / \f(x,y)\dMy) 

Hi) / / \f(x,y)\dni{x) 
Jn.1 L JQI 

djJL\{x) 

dn2{y) 
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is finite. Then 

/ f{x,y)d(fi1xn2)(x,y)= / f(x,y)dn2{y) 

f(x,y)dfii(x) 

dfj,i(x) 

dtoiy). 

Note that Fubini's Theorem generalizes to n-dimensional product spaces. For example, 

if n = 3 and / e CX{IAI X /J,2 X / I 3 ) , then 

/ f(x,y,z)d(nix [12* fJ>3)(x,y,z) = / / f(x,y,z)d(fii2x fii: 

for each permutation, ii,i2, h, of 1, 2, 3. 

For further information on measures, the reader is referred to [50]. 

dnix. 
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