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Abstract 

 

Buildings are critical environments governing our collective exposure to air 

pollution and energy consumption. While there exist concerns regarding increases in 

building energy consumption due to indoor air interventions, improvements to the quality 

of air indoors can improve health, comfort, and productivity. Air cleaning technologies that 

can improve indoor air quality with minimal energy consumption have become ever more 

important. These technologies are utilized at various scales; from passive removal of 

pollutants in the air entering the indoor environment to active cleaning of air within the 

breathing zone. To better understand the effectiveness of active and passive ozone 

mitigation technologies at the building scale, a field campaign, chamber experiments, and 

a multi-zone mass balance model are used. Field measurements of ozone removal, CO2 

exchange, and evapotranspiration (ET) were conducted on a rooftop above a big-box retail 

store housing a green roof and standard rooftop. Rooftop vegetation and substrate material 

were collected from the field site and evaluated in chamber experiments to better 

understand the uptake potential of rooftop surfaces. HVAC filter samples were also 

collected to understand the ozone removal potential and secondary VOC formation on 

green and standard filtration mediums. Finally, a multi-zone model is built to evaluate the 

effectiveness of various mitigation techniques on breathing zone concentrations and ozone 

exposure fractions.  

Ozone removal estimates to rooftop surfaces were found to be modest; if uptake at 

the rooftop is idealized, removal is transport limited and the overall impact to occupants 
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indoors is near negligible. On HVAC filters studied, ozone removal ranged between 3.5 % 

± 2.8 % to 14 % ± 2.8 %; subsequent modeling suggests that further increases in removal 

efficiencies to HVAC filters can substantially impact indoor concentrations, but the 

realized effectiveness is also dependent on HVAC duty cycle and run-time. Ozone removal 

to HVAC filters may also form secondary compounds; ozonolysis reaction products were 

measured downstream of loaded filters. Finally, this work shows that ozone removal 

methods applied at the room-scale must compete with other sinks in the indoor 

environment, where removal rates necessary to reach a threshold 50 % minimum 

effectiveness may be unrealistic for room-scale air cleaning technologies. Breathing zone 

air cleaning shows potential; clean air delivery rates necessary for effective breathing zone 

air cleaning are two orders of magnitude smaller than the room air cleaners but air cleaning 

technology applied at this scale still needs development. 
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1. Introduction 

1.1. Problem statement 

Globally, 3.8 million people a year die prematurely due to illnesses attributed to 

household air pollution.1 In the US, residents spend roughly 87% of their time inside 

buildings.2,3 The dominant amount of time spent in indoor environments means the health 

impact of air pollutants may result from indoor, rather than outdoor exposure.4–11 The air 

inside buildings is composed of a mix of compounds; including gases, such as ozone, 

carbon monoxide, and radon; volatile organic compounds (VOCs) like formaldehyde and 

benzene, as well as particulate matter, bacteria, bioaerosols, virus-laden aerosols, and 

degradation products of phthalate esters and brominated flame-retardants.4,12,13 Sources of 

these indoor contaminants can be from outdoor origin, through infiltration and 

natural/mechanical ventilation systems, or of indoor origin, such as indoor combustion 

sources, building materials, and indoor human activity.  

Health effects associated with pollutants in the indoor environment have been well 

studied and range from acute to chronic effects. A variety of respiratory diseases, such as 

acute respiratory infection, asthma, tuberculosis, and respiratory tract cancer have been 

associated with the indoor burning of biomass, a common method for cooking and 

generating heat in many rural areas.14,15 In developed nations, there has been a recent trend 

in weatherization and sealing to reduce building energy load, which can be upwards of 

40% of national energy demand, that creates ‘tighter’ buildings.16 This effectively reduces 

fresh air movement into and out of the indoor environment leading to the accumulation of 
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pollutants from indoor emission sources. Also, recent changes to building construction 

materials and consumer products have introduced or changed the emission profiles for 

many indoor pollutants that occupants are exposed to.12 As Americans spend roughly 22 

hours a day indoors, susceptible occupants are at greater risk from chronic low-level 

exposure to indoor pollutants. Chronic exposure to indoor pathogens and pollutants can 

lead to headache, fatigue, dizziness, nausea, respiratory irritation and infections, asthma 

and allergy, alveolitis, chronic bronchitis, as well as more toxic outcomes such as severe 

acute respiratory disease and cancer.4,13,15,17  

The focus of this work is ozone, a gaseous molecule composed of three oxygen 

atoms. In the troposphere, ozone is attributable to several sources, including the 

stratospheric-tropospheric exchange, but it is predominately a secondary pollutant formed 

through a photochemical reaction process that involves biogenic methane emissions or 

reactive hydrocarbons, nitrogen dioxide (NO2), and sunlight.18–21 Exposure to tropospheric 

ozone mostly occurs via inhalation although there may be reactions of ozone with human 

skin lipids that can be sources of  detrimental compounds that can be inhaled.22 Short term 

inhalation of elevated ozone (anywhere between 5 minutes to 6.6 hours) has been linked 

with respiratory symptoms such as throat irritation, chest discomfort, increased cough; 

increased airway reactivity, permeability, and inflammation, and general pulmonary 

function decrements.21    

Indoor sources of ozone stem from office equipment such as computers, photocopy 

machines, and laser printers as well as electrostatic air cleaners that require high voltages 
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and may produce ozone when air cleaning.23–26 While there exists the potential for indoor 

ozone formation, indoor ozone is largely of outdoor origin and indoor ozone concentrations 

are usually lower than outdoor levels, between 20 – 80% of typical outdoor 

concentrations.27–30 But as residents spend roughly 90% of their time indoors, indoor 

exposure to ozone can account for 45–75% of total daily exposure.31 As ozone is brought 

indoors, it readily reacts with unsaturated compounds present on indoor surfaces and indoor 

air, potentially producing harmful byproducts, such as some VOCs and secondary organic 

aerosols (SOA).32–36 Gas-phase reactions must compete with air exchange in the indoor 

environment, but roughly 10-50% of the ozone consumed by surface reactions produces a 

measurable gas-phase product in a typical home and reaction products will likely be in the 

‘tens-of-parts-per-billion’ levels during high ozone days.29,37,38  

A wide body of literature has quantified indoor ozone surface-reaction rates for 

squalene, a major component of human skin sebum; terpenes, a compound found in 

numerous cleaning and consumer products, and other compounds sorbed to indoor surfaces 

including HVAC systems, building materials, furnishings, and appliances.39–67 Health 

effects associated with indoor oxidation byproducts have also been extensively 

studied.4,27,68,69 Terpene/isoprene-ozone oxidation byproducts have been shown to cause 

sensory and airway irritation, reduced respiratory function, symptoms of sick building 

syndrome, and general pulmonary effects.43,70–72 Formaldehyde, a potential byproduct of 

ozone-terpene reactions, is known to cause acute poisoning, irritation, and other 

immunotoxin effects.73–78 Ultrafine particles (UFPs), which can be formed from surface 

and gas-phase ozonolysis, can induce coughs, worsen asthma, generate ischemic 
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cardiovascular disease, hypertension, and have also been linked to diabetes and 

cancer.35,36,79–83  

In summary, indoor ozone can have acute and chronic effects on human health, and 

reductions in ozone levels indoors can reduce the detrimental health effects associated with 

ozone and its reaction products, therefore, technologies that focus on ozone removal, before 

entering or within the indoor environment, are imperative to human health, comfort and 

productivity.4,21,84–86  

1.2. Research objectives 

Buildings are critical environments governing our collective exposure to air 

pollution and energy consumption.4,15,16,86–88 While there exist legitimate concerns 

regarding increases in building energy consumption due to indoor air interventions, 

improvements to the quality of air indoors can improve health, comfort, and 

productivity.4,86,89–93 Air cleaning technologies that can improve indoor air quality with 

minimal energy consumption have become ever more important. These are utilized at 

various scales and with differing necessary input; in this work, an important distinction is 

that of passive removal, removal mechanisms that require no added energy outside of 

normal building operations, and active removal, removal mechanisms that require non-

trivial energy.94 

Currently, there remains a gap in our understanding of the effectiveness of different 

active and passive air cleaning technologies at scale in terms of ozone removal and 
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byproduct formation. The proposed research aims to fill this gap through four research 

goals that evaluate air cleaning strategies for reducing breathing zone concentrations of 

ozone:  

Research Aim 1: Economical methods of pollutant deposition measurements at the rooftop 

scale and local-scale CO2 exchange and evapotranspiration between urban green and 

hard surfaces 

 Specific questions:  

1) Utilizing CO2 and H2O gradient methods, can we determine the feasibility of 

pollutant deposition measurements to rooftops using the atmospheric gradient 

method and the modified Bowen ratio method? 

2) Can urban greenery be used as a sink for urban CO2 emissions and impact 

evapotranspiration (ET) within the urban biosphere? 

Research Aim 2: The potential for rooftops to passively remove ozone prior to entering the 

indoor environment 

 Specific questions:  

1) What are green roof surface resistances for ozone and how do they vary based 

on environmental conditions? 

2) How does ozone removal to green roofs compare with other rooftop types and 

building materials? 
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Research Aim 3: Impact of rooftops on air handler filter loadings, filter ozone removal, 

and secondary emissions  

Specific questions:  

1) Do filter loadings from local rooftops impact ozone removal? 

2) How does the presence of ozone impact VOC emissions from filters? 

Research Aim 4: Effectiveness of cleaning and ventilation technology to exposure of ozone 

 Specific questions:  

1) What are the modeled impacts of active and passive air cleaning methods on 

ozone inhalation intake fraction? 

2) What are threshold ozone removal values necessary for various air cleaning 

methods to be impactful to breathing zone ozone concentrations? 

Currently, there is limited empirical data on ozone removal to green roofs, a 

proposed passive mitigation technique, as compared to standard rooftop surfaces. Also 

unexplored is the impact of green roofs versus standard rooftops to rooftop ventilation units 

in terms of filter loading, ozone–filter reaction byproduct formation, and the effectiveness 

of these passive mitigation techniques relative to active mitigation techniques. This 

research is focused on providing experimental data on the impacts of passive, outdoor 

ozone mitigation to the indoor environment, exploring the potential for secondary impacts 

due to ozone removal, and analyzing the effectiveness of mitigation technologies in 

improving the quality of inhaled air through values taken from field measurements and 

literature.  
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2. Background 

2.1. Sources of ground-level ozone and transport to indoor environments 

As mentioned in section 1.1, while indoor ozone sources exist, they are relatively 

uncommon compared to the ubiquity of ozone of outdoor origin which impacts every 

building. Ozone in the troposphere is formed through a photochemical process that utilizes 

hydrocarbons, nitrogen dioxide (NO2), and sunlight.18–21 Sources of hydrocarbons and 

NOx, whose constituents are nitrogen oxide (NO) and NO2, in the troposphere are largely 

from industrial and fossil fuel emissions such as motor vehicle emissions.18,19 Transport to 

the indoor environment occurs either via infiltration of the building envelope or natural 

and/or mechanical ventilation.  

2.1.1. Infiltration 

In most buildings, outdoor ozone is brought into the indoor environment through 

infiltration in cracks and other unintentional openings in the building envelope. Many 

buildings are not equipped with mechanical ventilation systems and when doors/windows 

are closed during heating and cooling seasons, air exchange between the indoor and 

outdoor environment occurs through uncontrolled cracks and leaks in the building 

envelope. This exchange is called infiltration and is one pathway in which indoor 

occupants can be exposed to pollutants of outdoor origin, such as ozone.  

Infiltration pathways to the indoor environment are narrow and tortuous, and a 

portion of outdoor ozone can interact with building materials before entering the indoor 

space, quantified using a metric known as the ozone penetration factor.95,96 Liu and 
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Nazaroff (2001) modeled ozone penetration factors based on crack geometries and surface 

reaction probabilities. They found that the relationship between ozone penetration and 

reaction probabilities can be divided into three regimes: if the reaction probability is γ  > 

~10-3, ozone penetration is small and independent of reaction probability and ozone uptake 

is mass-transport limited; if the reaction probability is ~10-5 < γ < ~10-3, ozone penetration 

varies with reaction probabilities and surface uptake, and gas-phase mass transfer 

contributes to ozone penetration; finally if the reaction probability is γ < ~10-5, ozone 

penetration is large and surface uptake is dependent on surface kinetics.95 Stephens et al. 

(2012) studied ozone penetration factors for 7 single-family homes and one unoccupied 

test house and discovered the mean penetration factor of the 8 homes to be 0.79 ± 0.13 with 

higher penetration in exterior painted wood cladding and with longer cracks in the 

envelopes and lower penetration in newer homes.97 While infiltration is one method of 

ozone transport to the indoor environment, mechanical and natural ventilation are more 

direct pathways for ozone to enter the indoor environment: Lai et al. (2015) studied the 

impact of infiltration and ventilation on indoor-to-outdoor ozone ratios and found indoor-

to-outdoor ozone ratios were lower for infiltration, 0.09, than for mechanical ventilation, 

0.19, and natural ventilation, 0.47.96 

2.1.2. Mechanical and natural ventilation 

Mechanical and natural ventilation are common pathways in which outdoor ozone 

can enter the indoor environment. Mechanical ventilation is the movement of air between 

the indoor and outdoor environments through four general methods that require non-trivial 
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energy: exhaust, supply, balanced, and energy recovery. Exhaust ventilation systems work 

by depressurizing the indoor environment through exhausting air from the indoors and 

pulling make-up air from the outside through doors, windows, and large openings as well 

as leaks and cracks in the building enclosure. Supply ventilation uses a fan to pressurize 

the building and force air outside the building through leaks, cracks, and larger openings. 

Balanced ventilation systems introduce and exhaust air in approximately equal quantities, 

neither pressurizing nor depressurizing the indoor environment. Finally, energy recovery 

ventilation systems are like balanced systems but provide fresh air to the indoor 

environment while minimizing energy losses. They reduce the heating and cooling costs 

by transferring heat between the indoor and outdoor air during the ventilation process.  

Mechanical ventilation is generally applied in four different methods to impact 

indoor pollutant concentrations: mixing ventilation, displacement ventilation, personalized 

ventilation, and a hybrid air distribution system. Mixing ventilation supplies the room with 

fresh air at high flow rates from the upper parts of the room.98 Displacement ventilation 

distributes cool air at a low velocity near the floor to create an upward draft due to thermal 

plumes in various parts of the room.98 Personal ventilation provides fresh air directly to 

occupants breathing zone at the ‘personal scale’, such as at office desks or hospital beds, 

where the inhaled air may not be contaminated with pollutants from the room.98,99 Hybrid 

distribution systems combine mixing ventilation and displacement ventilation to overcome 

the shortcomings of either system, such as room depth penetration.98 Mechanical 

ventilation is the predominant method for ventilating commercial buildings in the 

developed world and can involve pollutant filtration systems including activated carbon, a 
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medium used for ozone removal. Further detail on activated carbon for ozone removal is 

provided in section 2.4.3.1.  

Natural ventilation is the movement of air between the indoor and outdoor 

environment through doors, windows, and other large openings. Building designs that seek 

natural ventilation have increased in recent decades due to the purported benefits of 

maintaining indoor temperature stability and a more comprehensive and simpler, energy-

saving scheme.100 While natural ventilation may have some benefits, ozone mitigation is 

almost non-existent. Open windows, a way of providing natural ventilation to the indoor 

environment, significantly increase indoor ozone levels, especially when outdoor 

concentrations are high. This can be explained simply as natural ventilation has increased 

ventilation rates with practically zero ozone mitigation, resulting in increased indoor ozone 

concentrations relative to mechanical ventilation and infiltration.101  

2.2. Indoor ozone removal mechanisms 

When outdoor ozone penetrates the indoor environment, indoor removal 

mechanisms play a key role in reducing and transforming indoor ozone. Ozone removal in 

the indoor environment occurs through three routes: heterogeneous surface removal, 

homogenous gas-phase removal, and exfiltration/ventilation.  

2.2.1. Heterogenous surface removal 

Building materials, furniture, and human skin oils can be significant sinks for 

ozone, through the irreversible heterogeneous surface reactions between ozone and 

compounds trapped on surfaces, typically quantified by a constant of proportionality called 
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the deposition velocity.29,102,103 The deposition velocity is a function of the transport of 

ozone to the material surface and the uptake on the surface and can vary depending on 

surface geometry, fluid dynamics close to the surface, and the reaction surface.104  

Surface removal of ozone often follows the Criegee mechanism, a reaction between 

the unsaturated bonds present in many organic compounds that are cleaved by ozone and 

replaced by a carbonyl group. These carbonyl groups have a finite lifetime and can either 

be detrimental to occupant health or be the catalyst for a secondary reaction that may lead 

to the formation of compounds that are detrimental to occupant health. A variety of 

research has been performed to quantify ozone removal to surfaces, from lab-scale 

experiments to field measurements. Ozone removal to building materials have been 

quantified for various types of drywall, insulation, green building materials, carpets, 

furniture, terpenoids sorbed on surfaces, and skin oils desquamated from occupants onto 

indoor surfaces.22,33,35,36,42,50–52,67,94,102,105–113 Field experiments have quantified ozone 

decay in residential homes: Wang and Morrison (2010) characterized deposition velocities 

and reaction probabilities in 5 homes in Rolla, MO, finding that reaction probabilities 

ranged from 9.4 × 10-8 to 1.0 × 10-4, similar in magnitude to modeled and lab-scale 

experiments. Deposition velocities were quantified per material surface in relation to 

secondary emission rates from surface reactions using a field chamber with an open bottom 

and it was found that a correlation can be made between ozone flux to the surface and 

secondary emission rate.114,115 While surface reactions can be a major form of ozone 

removal in the indoor environment (on par with exfiltration and ventilation), gas-phase 

removal with some indoor VOCs and gaseous compounds can compete with air exchange 
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and generate harmful byproducts that are important for understanding a potentially 

important pathway for human exposure to air pollution. 

2.2.2. Homogenous gas-phase removal 

Ozone is an inorganic, reactive, gaseous molecule that can interact with surface-

sorbed and gas-phase compounds and alter indoor chemistry, but gas-phase reactions have 

to compete with the level of air exchange between indoor and outdoor environments.38 The 

air exchange, coupled with the mixing ratio of the room, can determine the competitiveness 

of homogeneous interactions between indoor pollutants. Transport due to indoor air 

exchange can also reduce concentrations of indoor pollutants if outdoor concentrations are 

low, which can subsequently influence the rate at which indoor ozonolysis can occur.29 

But, in cases where the compound of interest is of outdoor origin, such as ozone, the 

opposite can occur: transport due to air exchange may increase the concentration of a 

pollutant of outdoor origin and alter indoor chemistry.  

The gas-phase interaction between ozone and common indoor compounds, such as 

terpenes, and therefore, their removal, have been characterized in lab-scale experiments. 

Gas-phase ozone removal from homogeneous reactions with terpenes, aromatic alkenes 

found in plants, foods, and some cleaning products, have shown to be on par with air 

exchange rates.116 When ozone and terpenes interact, they can form known airway irritants 

such as formaldehyde, acrolein, methacrolein, methyl vinylketone, as well as some 

unknown irritants.43,117–120 Ozonolysis with terpenes may also form hydroxyl (OH) 

radicals, a molecule that is highly reactive and can further alter indoor chemistry.121 The 
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terpene-ozone gas-phase interactions are of particular interest because of the ubiquitous 

nature of terpenes in the indoor environment and ozone-terpene reaction rates are on par 

with common air exchange rates, but as ventilation rates increase, gas-phase chemistry is 

less likely to occur and surface chemistry and exfiltration/ventilation become the major 

indoor ozone removal mechanisms.  

2.2.3. Removal due to exfiltration and ventilation 

Exfiltration and ventilation are common processes of removing gases, particulate 

matter, and other pollutants, from the indoor environment. Like infiltration, exfiltration is 

the air leakage out of buildings through cracks, leaks, and unintentional openings in the 

building envelope. Exfiltration pathways are like infiltration pathways; they are narrow and 

tortuous, and a portion of indoor ozone can interact with building materials while leaving 

the indoor environment. Ventilation, on the other hand, is the purposeful movement of air 

between the indoor and outdoor environments and can be through natural and mechanical 

ventilation, detailed in section 2.1.2. Ventilation systems are used to reduce concentrations 

of indoor-generated pollutants, and if the concentration of ozone in the indoor environment 

is higher than that outdoors, ventilation can reduce indoor ozone concentrations. But 

ventilation during elevated outdoor ozone periods can be detrimental to the indoor 

environment without appropriate ozone mitigation in the ventilation systems: indoor ozone 

concentrations are generally lower than outdoor ozone and as ventilation rates increase, 

elevated outdoor ozone is introduced to the indoor environment with a net increase in 

indoor ozone levels. Of the four ventilation strategies (exhaust, supply, balanced, and 
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energy recovery) exhaust ventilation systems with closed doors/windows are the most 

effective at reducing indoor ozone concentrations as they exhaust indoor air and deliver 

fresh air only through infiltration pathways, allowing outdoor ozone to react with the 

building envelope prior to entering the indoor environment.101,122 But this might introduce 

secondary pollutants to the indoor environment through surface ozonolysis with the 

building envelope.   

2.3. Ozone byproduct formation 

Indoor removal mechanisms for ozone are important in reducing the impact of 

ozone on the inhaled air breathed by occupants, but surface and gas-phase removal has the 

potential for secondary byproduct formation that needs to be accounted for. As mentioned 

in section 2.2.1, ozonolysis works through the Criegee mechanism, a reaction mechanism 

between ozone and unsaturated groups that form functional carbonyl groups that can either 

be harmful to health or be the reagent for a secondary reaction that forms compounds 

harmful to occupant health.  

In the indoor environment, ozone/terpene reactions are important in indoor 

chemistry due to the ubiquity of terpene emission sources in the indoor environment and 

the speed at which these reactions can take place relative to air exchange.29,116 These 

reactions are also important as they can generate a significant quantity of hydroxyl radicals 

(OH), secondary VOCs, and secondary organic aerosols.29,43,70,71,74,117–120,123–128 OH in the 

indoor environment is of particular importance as it is known to be a catalyst for secondary 

reactions in the indoor environment that may produce harmful products to occupant health. 
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Weschler and Shields (1996) showed elevated OH concentration from ozone reactions with 

various terpenes and showed OH can initiate oxidation of saturated organics at rates 2-5 

orders of magnitude faster than ozone reactions.123 Sarwar et al. (2002) modeled OH 

formation from homogeneous ozone reactions finding that indoor hydroxyl radical levels 

are primarily controlled by indoor reactions of alkenes with ozone or nitric oxide with 

hydroperoxyl radical.124 Forester and Wells (2011) performed chamber studies to 

determine if water vapor affected the OH formation in ozone-terpene reactions including 

in pine oil cleaning (POC) products. OH yields measured in this study were 64 ± 8%, 64 ± 

6%, and 76 ± 6% for α-terpineol, limonene, and α-pinene, respectively, and the OH yield 

for POC products was 51 ± 6%. Relative humidity did not affect OH formation.125  

Secondary volatile organics can also be formed from ozone-initiated terpene 

reactions or the potentially subsequent OH reaction product. Atkinson and Arey (2003) 

outlined common secondary VOCs formed from ozone-terpene reactions in the 

atmosphere, most commonly, formaldehyde, an irritant in the indoor environment that can 

cause cancer at high doses.129,130 Destaillats et al. (2006) studied oxidation products of 

ozone-terpenoid reactions in a 198-L Teflon-lined bag and found increases in oxidation 

products such as formaldehyde, acetaldehyde, acetone, glycolaldehyde, formic acid, and 

acetic acid.74 In a study of ozone reactions with terpenes in common products used for 

cleaning (orange oil-based degreaser, pine oil-based general-purpose cleaner, and plug-in 

scented-oil air freshener), Singer et al. (2006) found that VOCs such as formaldehyde and 

acetone were elevated in the presence of elevated ozone (~120 ppb) and the cleaning 

product.119 Investigations of ozonolysis of terpenes show carboxylic and dicarboxylic acids 
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as reaction products, which could be a reason for the formation of secondary organic 

aerosols due to their high polarity and low vapor pressure.131,132  

Secondary organic aerosol (SOA) formation from homogeneous ozone/terpene 

reactions is an important process to consider in indoor environments due to the potential 

impact on occupant health.133–135 SOAs are formed in the atmosphere through the 

coagulation and condensation of low vapor pressure, oxidation products and they play an 

important role in many environmental processes; aerosols scatter and absorb solar 

radiation, impact cloud formation, and provide sites for heterogeneous chemical reactions 

in the atmosphere.136,137 In the indoor environment, the formation of SOAs in the ultrafine 

particle range can have detrimental effects on respiratory health and function.80,82,83,138 

During periods with elevated ozone and terpenes, the potential for SOA formation 

increases: Weschler and Shields (1999) studied the homogenous interaction of ozone and 

selected terpenes, d-limonene, α-terpinene, and α-pinene, to form SOAs in adjacent 

identical offices and discovered that particle formation can be observed for each terpene 

system, with the greatest being ozone/d-limonene interactions.38 Sarwar et al. (2004) 

studied SOA growth from ozone-terpene reactions of 5 terpene-containing consumer 

products and learned that homogeneous reactions between ozone and terpenes will increase 

fine particle mass concentration in the indoor environment.139,140 Sarwar and Corsi (2007) 

studied SOA formation from gas-phase ozone/limonene reactions, observing that at low air 

exchange rates, particle size distributions shift towards larger particle diameters and 

particle mass concentration increase with higher outdoor ozone concentrations, higher 
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outdoor particle concentrations, higher indoor limonene emission rates, and lower indoor 

temperatures.118   

Unsaturated organic compounds sorb onto indoor surfaces that can act as reaction 

sites for ozone: ozone decay to indoor surfaces occurs at a higher rate than most 

homogeneous ozone reactions and be on par with ozone removal due to air exchange.116 

Indoor ozone surface reactions may occur on most surfaces, including building materials, 

paint, carpets, furniture, and human skin oils, and these reactions can generate secondary 

pollutants, like those of homogeneous reactions. Morrison and Nazaroff (2002) studied 

ozone interactions with carpets, finding that surface reactions produced C1-C13 n-aldehydes 

and several unsaturated aldehydes.50 Wang and Morrison (2006) studied secondary 

emission rates of aldehydes from ozone-surface reactions in four homes and discovered 

that upon exposure to ozone, formaldehyde and C3−C10 saturated aldehydes, especially 

nonanal, were emitted as byproducts of ozone-initiated surface reactions.114 Secondary 

organic aerosols may also be formed from ozone-surface reactions: ozone reactions with 

surface sorbed terpenes from consumer products as well as squalene, desquamated from 

humans onto surfaces, have been shown to produce secondary organic aerosols.35,36,40,109 

Ozone in the indoor environment can pose many risks, either from direct inhalation or from 

inhalation of its reaction products, and removal of ozone before or within the indoor 

environment is paramount to occupant health, comfort, and productivity.  
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2.4. Air cleaning strategies for ozone removal 

Air cleaning mitigation technologies can be described as either active, requiring 

non-trivial energy for pollutant removal, or passive, where removal requires no added 

energy outside of normal building operations. Building scale cleaning through HVAC 

systems, room cleaning through portable air cleaners, and breathing zone ventilation and 

air cleaning are examples of ‘active’ cleaners as they all require energy to remove 

pollutants from the indoor environment. Examples of passive mitigation technology are 

functionalized surfaces, such as paint, vegetation, or other reactive surface material. These 

surfaces require no energy to trigger the removal of pollutants through deposition and 

surface reaction.  

2.4.1.  Passive ozone removal  

Passive mitigation technology is often based around natural ventilation, 

functionalized surfaces, vegetation, or other reactive surface material and can exist in the 

indoor environment or outdoors, in the vicinity of the building where they may treat air 

brought indoors.94,111,141–143 In the last two decades, passive removal material (PRM) has 

been sought as a potentially effective method of reducing the concentration of indoor 

pollutants. Sekine and Nishimura (2001) developed a board-like air-cleaning material 

consisting of activated carbon particles and manganese oxides and evaluated it for 

reductions in formaldehyde concentration, discovering that the board not only reduced 

indoor formaldehyde concentrations but increased the loss of formaldehyde from other 

building materials.143 Kunkel et al. (2010) tested the passive removal of ozone through 
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activated carbon and gypsum wallboard panels. They found that the ozone decay rate in an 

unoccupied 34.5 m3 bedroom was 2 – 7 h-1 for activated carbon and 2 – 3 h-1 for gypsum 

wallboard and with sufficient panel area and positioning, an ozone removal effectiveness 

of over 80% may be possible.142 In a six-month field study of three green building materials 

(perlite-based green ceiling tiles, recycled carpet, and recycled gypsum wallboard) and an 

activated carbon mat for ozone removal capability, Cros et al. (2012) found that for all 

materials, except the recycled carpet, ozone removal sustained throughout the study period. 

The activated carbon mat and the green ceiling tile had the highest ozone deposition 

velocity at 2.5 – 3.8 m h-1 and 2.2 – 3.2 m h-1, respectively.144 Through a Monte Carlo 

simulation to assess the impact of PRMs on ozone, Gall et al. (2011) showed improvement 

in indoor-outdoor ozone ratios for homes with PRMs vs. those without. But to reach a 

removal effectiveness above 50%, PRMs must encompass a large portion of the indoor 

surface area and enhanced air speeds are required to drive pollutants to the PRM surface, 

which may cause discomfort to indoor occupants.94  

In the urban environment, passive removal of ozone through urban vegetation has 

been a purported method of improving the quality of urban air. Through a large-scale 

modeling effort to characterize urban ozone fluxes to green roofs in the Chicago area, Yang 

et al. (2008) attributed ∼50.5 kg ha−1 y−1 of ozone removal to green roofs.145 Biraldi et al. 

(2019) modeled the impact of urban forests on urban ozone concentrations using the ‘i-

Tree Eco’ model and found that ozone removal potential ranged from about 58 – 140 g 

plant−1 yr−1.146 Bottalico et al (2016) also modeled ozone removal to vegetation in Florence, 
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Italy, and found that ozone removal due to urban vegetation was substantial in absolute 

terms, but relatively modest when compared to overall pollution levels.147  

While urban vegetation may provide removal sites for ozone in the urban 

environment, it may not appreciably alter the concentration of ozone in the urban canopy 

layer. In a study of pollutant removal to urban forests in the city of Chicago, McPherson et 

al. (1994) estimated maximum reductions in hourly ozone concentrations of only 5.2 % 

with an unrealistic, 100 % forest coverage.148 While urban ozone removal to vegetation 

may be modest, one unexplored role of vegetation is to act as an ozone reaction and 

transformation site for air entering the indoor environment. Specifically, green roofs might 

present an opportunity for this phenomenon to take place: as air travels across the green 

roof surface, there may be heterogeneous uptake of ozone to the green roof surfaces or to 

particles suspended from the green roof surfaces, before entering the building heating, 

ventilation, and air conditioning (HVAC) units and brought indoors. The suspended biotic 

particles from green roofs may also be trapped on HVAC filters and serve as a secondary 

reaction/transformation site for ozone.  

2.4.2.  Active ozone removal 

2.4.2.1. Building scale ozone removal 

HVAC units are one common method of removing air pollutants of indoor and 

outdoor origin in buildings, generally through filtration of outdoor and recirculating air 

supply. Physical filtration techniques using fibrous and membrane filters can be used to 

remove PM of both outdoor and indoor origin. As air passes through the filter, a portion of 
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particles suspended is trapped on the fibrous membrane and filters through particle sieving, 

impaction, interception, and Brownian diffusion mechanisms. The fraction of particles 

removed through the filter is the filter removal efficiency, often quantified by the minimum 

efficiency reporting value (MERV).149 In a survey of small and medium commercial 

buildings in California, 97% of the filters used had filters with a MERV rating of 8 and 

lower, and more than half of the buildings used MERV 4 filters.150 Increasing the MERV 

rating of filters in the building mechanical systems can improve the removal of PM but 

increases pressure drop and building energy demand.88 Walker et al. (2013) found a 

significant increase in energy use (> 5%) due to an increase in pressure drop when using a 

MERV 16 or higher filters.151 Increasing filtration efficacy in ventilation air for the 

‘excellent’ approval based on 12 IAQ parameters as determined by the Hong Kong 

government were found to increase the operational cost by 5%.152 Improvements in air 

quality can potentially offset the costs of higher MERV filtration; Zaatari et al. (2013) 

found that improving filters from a MERV 8 to MERV 13/14 can increase the clean air 

delivery rate (CADR) of the system, which offsets the cost of higher energy consumption 

by a factor of 2.9 - 3.8.88 

Ozone removal in HVAC units is predominantly through sorbent-based air cleaners 

that may be impregnated onto filter fibers or installed as a granular media-packed bed and 

is usually composed of activated carbon or charcoal. Activated carbon filters can be 

installed as pre-filters where they have shown removal efficiencies of 60-70% within 2 

months.153 Shields et al. (1999) studied ozone removal due to charcoal filters after 5 to 7 

years of operation and found removal efficiencies ranged between 60% and 95% depending 
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on the lifetime of the filter.154 Another study found that activated carbon filters can provide 

ozone removal efficiencies up to 98.3% but the reaction dynamics can permanently change 

the composition of the filter.155 While there is promise in the use of activated carbon as an 

ozone mitigation medium, their viability is dependent on the HVAC operational periods: 

Aldred et al. (2016) evaluated ozone removal efficiencies across 12 cities in 5 different 

climate zones and found that removal efficiencies varied between ~1% and ~43% for 

activated carbon filters, where increases in removal efficacy were dependent on HVAC 

operational times.156  

Ozone removal through mediums in building scale ventilation systems can have 

secondary effects: ozone removal via the Criegee mechanism on filters leads to carbonyl 

formation and ozonolysis products, including formaldehyde, acetaldehyde, acetone, and 4-

oxopentanal are elevated downstream of filters laden with particles from vegetation and 

diesel emissions.66,73,157 Two oxidation byproducts, formaldehyde and acetaldehyde, were 

found in air downstream of filters after ozonolysis.73 If reactive organics such as terpenes 

and isoprene are present on HVAC filters, ozone-surface reactions can lead to the 

formation of secondary organic aerosols.35,36,158  

2.4.2.2. Room air cleaners for ozone removal 

Room air cleaners (RAC) are another method for improving indoor air quality, but 

their effectiveness can vary depending on the type and performance characteristics of the 

air cleaner. Although RACs are designed to reduce pollutant exposure in the indoor 
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environment, the process by which they remove pollutants can vary across air cleaners. For 

indoor PM, air cleaners may mechanically draw air through fibrous or membrane filters, 

use electrostatic precipitation to induce an electrostatic charge to trap particles without 

impeding airflow, or ionize the air to charge and remove particles into a collector. The 

efficiency of the methods used by different air purifiers can have a variety of effects, and 

in some cases, produce harmful byproducts. The most widely used method to characterize 

the performance of RACs for particle air cleaning is the method described in the American 

National Standards Institute (ANSI)/Association of Home Appliance Manufacturers 

(AHAM) AC-1-2020 protocol.159 This protocol sets the guidelines for CADR of air 

purifiers using a measured decay rate of particles in a sealed chamber with the air purifier 

turned on compared with the air purifier turned off. Since the CADR metric captures the 

total volume of cleaned air delivered per unit time, it is used to size the RAC to the volume 

of the space. 

Air cleaners that use air ionization technology generally do not lend well to testing 

via the CADR metric due to the reliance on an external fan for airflow and/or claims of 

agglomeration, deposition, and other chemical removal processes that may occur 

throughout the specific space served by the ionization RAC. Ionization technology can also 

create potentially harmful by-products. In a review of available literature on ion generation 

and its implications to indoor air quality, many ion generators produce ozone and can 

increase ozone-initiated reactions that may form secondary volatile organic compounds 

(SVOC) and secondary organic aerosols (SOA) in the ultrafine particle (UFP) range.160    
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For gas-phase pollutants such as ozone, the most common removal methods are 

sorption/desorption and chemical reaction methods such as photocatalytic oxidation 

(PCO). Activated carbon and charcoal are filter mediums that RACs can use to treat ozone, 

as described in section 2.4.2.1, as well as high concentrations of VOCs in indoor air. 

Sidheswaran et al. (2012) studied the removal of common indoor VOCs (toluene, benzene, 

o-xylene, 1-butanol, limonene, undecane, and formaldehyde) due to activated carbon filters 

and found removal efficiencies of roughly 70% to 80% from a steady concentration of 20-

30 ppbv.161 Laguerre et al. (2020) and Stinson et al. (2022) performed in-situ measurements 

of the impact of activated carbon ventilation filters on NOx, ozone, and VOC 

concentrations at a near-roadway school.162,163 They found that the carbon scrubber 

removed 2.4 ± 0.4 g h-1 of VOCs, a substantial reduction in indoor VOC source strength. 

Ozone removal to the air-cleaning system was also found to be on par with or greater than 

reactive deposition to indoor surfaces; removal rates through the air cleaning system at an 

air exchange rate of 2.5 h-1 were similar to indoor surface removal loss rates, ~2.3 h-1. 

Another study looked at the effect of activated carbon on benzene, toluene, ethyl benzene, 

and xylene (BTEX) and found that removal efficiencies for BTEX were between 75% and 

94% depending on temperature and relative humidity.164 This study also found higher 

removal efficiencies for hybrid activated carbon – photocatalytic oxidation systems, 

~100% removal, and there was no dependency on relative humidity.164 Fifteen air cleaners 

using five different methods of air cleaning were tested to treat sixteen common indoor 

VOCs and sorption filtration, the mechanism used in activated carbon, was found to be the 

most effective off-the-shelf commercial technology for the removal of VOCs.165  
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While sorption filtration is the most effective mitigation technology for ozone and 

VOC removal, photocatalytic oxidation has seen recent use in portable air cleaners due to 

the potential of minimal pressure drop needed to treat almost all organic, gaseous indoor 

compounds and microbes.165,166 But, the removal efficiency for these pollutants and 

pathogens depends on the functional group of compounds and the residence time of the air 

moving through the PCO air cleaner.149,167,168 Photocatalytic oxidation (PCO) is the process 

of a light-mediated reaction of gases and biotic particles adsorbed to a titanium oxide 

photocatalyst.149 The drawback of PCO technology is the potential for incomplete 

oxidation, which can introduce byproducts that are more detrimental than the compounds 

the PCO air cleaner is cleaning.169 Hodgson et al. (2007) showed the production of 

formaldehyde, acetaldehyde, formic acid, and acetic acid in the use of ultraviolet 

photocatalytic oxidation (UVPCO) of a mixture of 27 characteristic indoor VOCs.169 While 

the use of PCO technology can improve problems related to pressure drop, their 

effectiveness in reducing concentrations of gaseous compounds such as ozone still needs 

to be investigated.    

2.4.2.3. Breathing zone ventilation and air cleaning 

Breathing zone ozone removal through ventilation or air cleaning is a relatively 

novel topic, few studies have been performed on pollutant removal at the breathing zone 

scale relative to other removal methods. The most common method studied is personal 

ventilation, where fresh, clean air is delivered to the occupants breathing zone with enough 

momentum to penetrate the thermal boundary layer formed by the human thermal plume 
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and decrease the concentration of indoor pollutants inhaled. Bauman et al. (1993) was an 

early study of a ‘personal ventilation’ study to evaluate the thermal comfort of occupants 

using a desktop task conditioning system, finding that local thermal control can be achieved 

for a wide range of thermal conditions by adjusting air trajectory and supply volume.170 

Tsuzuki et al. (1999) studied three different task/ambient conditioning systems; a ‘Personal 

Environmental Module’ (PEM), used in US offices, a ‘ClimaDesk’ (CDESK), used in 

European offices, and a floor-mounted ‘Task Air Module’, for thermal comfort control and 

ventilation air delivery. The PEM provided cooling for the whole body and better pollutant 

removal efficiency more effectively than the other two methods.171  

Melikov (2002) experimentally investigated five potential personal ventilation 

methods for a typical office space: a ‘Personal Environments Module’ (PEM) consisting 

of two nozzles mounted at the two back edges of the desk, a Computer Monitor Panel 

(CMP) mounted to the top of the computer monitor delivering air horizontally toward the 

manikin, a Movable Panel (MP) positioned in above of the manikin directing air downward 

toward the manikins face, a Vertical Desk Grill (VDG) mounted at the front of the desk 

delivering air upward toward the manikin, and finally, a Horizontal Desk Grill (HDG) 

mounted to the front of the desk delivering air horizontally towards the manikins’ body. A 

personal exposure (PE) effectiveness was used to assess the performance of the tested 

personal ventilation devices, finding that high airflow rates coincided with increases in PE 

effectiveness until a threshold value was reached where higher flow rates were ineffective 

in impacting PE effectiveness. The VDG had the highest PE effectiveness of the tested 

devices, 0.6, at an airflow rate below 15 l s-1 under both isothermal and non-isothermal 
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conditions. It was also found that the amount of exhaled air re-inhaled by the manikin was 

small for all tested PV devices and the temperature of inhaled air decreased for all PV 

devices, with the VDG providing the lowest temperature in inhaled air. The impact of 

personalized ventilation systems on perceived air quality and sick building syndrome 

(SBS) was studied by Kaczmarczyk et al. (2002) finding that fresh, outdoor air through the 

personal ventilation system at roughly 20° C can significantly increase perceived air quality 

and improve occupant productivity and comfort.172 Personal ventilation studies have been 

performed to evaluate the types of air terminal devices (ATDs); the dynamics of personal 

ventilation jets including the influence of nozzle geometry, fluid regime, and temperature 

fluxes; and the impact of room airflow dynamics.99,173–193  

Munhič and Butala (2005) studied the delivery of fresh air close to the occupant 

and found that personal ventilation systems can decrease tracer gas concentration within 

the first minute of system operation.194 Pantelic et al. (2015) studied the impact of personal 

ventilation versus mixing ventilation using inhalation intake factor for droplets released by 

coughing roughly 1 to 4 meters away from a thermal manikin. The personal ventilation 

system was substantially better than mixed ventilation at reducing inhalation intake fraction 

for cough drops regardless of distance and orientation. Intake fractions for personal 

ventilation were lower relative to mixed ventilation, by roughly 41 and 99 %.195 

Personalized ventilation can be a supplement for traditional methods of reducing airborne 

infectious transmission risk and can improve the personal exposure index, a metric similar 

to the air quality index but at the personal scale, when flow rates increase.174,175 There is 

also potential for wearable personal ventilation devices; Bolashikov et al. (2013) tested the 
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impact of a wearable personal ventilation device relative to mixed ventilation in terms of 

reductions of a tracer gas, R134a, used to simulate pollution/airborne pathogen-laden 

nuclei in the breathing zone.176 They found that wearable personal ventilation devices can 

increase the portion of clean air inhaled by up to 94% depending on the clean air delivery 

rate, nozzle geometry, initial velocity, and direction of jet.176 

There exists little work concerning personal ventilation (PV) systems on the 

pollutant ozone. Two studies have investigated the impact of PV on ozone in the breathing 

zone. Russo and Khalifa (2010) performed a CFD analysis on the impact of ozone entering 

the breathing zone through personal ventilation systems and the potential reaction with d-

limonene emitted from the floor below a modeled occupant. Three cases were modeled: no 

PV, a PV system with a single round jet, and a novel low-mixing co-flow nozzle. The co-

flow nozzle had the highest level of ozone in the breathing zone, followed by the PV system 

with a single round jet and the no PV system. For d-limonene and its hypothetical reaction 

product, the inverse was observed; the co-flow had the lowest concentration of both 

compounds in the breathing zone, followed by the PV system with a single round jet and 

the no PV system.196 A similar study was performed by Russo and Khalifa (2011) on the 

impact of personal ventilation in removing squalene oxidation products from the breathing 

zone, finding that a PV system can reduce inhalation exposure to the reaction products by 

a factor of four.197 To my awareness, there are no studies on the impact of air cleaning 

directly in the breathing zone on ozone concentrations inhaled and none evaluating the 

impact of the various air cleaning methods at scale, on breathing zone concentrations. 
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Empirical studies evaluating the impact of air cleaning in the breathing zone are 

lacking, in part, due to the lack of air cleaning devices that specifically target the breathing 

zone. A study evaluating breathing zone filtration in an office environment found that after 

installation of a breathing zone filtration system, symptoms related to poor indoor air 

quality such as sick building syndrome, lethargy, and low productivity were significantly 

reduced.198 Gore et al. (2014) developed a novel temperature control air cleaning device 

targeting the breathing zone and found that the total magnitude for reductions of particle 

size greater than 0.5 µ was > 99%.199 Another study compared the removal of particles in 

the breathing zone between a temperature-controlled laminar airflow (TLA) device that 

delivers clean air to the breathing zone and room air cleaners.200 The TLA provided 

substantial improvements in particle number concentration reductions in the breathing zone 

when compared to room air cleaners.200  

In summary, there are no studies on the impact of air cleaning directly in the 

breathing zone on ozone concentrations inhaled and none evaluating the impact of the 

various air cleaning methods on breathing zone concentrations. The goal of this work is to 

close this gap and quantify the effectiveness of breathing zone air cleaning relative to other 

ozone mitigation and removal methods for the indoor environment. 

2.4.3.  Research summary 

For this Ph.D., four studies have been planned or performed to evaluate the impact 

of passive and active air cleaning methods on occupant inhalation of ozone, a gaseous 

compound detrimental to human health. The first study, described in section 3, evaluates 
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the ability to measure ozone fluxes through gradient approximations at the rooftop scale 

and measure CO2 uptake and evapotranspiration for green and urban surfaces in North 

Portland, OR. The second study, presented in section 4, is a chamber study to measure 

ozone uptake resistances of green roofs and green roof substrates and a comparison 

between green roofs and standard rooftops in terms of passive removal of ozone. The third 

study, described in section 5, investigates the influence of rooftop type on loaded matter 

on rooftop air handling unit (AHU) filters in terms of primary volatile organic compounds 

(VOC) emissions, ozone removal, and VOC emissions in the presence of ozone. The fourth 

study, described in section 6, is a systematic evaluation of the effectiveness of various air 

cleaning methods on the inhaled quality of air. Sections 3, 4, 5, and 6 are presented as 

separate manuscripts that have either been published or are organized for potential future 

publication.  
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3. Economical methods of pollutant deposition measurements at the rooftop scale and 

local-scale CO2 exchange and evapotranspiration between urban green and hard 

surfaces  

 

3.1. Introduction 

Direct measurements of ozone deposition using high frequency, eddy covariance 

instruments can be cumbersome and expensive to deploy; there are only a handful of flux 

towers around the world with the ability to make ozone eddy flux measurements.201 Dry 

deposition of ozone to vegetation occurs through surface-mediated reactions via plant gas-

exchange pathways and on leaf cuticles or other plant material, soils, and water. Uptake 

within the plant canopy predominantly occurs via stomatal openings as cuticular uptake of 

ozone is a few orders of magnitude lower than stomatal uptake.202 Therefore, scalar 

relationships between ozone fluxes and CO2, H2O, or heat fluxes above urban vegetation 

canopies may provide a more economically feasible measurement technique to quantify 

ozone deposition to urban vegetation.  

Plant stomatal CO2 uptake has also been utilized to suggest urban vegetation as a 

carbon sink in the urban environment; a strong relationship exists between annual CO2 

emissions measured in urban areas and urban vegetation cover fraction.203 Nowak and 

Crane (2002) estimated the carbon storage capabilities of urban trees in the U.S., finding 

that urban trees stored approximately 700 million tons of carbon with a gross sequestration 

rate of 22.8 million tC year-1.204 Brack (2002) modeled the impact of trees in Canberra, 

Australia to carbon sequestration, predicting that trees within the city may store 300,000 
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tons of Carbon between 2008 and 2012.205 Getter et al. (2009) measured carbon 

sequestration to eight green roofs in Michigan and four in Maryland finding that green 

roofs stored roughly 162 g C m-2 in aboveground biomass.206 Heusinger and Weber (2017) 

measured CO2 uptake for a green roof in Berlin, Germany, finding that net ecosystem 

exchange for CO2 is −313 g CO2 m
−2 year−1, equivalent to −85 g C m−2 year−1.207 Konopka, 

Heusinger and Weber (2021) measured net CO2 uptake for 5 years at the same rooftop in 

Berlin, Germany. They found that green roofs showed a net carbon uptake for each of the 

5 years of measurement, with an average of −141.1 g C m−2 y−1 and an average 

measurement uncertainty of ±15.5 g C m−2 y−1.208  

These removal estimates allow for the removal of atmospheric pollutants to be 

commonly cited as a potential urban ecosystem service of vegetation, but there is little 

support for it empirically.209 Velasco et al. (2013) studied the role of vegetation in urban 

CO2 fluxes in Singapore, finding that that vegetation sequesters 8% of the total emitted 

CO2 in a residential neighborhood, but when incorporating soil respiration, there is a net 

biogenic emission contributing to 4 % of the total CO2 flux.210 The impact of evergreen 

vegetation on residential CO2 flux was studied in Singapore and Mexico City, where 

biogenic emissions from greenery contribute to -1.4% to 4.4% of the total suburban CO2 

flux.211 In Korea, the annual reduction of CO2 emissions from cities due to urban vegetation 

is between 0.5 (Seoul) to 2.2 % (Kangleung).212 The influence of Sedum-dominated green 

roofs on CO2 concentrations was studied by Agra et al. (2017), where they found that while 

night-time CO2 uptake occurred, it did not fully compensate for high day-time CO2 

emissions from green roofs during the arid season.213 Li et al. (2010) systematically studied 
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the CO2 uptake by green roofs through field measurements, chamber experiments, and 

numerical simulations, finding only reductions of ~2% in average CO2 concentration, 

similar to that observed for other air pollutants such as ozone.214,215  

The first effort of this work sets out to measure CO2/H2O exchange to a site 

incorporating both urban green and hard surfaces for a full year through eddy-flux 

measurements. This measurement is separated by seasons and representative surface 

morphology (associated with two broad categorizations of urban surfaces: “green” and 

“hard” surfaces). The urban green surfaces include a green roof, a soccer field, and trees 

northwest of the measurement location and the urban hard surfaces includes a white 

rooftop, a roadway, and a parking lot east-northeast of the measurement site. This first 

effort has been submitted for publication at Urban Climate. A second effort uses the 

micrometeorological data and CO2/H2O flux data collected in this first effort to evaluate 

the use of the atmospheric gradient method (AGM) and the modified-Bowen ratio method 

(MBR) for ozone deposition measurements at the rooftop scale. 

3.2. Material and methods 

3.2.1. Site Description 

Measurements of CO2/H2O exchange and meteorological parameters are made on 

the rooftop of a big-box retail store in north Portland, OR. The rooftop is comprised of 

three extensive green roof sections varying according to substrate depth (~3600 m2 of total 

green roof area) and a ‘white’ roof section (~5400 m2) covered only in a white waterproof 

membrane, shown in Figure 1b, totaling a combined rooftop area of 9,000 m2. The green 
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roof design varies by section and is comprised of a scoria-dominated substrate over a 

capillary fabric and waterproofing membrane. The plant community is a mixture of 

succulent and herbaceous plants that are both planted and introduced; dominant species 

include Erodium cicutarium, Plectritis congesta, Phedmus takesimensis, Sedum rupestre 

‘Angelina’, Trifolium repens, and Vulpia sp. As much as 20% of the roof coverage is 

classified as rock/gravel. Three artificial soccer fields were directly northwest of the 

rooftop site, considered as part of urban ‘greenery’ at the field site. A roadway and two 

parking lots are present to the east-southeast of the rooftop, considered as part of urban 

“hard” surfaces. A major interstate highway (I-5) is present to the west of the building. 

This highway is located over 500 meters from the measurement location and its impact on 

site air quality is expected to be modest as pollution from traffic typically reaches urban 

background levels within ~500 meters.216  

Field measurements occurred between October 2018 to October 2019. During 

November 2018 and December 2018, minor repairs were conducted to the rooftop site to 

manage minor leakage of water into the skylights of the building. While regular, controlled 

irrigation was not performed during this study, maintenance personnel performed roof leak 

tests before 3 storm events in February, April, and May 2019.217  
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Figure 1. a. Outline of the measurement location and field site b. Field set up for CO2/H2O 

fluxes and meteorological data on the rooftop site. The average height of the mixture of 

plants is approximately 0.2 m. 

A three-dimensional sonic anemometer (Campbell Sci., CSAT3) measured velocity 

and temperature fluctuations at a measurement rate of 10 Hz. The sonic anemometer is 

placed such that the center of the axis in the z-direction is 1.15 m above the green roof 

surface, based on Heusinger (2017), and is oriented such that the head is aligned with N (= 

0°), shown in Figure 1b.207 An open-path CO2/H2O gas analyzer (LI-COR, LI-7500) 

measured CO2/H2O fluctuations at a height of 1.15 m and a measurement rate of 10 Hz to 

match the sonic anemometer, shown in Figure 1a. The concentration and meteorological 

data are averaged over a 30-min period.218 All monitoring equipment and the switching 

valve are enclosed in a ventilated, acrylic enclosure to protect the instruments from wind, 
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rain, and heat. A weather station located on the white roof portion (Figure 1b) captured site 

precipitation (mm), air temperature (°C), RH (%), and net radiation (W m-2). 

A single ozone monitor (2B Tech, 106L) measured ozone concentration at heights of 1.15 

m and 1 m above the rooftop every 2 s. An automated Solenoid valve controlled by a measurement 

and control datalogger (Campbell Scientific, CR-1000) alternated between the heights at 10-min 

intervals. The concentration at each height is interpolated and averaged over a 30-min period.218 

All monitoring equipment and the solenoid valve were enclosed in a ventilated, acrylic enclosure 

to protect the instruments from wind, rain, and heat. 

Velocity fluctuations in the x, y, and z-direction are used to determine the friction 

velocity, similar to the approach by Bryan et al. (2012), where shear stresses measured by 

a sonic anemometer are used to determine the wall shear stress and subsequently the 

friction velocity.219 Temperature fluctuations in combination with velocity fluctuations in 

the z-direction are used to determine heat flux over the rooftop.  

3.3. Theory and calculations 

3.3.1. Eddy correlation technique 

The eddy correlation (EC) technique, also known as the eddy covariance technique, 

is a direct, non-intrusive measurement of the flux of a pollutant. The EC technique 

measures the turbulent flux by calculating the covariance of the fluctuating vertical 

component of velocity (𝑤′) and the fluctuating concentration of the pollutant (𝐶′).  

𝐹𝑂 = 𝑤′𝐶′̅̅ ̅̅ ̅̅          (1) 
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Prior work has shown the validity of using this technique in conjunction with wind 

and seasonal data to understand the influence of local sources on measured CO2 fluxes.220–

225 Vesala et al. (2008) studied the influence of complex urban terrain on turbulent 

exchange of CO2, sensible and latent heat fluxes, and used wind data to partition fluxes to 

vegetation, roads, and urban areas with high building cover. Järvi et al. (2012) measured 

CO2 fluxes from an urban site from 2006 to 2010, partitioning their measurement by 

seasons and wind directions.225 Disadvantages associated with flux partitioning via wind 

sector analysis are the lack of quantitative information about the influence of local sources 

on total CO2 fluxes and the limited value for sites with complex heterogeneous surface 

morphology.203 But the inclusion of footprint models that utilize meteorological data 

combined with landcover classifications may provide more value in understanding the 

influences of measured fluxes.203,223,226–228 Eddy correlation measurements in urban areas 

are specifically challenging because of the complexity of the urban surface morphology, 

the heterogeneity of urban carbon sources, and the limited sites where a tall tower may be 

installed.203,226 Measurements from this study should be considered as local-scale 

measurements of CO2/H2O partitioned according to seasonal conditions and wind data.  

3.3.2. Aerodynamic gradient method 

The AGM assumes that turbulent transport is analogous to molecular diffusion and 

involves an eddy-diffusivity term for the gas, 𝐾𝑐. The vertical flux is described by the 

following equation:  

𝐹𝑂 = 𝐾𝑐(z) ×
𝑑𝐶

𝑑𝑧
         (2) 
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where 
𝑑𝐶

𝑑𝑧
 is the concentration gradient with respect to height and 𝐾𝑐 is related to the 

aerodynamic resistance: 

𝑅𝑎(𝑧1: 𝑧2) = ∫
𝑑𝐶

𝐾𝑐(z)

𝑧1

𝑧2
        (3) 

where 𝑧1 and 𝑧2 represent two adjacent measurement heights (𝑧1>𝑧2). By combining 

equation 2 and 3, the only resistance assumed between the two measurement heights is the 

aerodynamic resistance which can be used to calculate 𝑣𝑑 as shown in equation 4: 

𝐹𝑂 = −
∆𝐶o

𝑟𝑎(𝑧1:𝑧2)
= −𝑣𝑑 × 𝐶o       (4) 

where ∆𝐶o (µg/m3) is the change in concentration between an upper position, 𝑧1 (m) and 

the lower position, 𝑧2 (m), 𝑟𝑎 (𝑧1: 𝑧2) (s/m) is the aerodynamic resistance between 𝑧1and 

𝑧2, and all other terms are as defined previously.  

3.3.3. Modified Bowen Ratio 

The modified Bowen ratio (MBR) is like the flux-gradient theory, but the eddy 

diffusivity is derived from measurements of another scalar, such as sensible heat, CO2, and 

H2O. For this study, both CO2 and H2O fluxes are evaluated for their accuracy in applying 

the MBR method. The application is as follows: 

𝐾𝑐(z) = 𝐾𝑠(z) = −𝐹𝑠 ×
∆𝑧

∆𝐶𝑠
       (5) 

where 𝐾𝑠(z) is the eddy diffusivity of the scalar, 𝐹𝑠 is the eddy flux measurement of the 

scalar, ∆𝐶𝑠 is the concentration gradient of the scalar over the same height difference as 

the ozone measurement.  
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We can combine equations 2 and 5 to give: 

𝐹𝑂 = 𝐹𝑠
∆𝐶o

∆𝐶s
= −𝑣𝑑 × 𝐶o       (6) 

3.4. Data Analysis 

The flux associated with CO2/H2O can be to a large area and is determined by local 

wind conditions, fluxes derived from wind directions 150° to 290° (S/SW) are excluded as 

the surface morphology did not allow for clear delineation between urban green surfaces 

and urban hard surfaces. Although the fluxes were parsed to include the rooftop type, CO2 

and H2O flux cannot be attributed fully to the green roof or white roof as that would only 

be met in ideal conditions, such as an infinite rooftop surface.229 Fluxes from wind 

directions from -60° to 10° (W/NW) are associated with the green surfaces (the green roof 

and the park) and wind directions from 30° to 110° (E/SE) are associated with urban “hard” 

surfaces.  

Processing of the 10 Hz eddy flux raw data is performed by the EddyPro Version 

v7.0.6 with 30-minute averaging, double coordinate rotation, corrections for density in the 

presence of heat and water vapor, and spectral corrections.230–232 Spectra and co-spectra is 

filtered for quality according to automated tests developed by Vickers and Mahrt (1997).233 

Quality flags, a data quality classification marker using a steady-state test and integral 

turbulence characteristics, are calculated for all fluxes based on the Foken et al. (2003); 

fluxes that attain a combined flag value of “6” or lower are deemed appropriate for rooftop 

flux analysis.234,235 The flux footprint is calculated for each 30-minute period according to 

the analytical footprint model for scalar fluxes presented by Kormann and Meixner (2001) 
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and similar to Heusinger (2017).235,236 Due to the size of the green roof and white roof, the 

mean 70% footprint isoline (~40 m) is entirely within the fetch of the green and white roof 

(~50-60 m). But as there may have been influence from local anthropogenic sources within 

90% footprint isoline, the measured fluxes represent the exchange between the rooftop and 

the surrounding surfaces within an urban biosphere.235,237–239 The footprint length is 

expected to vary with atmospheric conditions; smaller footprints are expected during the 

unstable, daytime periods and larger footprints are expected during stable, nocturnal 

periods.235 

3.4.1. Statistical analysis and uncertainty propagation 

Shapiro-Wilk tests are used to check the normality of CO2 flux, ET, and ozone flux 

datasets across the full test period as well as datasets separated by wind direction 

(associated with green and hard surfaces). Shapiro-Wilk tests with output p-value < 0.05 

are ignored but all datasets and subsets (seasonal and green/hard surfaces) are found to be 

normally distributed. A chi-square test for independence is performed between CO2 flux, 

ET, and weather data (precipitation (mm), air temperature (°C), RH (%), and net radiation 

(W m-2)) from the weather station. Both ET and CO2 measurements are dependent on local 

weather patterns. Quality of eddy covariance measurements is performed using the 

EddyPro Version v7.0.6 based on a method specified by Foken et al. (2003).234 A 95% 

confidence interval is determined for each dataset and is displayed as gray bars in the 

figures below. 
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3.5. Results and discussion 

3.5.1. CO2/H2O exchange at the rooftop field site 

CO2 and H2O mole fractions, CO2 fluxes, and evapotranspiration (ET) for the full 

study averaged across a 24-hour period are shown in Figure 2. The mean CO2 mixing ratio 

at the rooftop is 437 ± 33 ppm and the mean H2O mole fraction is 13.4 ± 6.1 mmol mol-1. 

Across both surface types, the mean CO2 flux is 5.4 ± 7.3 µmol m-2 s-1, and the mean ET 

is 0.01 ± 0.02 mm h-1, shown in Figure 2b. Aggregating across the year, the CO2 flux is 

relatively constant throughout the day, in the expected range for urban CO2 fluxes, roughly 

0 – 15 µmol m-2 s-1, lacking an obvious diurnal trend as observed in some prior 

studies.210,240,241 This is expected given the location of these measurements and the flux 

footprint that includes urban surfaces that contain feeder streets to a parking lot that lack 

morning and evening rush hour traffic patterns that are shown to influence urban CO2 

measurements.241–245 Evapotranspiration (ET) at the field site follows a diurnal pattern; a 

positive, higher flux during the daytime and lower/non-existent flux at night.246  The 

Kormann and Meixner (2001) model is used to generate the footprint associated with the 

measured flux, and shown in Figure 2c.236 Wind directions between 150° to 290° (S/SW) 

are excluded as they would not allow for a clear delineation between urban greenery and 

urban hard surfaces. The 70% footprint isoline is located almost entirely within the rooftop, 

apart from the roadway and parking lot adjacent to the field site. The footprint length can 

vary due to atmospheric conditions, where the nighttime flux footprint can encompass non-

rooftop surfaces, therefore, measured fluxes cannot be attributed to strictly rooftop surface 

exchange.  
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3.5.2. Influence of local traffic-related emissions 

The 90% flux footprint encompassed the full Walmart parking lot (Figure 2c), the 

adjacent parking lot, the roadway between the two lots, and multiple soccer fields which 

saw high activity on spring and summer weekends. The measurement location is within 

115 m of a well-traveled roadway and traffic-related emissions may affect flux 

measurements.216 Heusinger and Weber (2017) evaluated the effect of aircraft emission 

plumes located close to their 90% footprint isoline and did not find an increase in CO2 flux 

due to increases in flights from the airport.207 A similar assessment of local anthropogenic 

carbon emission sources cannot be performed at the field site as a quantitative measurement 

of the continuous daytime pattern of cars, trucks, and general traffic at the field site location 

is not performed. Data associated with ‘green’ and ‘hard’ surfaces may also have been 

influenced by varying local traffic patterns; the 90% footprint associated with hard surfaces 

(E/NE) encompasses a roadway and two parking lots and the 90% footprint associated with 

green surfaces (W/NW) covers soccer fields, a few trees, and potentially a small portion of 

the Walmart parking lot. Seasonal data may have been influenced by land cover 

classifications; wind directions for dry seasons are predominantly from the W/NW 

direction, over green surfaces, and wet and transitional seasons are predominantly from 

E/SE direction, over hard surfaces, and a markedly different emission source. Traffic-

related emissions are therefore more likely to influence CO2 flux measurements during the 

wet season than during the dry season. Seasonal rates of ET may also be dependent on land 

surface classification, as explained in section 4.3, urban greenery has a noticeably different 

ET profile than urban hard surfaces.  
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Figure 2. a. Rooftop CO2 and H2O mole fractions from the rooftop field site aggregated 

across the measurement period (Oct 2018 – Oct 2019). b. Rooftop CO2 fluxes and ET for 

the rooftop field site aggregated across the measurement period (Oct 2018 – Oct 2019). 

Gray areas in both figures represent a 95% confidence interval. c. 70% (red) and 90% 

(black) footprint isoline overlay associated with the measurement period. Footprint 

estimation is based on the Kormann and Meixner (2001) analytical model. Wind directions 

from 150° to 290° (S/SW) are excluded due to the surface morphology not being 

representative of the rooftop. 
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3.5.3. Seasonal variation of CO2/H2O exchange at the rooftop field site 

Site precipitation (mm), air temperature (°C), RH (%), and net radiation (W m-2) 

from the field weather station are shown in Figure 3a. Seasons for this study are described 

as ‘wet’ (October - March), ‘transitional’ (April - May), and ‘dry’ (June - September) 

seasons.247 The wet season corresponds with higher precipitation periods and relative 

humidity as well as lower air temperature and net radiation. As expected, drier months 

coincided with periods of lower precipitation and relative humidity as well as higher net 

radiation. Wind directions for dry periods are predominantly over greener surfaces and 

wind directions for wet and transitional periods are over a parking lot and roadway, 

potential anthropogenic emission sources for CO2.  

The seasonal variation of CO2 and ET for the study period is shown in Figure 3b. 

Generally, CO2 emissions in the dry season are low, with a mean of 0.85 ± 1.98 µmol m-2 

s-1 and the highest CO2 flux is in the wet season, 6.51 ± 2.63 µmol m-2 s-1. CO2 fluxes for 

the transitional period are 2.02 ± 3.68 µmol m-2 s-1. These measurements match well with 

urban biosphere measurements of seasonal CO2 fluxes, with higher fluxes expected in 

winter months which are usually wetter and colder and lower fluxes in the dry, summer 

months.237–239 The transitional (April and May) and dry (June, July, and August) periods 

are generally associated with higher photosynthetic activity, which can impact the net 

carbon transport in the urban biosphere and reduce total CO2 flux in the urban 

environment.238  
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Evapotranspiration (ET) followed an expected diurnal pattern, with higher rates in 

the middle of the day and lower at night. ET during the wet, transitional, and dry seasons 

are, 0.25 ± 0.41 mm d-1, 0.71 ± 0.54 mm d-1, and 0.48 ± 0.68 mm d-1, respectively. During 

the wet seasons, components that drive ET such as the air temperature and net radiation are 

low, leading to little ET on the rooftop and surroundings.248,249 As temperature and net 

radiation increase, ET increases and is evident in the transitional period. During the dry 

period, there is little precipitation, a potential precondition for ET, therefore there is lower 

ET relative to the transitional period. 
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Figure 3. a. Precipitation (mm), Air Temperature (°C), RH (%), and Net Radiation (W m-

2) for the study period. Colors represent wet (blue), transitional (green), and dry (red) 

seasons. b. Seasonal CO2 and evapotranspiration for the rooftop field site aggregated daily 

across the measurement period (Oct 2018 – Oct 2019).  

3.5.4. CO2 and H2O exchange for urban green and hard surfaces 

Urban green and hard surfaces are determined based on surface morphology; green 

surfaces are surfaces that have plants, trees, and other forms of vegetation whereas parking 

lots, roadways, and surfaces with no vegetation are categorized as urban hard surfaces. 
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Because of regional meteorological trends, wind directions associated with the urban hard 

surfaces are roughly three times more abundant than wind directions associated with the 

green surfaces; 881 30-minute periods (23% of the measurement period) are associated 

with the urban hard surfaces, and 304 30-minute periods (8% of the measurement period) 

are related with the green surfaces.  

CO2 fluxes and ET for green and urban hard surfaces are shown in Figure 4. 

Average green surface CO2 fluxes are much lower than urban hard surfaces, 0.64 ± 1.55 

µmol m-2 s-1 and 8.63 ± 6.78 µmol m-2 s-1, respectively. The 90% footprint isoline for 

measurements of wind directions associated with green surfaces encompassed the green 

roof as well as the artificial soccer field directly northwest. The urban hard surface 90% 

footprint measurements encompassed a white rooftop, a roadway, and a parking lot; these 

marked differences in the nature of the surface are plausible explanations for the 

differences in observed CO2 flux.   
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Figure 4. Hourly green (left) and hard (right) surface a. CO2 fluxes and b. 

evapotranspiration aggregated over the study period (Oct 2018 – Oct 2019) c. Green and 

hard surface 70% (red) and 90% (black) along wind footprint isoline. 

Heusinger and Weber (2017) reported a net carbon uptake of -85 g C m-2 yr-1 for 

green roofs and Konopka, Heusinger, and Weber (2021) reported a net average carbon 

uptake for green roofs across 5 years of -141 g C m-2 yr-1 207,208. CO2 uptake to urban green 

surfaces is not observed in our measurements; net carbon atmospheric exchange for the 

green and hard surfaces are 241 ± 570 g C m-2 yr-1 and 3260 ± 2570 g C m-2 yr-1, 

respectively. Velasco et al. (2013) showed that vegetation and soil together can act as a net 
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source of CO2 in a tropical climate, similar to the positive carbon flux measured for wind 

directions associated with urban greenery measured in this study.210 Sedum-dominated 

green roofs during arid periods have been shown to increase local CO2 concentrations, 

potentially explaining the positive flux measured in this study.213 While urban greenery 

may store carbon during the first few years of installation, as the vegetation matures, the 

net carbon sequestrate reaches an equilibrium where decomposition of organic matter 

equals carbon sequestration.206,250 The difference in net carbon atmospheric exchange 

between wind directions associated with green and hard surfaces is most likely due to the 

differences in potential carbon emission sources between the two wind directions. 

Transport-related CO2 emissions from a roadway and two parking lots may be the reason 

for an order of magnitude difference between urban greenery and urban hard surfaces.  

The incorporation of large trees can indirectly affect urban CO2 flux via local 

cooling through shading and transpiration.210 Increased cooling in the urban environment 

leads to lower demand for air conditioning resulting in reductions in greenhouse gas 

emissions from lower indoor cooling energy demand.251  Measured evapotranspiration, a 

proxy for urban cooling,252 is on average higher for urban green surfaces relative to urban 

hard surfaces, 0.96 ± 0.95 mm d-1 and 0.19 ± 0.93 mm d-1, respectively. Higher 

evapotranspiration rates can reduce urban temperatures by 0.5 to 4.0 °C and is correlated 

with reducing the effects of urban heat island.252–254 Heusinger and Weber (2017) reported 

Bowen ratios, the ratio of sensible heat fluxes to latent heat fluxes and a measure of the 

urban heat island effect, for green roofs to be much lower than normal urban levels, but 

highly variable and dependent on ambient meteorology and substrate water availability.235 
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3.5.5. Comparison of eddy covariance to the AGM and MBR methods 

A part of this study is meant to compare the rooftop measurement techniques for 

scalar fluxes, such as CO2 and H2O fluxes, and apply the AGM and MBR methods to ozone 

fluxes as given by Wu et al. (2015).255 Eddy correlation fluxes of CO2 and H2O were 

measured throughout the measurement period, from October 2018 to October 2019, and 

closed-path CO2 and H2O fluxes were measured only between March 2019 to October 

2019. A comparison of EC and AGM measurements of CO2 and H2O fluxes made from 

March 2019 to October 2019 are shown in Figure 5a and 5b. Linear regression is applied 

using MATLAB R2020b ‘fitlm’ function between the measured CO2 and H2O fluxes using 

the AGM method and measured fluxes from the EC method, shown in Figures 5c and 5d.  

For CO2 fluxes, the AGM was somewhat correlated with the EC method (R2 = 0.52) 

whereas for H2O fluxes, the diurnal profile between the two methods was unlike, and a 

linear regression showed a poor fit (R2 = 0.24). The AGM assumes homogeneous surface 

conditions, which cannot be met at the field site, and that the mixing length at the 

measurement height is smaller than the length scale over which mean gradients are 

measured, which may not have been met with upper and lower measurement locations at 

1.15 m and 1 m, respectively.256,257 Most urban measurement locations do not meet the 

required conditions to appropriately apply the AGM accurately without introducing large 

errors, in part due to the complex morphology, inhomogeneity, and proximity to sources 

and sinks.257–259 Specific adjustments, such as removing counter gradients, and the 

application of a ‘mixed layer’ analogy can be utilized to potentially improve the accuracy 
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of the measurements.258,260,261 The MBR, a method that requires similar assumptions as to 

the AGM, cannot be applied as, similar to the AGM method, these assumptions may not 

be met at the field site. Also, the MBR assumes that scalar transport within the surface 

layer is alike, but the dynamic sources of CO2 and H2O above a plant canopy, such as soil 

heterotrophic and root respiration and plant autotrophic respiration, do not coincide with 

sources of ozone above vegetation. Ozone fluxes measured using the AGM or MBR 

method are likely to be inaccurate overestimates of the removal to urban greenery.255 
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Figure 5. a. CO2 fluxes measured through the EC (blue) and AGM (red) methods.  b. H2O 

fluxes measured through the EC (blue) and AGM (red) methods.  c. Linear regression for 

CO2 fluxes measured through the EC method and the AGM method, R2 = 0.52. d. Linear 

regression for H2O fluxes measured through the EC method and the AGM method, R2 = 

0.24.  

3.5.5.1. Potential improvements to AGM and MBM methods 

A potential solution to improve the accuracy of the AGM is to remove counter 

gradients that are associated with the upward motion of local eddies. The AGM assumes 

that the flux of a pollutant is strictly downwards, therefore the upward gradients due to 

turbulent motion can introduce large errors that need should be controlled.260 Another 

potential improvement to the accuracy of the gradient method is to apply a ‘mixing’ layer 
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analogy instead of the standard Monin-Obukhov similarity theory (MOST) flux-gradient 

relationships. Due to the impact of local anthropogenic sources, it can be argued that the 

measurements were conducted within the urban roughness sublayer. The MOST 

relationships fail in this roughness sublayer, a layer that is roughly from the top of the 

canopy to two canopy heights. But turbulence in the roughness sublayer may be 

characterized by coherent structures whose characteristic properties may resemble more of 

a plane mixing layer between two flows, one below the canopy and one above the 

roughness sublayer.258,260,261 This allows the potential use of a mixing length formulation 

for the scalar profile within and above an urban canopy.260 

3.6. Conclusions 

For the measurement period, the mean CO2 flux is 5.39 ± 7.26 µmol m-2 s-1 and the 

mean evapotranspiration (ET) is 0.01 ± 0.02 mm h-1. Average ET was measured to be 

higher on urban green surfaces than on urban hard surfaces, 0.96 ± 0.95 mm d-1 and 0.19 

± 0.93 mm d-1, respectively. Average urban hard surface CO2 fluxes are higher than the 

average green surfaces, 7.74 ± 6.65 µmol m-2 s-1 and 0.60 ± 1.57 µmol m-2 s-1, respectively. 

While not as emissive as urban hard surfaces, urban greenery has a positive emission flux, 

matching previously reported results on the impact of urban vegetation on urban CO2 

levels.209–212,214 The contribution of urban vegetation to human health has been well 

documented, but the impact on urban CO2 levels may be more modest.209,262–266 Over 90% 

of total CO2 fluxes measured in this study were from urban hard surfaces (which includes 

a parking lot and a roadway, potential fossil fuel emission sources), matching prior work 
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on urban biogenic and anthropogenic CO2 flux measurements.220,237,239,267,268 This may 

imply that reductions in abiotic urban CO2 emission sources such as fossil fuel combustion, 

may realize a larger impact on urban CO2 levels than increasing urban vegetation cover 

alone. 

 Site conditions did not completely meet the requirements to apply the AGM, as 

well as the MBR method, and ozone measurements made through these methods are 

therefore inaccurate. The AGM assumes homogeneous surface conditions and the length 

scale over which mean gradients are measured is larger than the length scale of turbulence, 

which may not have been met at the field site. The MBR method assumes that the behavior 

of scalar fluxes in the constant flux layer above the vegetation canopy is similar, but 

heterotrophic and autotrophic sources of CO2 from vegetation may not be related to the 

photochemical reaction process that leads to ozone formation above vegetation.269,270 

While EC methods are one approach to capturing local-scale flux measurements, this study 

highlights the need for further study of approaches for measuring mass deposition or 

emission within the urban landscape. 
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4. The potential for rooftops to passively remove ozone prior to entering the indoor 

environment 

4.1. Introduction 

Tropospheric ozone plays an important role in climate and atmospheric chemistry, 

but in the urban and indoor environment, it can be detrimental to human health.4,29 In the 

U.S.A., increases in ozone concentrations are predicted to result in over 2,200 additional 

premature deaths annually by the 2050s.271 One strategy for reducing the health impacts of 

ozone exposure is to remove ozone from indoor environments, where 45-75 % of total 

exposure occurs.272 

Methods of removing ozone in the indoor environment can be roughly categorized 

as passive or active air cleaning. Energy consumptive air cleaning technology such as 

building scale cleaning through HVAC systems, room cleaning through room air cleaners, 

and breathing zone ventilation and air cleaning are examples of active cleaners which 

require non-trivial energy to remove pollutants from the indoor air. Passive air cleaning 

technology requires no energy, outside of energy that would otherwise have similarly been 

input for building operation, for pollutant removal and has been suggested as a method of 

improving indoor air quality without increasing building operational costs.94,142,143 

Proposed passive mitigation technology is often based on natural ventilation, 

functionalized surfaces, vegetation, or other reactive surface material and can exist in the 

indoor environment or outdoors in the vicinity of the building, cleaning the air that enters 

the indoor environment.94,111,141–143 Building rooftop surfaces utilizing vegetation, such as 
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green roofs, near indoor ventilation systems may provide removal sites for outdoor ozone 

in the air entering the indoor environment. 

Urban scale studies have evaluated the potential of vegetation as a passive air 

cleaning strategy; large-scale dry deposition models show vegetation can be a sink of ozone 

in the urban environment. Wesely (1986) showed dry deposition over lush vegetation is 

roughly 40 times more efficient than over urban land.273 Applying the UFORE/i-Tree 

model to estimate total dry deposition, Nowak et al. (2006) and Nowak et al. (2014) showed 

public urban trees removed 205,100 and 523,000 tons of ozone across 55 cities.274,275 Yang 

et al. (2008) modeled the dry deposition of ozone to green roofs in the Chicago area, finding 

ozone removal is roughly ~50.5 kg ha-1 yr-1.145 Using the i-Tree Eco model in Strasbourg, 

France, Selmi et al. (2016) showed that 63 % of total ozone deposition in the urban 

environment is to agricultural areas,  urban forests, and parks.276  

Dry deposition models often take data from limited sites or utilize data from plant 

chamber studies which may not be representative of the local and urban fluid mechanics, 

canopy structure, length of photosynthetic activity of urban vegetation, and microclimates 

within the urban area of interest.274,277 While dry deposition of ozone to urban vegetation 

may occur, the impact on urban ozone concentrations is modest.209 Average percent 

improvement in air quality due to ozone removal by trees across 14 U.S. cities during peak 

seasonal photosynthetic activity is 0.61 % and annual ozone reduction in urban areas due 

to tree cover across 55 U.S. cities is 0.36 %.275,278 Removal of ozone due to urban forests 

in the city of Florence, Italy is modest, 1.5 % on average, when compared to overall 
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pollution levels within the city.279,280 Sicard et al. (2018) reviewed the impact of green roofs 

and urban forests on urban ozone concentrations, finding that while local reductions to 

ozone measured via passive samplers above and below urban forest canopies can be 

upwards of 40 %, modeled percent improvement due to removal of ozone to trees and 

shrubs is less than 2% in cities.277,281 Under ideal conditions, modeled removal of ozone to 

green roofs at the rooftop scale was predicted to be approximately 1.3%.215  

Passive ozone removal may also have secondary products that should be accounted 

for. Ozone-initiated reactions with conventional and green building materials have shown 

the potential to generate secondary volatiles and organic aerosols.282–285 Ozone interaction 

with vegetation and/or biogenic volatile organic compounds (BVOCs) can produce 

compounds with detrimental health effects that should be considered.117,128,286 Carslaw et 

al. (2015) modeled the role of outdoor biogenic volatile organic compounds (BVOCs), 

typically emitted from vegetation, in the formation of secondary organic aerosols (SOAs) 

inside office buildings, finding ambient biogenic emissions where ozone concentrations 

are elevated contribute substantially to indoor particulate matter.34 Rooftop surfaces may 

impact loading on ventilation filters as well, offering reaction sites for ozonolysis along the 

ventilation pathway to the indoor environment. Prior work shows increases in oxidation 

by-products, such as acetaldehyde, downstream of loaded ventilation filters in the presence 

of ozone.287–289  

This study is split into two efforts; the first effort sets out to measure the dry 

deposition of ozone to the green roof and green roof substrate samples through resistance 
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uptake theory in a chamber environment, varying temperature and light conditions. A 

second effort is performed in comparing the ozone removal effectiveness of various rooftop 

surfaces: three building materials; brick, concrete slab, grey tiles, two glass types; new and 

dirty, and vegetation. This second effort includes the chamber measurements of ozone 

uptake resistances to the green roof and green roof substrate as well as micrometeorological 

measurements of aerodynamic components from a rooftop field site that contains a green 

roof.   

4.2. Methods 

4.2.1. Chamber Flux Experiments 

Chamber experiments, shown in the schematic in Figure 6, were conducted to 

calculate ozone surface flux specific to the vegetation from the rooftop via experiments 

similar to those conducted by Simmons and Colbeck (1990).290 Two cylindrical chambers 

(diameter = 20.3 cm, height = 20.3 cm) were constructed from acrylic following a similar 

design as Almand-Hunter et al. (2015): an open-bottom chamber and a closed-bottom 

control chamber.291 Tests were conducted by measuring the decay of ozone following 

elevation to ~350 ppb using a corona discharge ozone generator (Eleoption, 

B01M8IC3EK). An ozone monitor (2B Tech, 106L) was used to measure ozone 

concentrations in the chamber every 10 seconds. Following Gall et al. (2015), the 

deposition velocity, 𝑣𝑑, was calculated by a numerical solution to a mass balance on the 

chamber.292 A closed-bottom chamber was used to measure background deposition 

velocities to acrylic chamber surfaces. The air-exchange rate for the chambers was 
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measured using a CO2 tracer decay experiment in the absence of vegetation and averaged 

0.196 min-1. 

 

Figure 6. Chamber set up of isolated ozone fluxes over green roof material 

 

One 25.4 cm x 25.4 cm green roof sample and a soil substrate material, removed 

from a green roof in north Portland, OR, were selected for laboratory measurements of 

ozone surface flux. Soil moisture was varied by adding and mixing incrementally higher 

water to the green roof and soil substrate trays and allowing them to saturate overnight. 

The resulting volumetric water contents determined using a soil moisture sensor (Decagon, 

EC-5) were, 12, 18, and 25 m3 m-3 for the green roof samples, and 3, 4, 7 m3 m-3 for 

substrate sample replicates.  Light conditions were varied between 1.2, 14.3, and 100.9 uE 

for the green roof sample and 1.2, 12.7, and 89.8 uE for the bare substrate sample. The air 

temperature and relative humidity (Onset, S-THB-M002), substrate temperature (Onset, S-

TMB-M006), photosynthetically active radiation (PAR) (Onset, S-LIA-M003), and solar 
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radiation (Onset, S-LIB-M003) were also monitored throughout the various experiments. 

Additional experiments were conducted to separate the boundary layer resistance by using 

potassium iodide (KI), like Almand-Hunter et al. (2015) and Pape et al. (2009).291,293 

However, in these tests, we coated the vegetation itself with a KI solution (100 grams of 

pure KI dissolved in 125 mL of deionized water) and then immediately conducted an ozone 

decay test. 

4.2.1.1. Chamber Flux calculations 

For chamber studies, the deposition velocity and subsequently the surface 

resistance of the green roof and substrate material was calculated by subtracting the inverse 

of the deposition velocity calculated to the green roof sample coated with KI from the non-

coated green roof deposition velocity as shown in equation 7. The coated sample provides 

an estimate of transport and boundary layer resistances.  

𝑟𝑐 =  
1

𝑣𝑑
−

1

𝑣𝑑𝐾𝐼
         (7) 

where 𝑣𝑑  is the ozone deposition velocity for the green roof sample and 𝑣𝑑𝐾𝐼 is the ozone 

deposition. 

4.2.2. ‘Big leaf’ resistance uptake theory 

It is generally impractical to describe in explicit detail the microphysical route by 

which ozone travels from the bulk atmosphere to the surface. The transport of a pollutant 

to the surface is continuous and can be exceptionally complex, involving atmospheric 

turbulent transport, the properties of the pollutant, and the nature of the surface. The time 
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scales that are associated with the uptake of a pollutant can be anywhere from seconds to 

minutes, hours, or weeks depending on the atmospheric and physiological conditions. 

Instead, the process can be simplified with the assumption that the dry deposition of ozone 

can be calculated as the product of the local concentration of ozone and the vertical dry 

deposition flux. The heterogeneous interaction of ozone and the green roof can be modeled 

as a downward flux, 𝐹𝑂 (µg m-2 s-1): 

𝐹𝑂 = −𝑣𝑑 × 𝐶o        (8) 

where 𝑣𝑑 is a constant of proportionality known as the deposition velocity (m/s) and 𝐶o is 

the concentration (µg/m3) of ozone at a measurement height.  

A multi-layer big leaf model separates the deposition velocity into transport and 

surface resistances, shown in equation 9.256,294,295 

𝑣𝑑 =
1

𝑟𝑡
 =

1

𝑟𝑎+𝑟𝑏+𝑟𝑐
             (9) 

where 𝑟𝑡 is the total resistance (s m-1), 𝑟𝑎 is the aerodynamic resistance (s m-1), 𝑟𝑏 is the 

quasi-laminar boundary layer resistance (s m-1), 𝑟𝑐 is the canopy or surface resistance (s m-

1). The formulation for aerodynamic resistance is provided from our current understanding 

of the Monin-Obukhov similarity theory.296–298 

𝑟𝑎 =
1

𝑘∗𝑢∗
[ln (

𝑧−𝑑

𝑧𝑜
) − Ψ𝐻(𝛿)]       (10) 

where Ψ𝐻 = {
2 × 𝑙𝑛 (

1+(0.95×[1−11.6(𝛿)]0.5)

2
) , −2 < 𝛿 < 0

−7.8 × 𝛿, 0 < 𝛿 < 1 
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 The quasi-laminar boundary layer resistance is given by equation 11: 

𝑟𝑏 =
2×𝑆𝑐2/3

𝑘∗𝑢∗
         (11) 

where 𝑆𝑐 is the Schmidt number, the ratio of momentum diffusivity (kinematic viscosity 

of air) to molecular diffusivity of ozone, 
𝑣

𝐷𝑂3

. The friction velocity, 𝑢∗, is given by the 

relation 𝑢∗ = ((𝑤′𝑢′̅̅ ̅̅ ̅̅ )
2

+ (𝑤′𝑣′̅̅ ̅̅ ̅̅ )
2

)
1/4

, 𝑘 is the dimensionless von-Kárman constant taken 

to be 0.4, 𝛿 is the stability parameter given as  𝛿 =
𝑧𝑟−𝑑

𝐿
, 𝑧𝑟 is the measurement height, 𝑑 

is the zero-plane displacement height, taken as 𝑑 = (
2

3
) × (𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝐻𝑒𝑖𝑔ℎ𝑡), 𝐿 is the 

Monin-Obukhov length given by 𝐿 = −
𝑢∗

3

𝑘(
𝑔

𝑇
)(

(𝑤′𝑇′̅̅ ̅̅ ̅̅ ̅)

𝜌𝑐𝑝
)
 and 𝑧𝑜 is the roughness height taken as 

𝑧𝑜 = 0.1 × (𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝐻𝑒𝑖𝑔ℎ𝑡).299,300 

The surface resistance of an urban surface, 𝑟𝑐, can be composed of multiple uptake 

pathways in parallel or in series, including stomatal and cuticle uptake, soil uptake, uptake 

to surfaces coated with water, uptake to stone/brick, and/or uptake to other functional 

materials. The specific parallel uptake pathways in which ozone may degrade, react, and 

transform at the surface level are outside of the scope of this study. Instead, a material 

surface resistance, either from field measurements or derived from literature, is used to 

characterize the processes that occur to remove ozone deposited on material surfaces.  

A hypothetical deposition velocity can be constructed for ozone deposition to 

rooftops using transport resistances (𝑟𝑎 and 𝑟𝑏) measured from the rooftop field site and 
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surface resistances derived from literature. Four common building materials and four types 

of vegetation common to the urban environment are chosen to evaluate ozone deposition 

to rooftop surfaces, shown in Table 1.  

Table 1. Surface resistances for common building materials and vegetation derived 

from prior published measurements 215,290,301–303 

Material Surface Resistance (s m-1) Reference 

Building material 

Brick 50 Simmons and Colbeck 

(1990) 

Concrete Slab 250 Simmons and Colbeck 

(1990) 

Grey Tile 290 Simmons and Colbeck 

(1990) 

Clean glass 2010 Simmons and Colbeck 

(1990) 

Urban Vegetation 

Green roof 390 Ramasubramanian et al. 

(2018) 

Green roof substrate 350 Ramasubramanian et al. 

(2018) 

Lush vegetation 400 Wesely (1989)  

Grass ~100 Wesely (1989), Padro 

(1996), McMahon and 

Denison (1979) 

 

  



 
64 

 

4.3. Results 

4.3.1. Chamber experiments to measure ozone removal to green roofs 

Chamber experiments were performed on a green roof and bare substrate samples 

taken from the green roof, shown in Figure 7. Light and soil moisture conditions were 

varied across low, medium, and high conditions. The photosynthetic active radiation (PAR) 

was 1.2, 14.3, and 100.9 μE m−2 s−1 for the green roof substrate and 1.2, 12.7, and 89.8 μE 

m−2 s−1 for the substrate. The upper limit here is low compared to full sunlight day in the 

summer in Portland, OR, and was limited by the lamps available that did not also 

appreciably alter the sample air and surface temperature. The moisture conditions, ranging 

from 0.03 to 0.07% volumetric water content (VWC) for the soil substrate were low 

relative to the conditions experienced by the green roof sample. Surface resistances 

measured in the laboratory ranged from 360 s/m to 435 s/m and fell in the 60th-70th 

percentile of field measurements. This implies that rooftop vegetation, comprised of sedum 

and herbaceous species, appears to have surface resistance like that of urban vegetation.  
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Figure 7. a. Surface resistances from chamber experiments of varying light (uE) and soil 

moisture (m3/m3 VWC) for a sample from a green roof sample. b. Surface resistances from 

chamber experiments of varying light (uE) and soil moisture (m3/m3 VWC) for a bare 

substrate sample. 

The green roof sample had slightly higher overall average surface resistance 

compared to the bare substrate sample, although the difference is within the range of 

measurement uncertainty. Higher PAR also appeared to lead to a higher surface resistance 

for most water conditions, again within the range of uncertainty associated with triplicate 

measurements (Figure 7). Plant and substrate behavior with low water content (red bar, 

Figure 7) is variable. Interestingly, the driest green roof sample was neither the highest nor 

lowest surface resistance. In contrast, the driest conditions when substrate alone was tested 

had the highest surface resistance, implying that substrate water content was key in limiting 

ozone uptake. For Sedum species specifically, a wide range of stomatal conductance of 

water vapor has been reported under varying light, water, and temperature conditions, with 

the greatest resistances attributed to periods of drought stress during which the plants enter 

into the water-efficient crassulacean acid metabolism, or CAM photosynthesis.304 This is 
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not evident in our green roof sample, which we speculate to be a result of the presence of 

exposed substrate in our green roof sample that offered a parallel uptake pathway to that 

of the high surface resistance stomatal pathways during periods of low water content. 

Nonetheless, further experiments for different coverage and environmental conditions are 

needed to specifically evaluate this potential response for sedums. 

4.3.2. Ozone removal to rooftops via the resistance uptake model 

Ozone deposition velocities to green surfaces and urban hard surfaces are calculated 

based on resistance uptake theory and are shown in Figure 8a. Aerodynamic and boundary 

layer resistances are calculated based on turbulence components measured at a local 

rooftop in north Portland, Oregon, as described in Section 3.2.  
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Figure 8. a. Deposition velocities for eight common building and rooftop surfaces: three 

building materials; brick (𝑟𝑐 = 50 s m-1) concrete slab (𝑟𝑐 = 250 s m-1), grey tiles (𝑟𝑐 = 290 

s m-1), clean glass (𝑟𝑐 = 2010 s m-1), a green roof sample (𝑟𝑐 = 390 s m-1), a green roof 

substrate sample (𝑟𝑐 = 350 s m-1), mid-summer lush urban vegetation in an urban 

environment (𝑟𝑐 = 400 s m-1) and grass (𝑟𝑐 = 100 s m-1) b. Transport resistances 𝑟𝑎 (s m-1) 

and 𝑟𝑏 (s m-1) and its impact on the deposition velocity (cm s-1) for brick and green roof 

surfaces.  

 Mean deposition velocities for modeled building materials are: 0.94 ± 0.31 cm s-1 

for brick, 0.32 ± 0.05 cm s-1 for concrete slab, 0.27 ± 0.04 cm s-1 for grey tiles, 0.05 ± 0.001 

cm s-1 for clean glass, 0.23 ± 0.03 cm s-1 for green roofs, 0.24 ± 0.02 cm s-1 for green roof 

substrate, 0.21 ± 0.02 cm s-1 for lush urban vegetation in mid-summer, and 0.62 ± 0.15 cm 

s-1 for grass. Removal of ozone to building materials is based on material chemical makeup 

and surface characteristics. Materials containing clay, such as brick, are known to have 

high reaction probabilities and consume ozone readily with negligible byproduct 

formation, most likely due to the reaction catalyzed by metals in clay.102,305 Lamble et al. 

(2011) studied deposition velocities to green building materials including clay paint, clay 

wall plaster and porcelain clay tile, finding that clay-based materials promising, with high 
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deposition velocities and low product yields.284 Glass is known to have low reaction 

probability, γ ≈ 10-8, therefore ozone deposition to glass is almost non-existent.102  

The surface resistance for green roofs and green roof substrate is based on chamber 

experiments of ozone removal to vegetation taken from a green roof in north Portland, 

Oregon, and is similar in magnitude to prior work on ozone removal to 

vegetation.290,301,303,306 The mean deposition velocity for the green roof  (0.22 ± 0.03 cm s-

1) and green roof substrate (0.24 ± 0.02 cm s-1) is similar to that of other common building 

materials (concrete slab and grey tiles) and prior measurements of deposition velocities to 

vegetation.307 The impact of urban vegetation such as green roofs on the rate of removal of 

common outdoor pollutants such as ozone is lower than other building materials such as 

brick and other clay-based materials. There may also be secondary effects to ozone removal 

on green roof surfaces; e.g., gas-phase biogenic emissions from vegetation participate in 

oxidation chemistry that can contribute to increased particle counts in the indoor 

environment.34   

Deposition velocities for building materials as a function of transport resistances is 

plotted in Figure 8b. The rooftop transport resistance is calculated based on resistance 

uptake theory where the transport resistance, 𝑟𝑡 = 𝑟𝑎 + 𝑟𝑏, where 𝑟𝑎 is the aerodynamic 

resistance and 𝑟𝑏 is the boundary layer resistance described in section 3.2. Aerodynamic 

and boundary layer resistances are high during nocturnal, stable periods and low during the 

unstable, daytime periods, though for ozone, boundary layer resistances are negligible 

relative to the aerodynamic resistance. Peak ozone concentrations, generally occurring in 
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the afternoon, coincide with low transport resistances during the daytime allowing for 

increased deposition velocities if surfaces are optimized to uptake pollutants during those 

periods. A mean surface resistance for green roofs and brick is used to calculate the diurnal 

deposition velocity shown in Figure 8b. Urban greenery follows a dynamic uptake process 

where stomatal and cuticular uptake of ozone occurs during periods of high photosynthetic 

activity and only cuticular interactions, an uptake potential a few orders of magnitude lower 

than stomatal uptake, occur during periods of low photosynthetic activity.202 Sedum 

species, commonly used on green roofs, shift from C3 to CAM during arid periods, where 

gas exchange occurs at night, therefore stomatal uptake pathways are not available during 

daytime periods.213,308,309 This suggests that even if transport resistances are minimized, 

sedum-dominated green roofs would have high surface resistance (i.e. slow uptake at the 

surface) at the times of day when ozone is elevated; this finding highlights that the 

dynamics of plant metabolism in combination with air pollutant dynamics are important 

considerations for studies investigating plant interaction with air pollution. 

4.4. Conclusion 

Green roof-ozone surface resistances were measured in chamber scale studies with 

varying light and soil moisture conditions. Surface resistances measured in the laboratory 

ranged from 360 s m-1 to 435 s m-1, similar in magnitude to prior work for ozone surface 

resistances of vegetation.290,301,303,306 Rooftop deposition velocities are modeled via the 

‘resistance uptake’ model where the aerodynamic and boundary layer resistances are 

derived from field measurements and the surface resistances are acquired from prior 
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measurements of ozone deposition to building materials and vegetation. Brick, a material 

containing clay that is known to be reactive with ozone, had the highest deposition velocity 

of materials included in this study, at 0.94 ± 0.31 cm s-1. Green roofs (0.23 ± 0.03 cm s-1), 

green roof substrate (0.21 ± 0.02 cm s-1), and lush urban vegetation (0.62 ± 0.15 cm s-1) 

had removal on par with other building materials. While there may be benefits to 

stormwater management and urban heat island effect, the passive impact of green roofs 

relative to other common building materials in affecting concentrations of ozone in 

ventilation air is not expected to be greater than the building rooftop materials that would 

be exposed if the green roof was not present.  

One additional outcome of this modeling is emphasizing the point that even if a 

rooftop surface has very low surface resistance (i.e. its ability to uptake ozone is idealized), 

ozone removal from the urban atmosphere is a multi-step, serial process. That is, if a 

surface is very reactive, ozone removal is then limited by transport, where overall ozone 

removal to rooftop surfaces is defined by the turbulence characteristics above the rooftop. 

Further studies may be performed to quantitatively understand drivers of rooftop 

turbulence and its impact on ozone transport at the rooftop scale. These data would allow 

for a more complete understanding of the transport and passive removal of ozone in 

ventilation air and provide insight for practitioners in designing green buildings for 

healthier indoor environments. 
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5. Impact of green and white roofs on air handler filters and indoor ventilation air 

5.1. Introduction 

Green roofs may affect local rooftop air handling units via loading of biotic matter 

on HVAC filters, which can potentially remove ozone or act as a source for volatile organic 

compounds (VOCs) to the indoor environment. Since outdoor air intake for buildings is 

frequently sited on rooftops, the particle-laden rooftop airflow may trap green roof particles 

onto rooftop filtration systems. Filters loaded with particles can impact the quality of air 

brought indoors; prior work has characterized ozone removal to loaded HVAC filters from 

office spaces60, residential and commercial filters65, dusty and sooty filters62, and to green 

roof and white roof filters310. Ozone removal by residential and commercial filters can vary 

depending on the type of filter as well as the particle loading on the filters. Zhao et al. 

(2007) found removal efficacies for clean filters varied from 0% to 9% but the removal 

efficacies for loaded filters increased up to 41%.65 The type of particle loading may also 

contribute to removal efficacies; removal for filters located on standard rooftop types was 

5-15% while removal for filters taken from a green roof was 10-25%.310 

Filters loaded with particles can also be emission sources for a variety of 

compounds in indoor air. As filter operational times increase, surface area for 

sorption/desorption processes increases due to increases in particle loadings.311 A study of 

VOC emissions from HVAC systems from Berlin, Germany, found concentrations of 

formaldehyde and acetone increased in used filters as compared to unused filters, and 

acetone concentrations increased with increases in particle loadings.311 Dust accumulated 
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on filters have been shown to release carboxylic acids, aldehydes, terpenes, and nitrogen-

containing organic compounds.63,64 Fungal and bacterial growth on filters may contribute 

to increases in VOC emissions to supply air. A field study of a multi-story office building 

found indoor VOCs related to the fungal metabolic processes and traced the source to 

fungal loading of filters.312 

Heterogeneous chemistry can also occur on filters, in some cases generating 

harmful byproducts that may then be emitted to the indoors. One driver of this chemistry 

is ozone, which can enter a building via infiltration or outdoor air supply and subsequently 

be transported to a filter. Ozone removal via the Criegee mechanism leads to carbonyl 

formation; a linear correlation can be made between carbonyl generation and ozone 

removal, when normalized for organic carbon mass on filters.66,157 Ozonolysis products, 

including formaldehyde, acetaldehyde, acetone, and 4-oxopentanal are elevated 

downstream of filters laden with particles from vegetation and diesel emissions.73  

If around local vegetation, matter composed of whole or fragmented abiotic and 

biotic matter, maybe trapped on filters which can variably produce isoprene and terpenes, 

organic compounds that are reactive with ozone. 313314,315 Some products, including 

formaldehyde, are emitted in proportion to the RH level.161 If these reactive organics are 

present on HVAC filters, surface reactions with ozone can lead to the formation of 

secondary organic aerosols.35,36,158 Formaldehyde and acetaldehyde, two oxidation 

byproducts, were found in air downstream of filters after ozonolysis, indicating that ozone 

reactions of filters can contribute to toxic products in supply air.73  
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In this section, loaded filters are collected from a rooftop, a Walmart retail store in 

north Portland, OR, with vegetated (green roof) and non-vegetated (white roof) areas to 

investigate the effect of surrounding rooftop type on filter loading and the ensuing impact 

on VOC and particle emissions from filters. VOCs in the absence of ozone (primary VOC 

emissions), ozone removal rates, and emissions in the presence of ozone are identified in a 

laboratory chamber apparatus. These analyses are conducted for filters collected from the 

field site during the fall and winter seasons. Despite the growing body of evidence linking 

HVAC filter quality to indoor air, to my knowledge, this is the first study to characterize 

the VOC fluxes in the absence and presence of ozone and report ozone removal rates for 

filters across various temperatures, RH conditions, and multiple seasons. 

5.2. Methods 

5.2.1. Filter Collection 

Loaded filters (hereafter described as “green” and “white” roof filters) were 

collected from air handling units (AHUs) after operation for three-month periods occurring 

from October 2018 – January 2019 (Fall season) and January 2019 – March 2019 (Winter 

season). Samples of filters (area of 17.35 cm2) for analysis were randomly cut from an 

intact filter, using sterilized stainless-steel scissors, from a filter taken from the AHU filter 

bank. An unused filter of the same make (AAF PerfectPleat, HC M8) was acquired from 

maintenance personnel immediately after the filter collection period. Filters were 

immediately sealed and stored in a polyethylene bag at -15˚ C freezer until tested for ozone 

removal and VOC emissions. 
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5.2.2. Filter chamber-oxidation analysis 

Filters were tested for ozone removal and emissions of VOCs in the presence and 

absence of ozone in the apparatus shown in Figure 9. Filtered and humidified compressed 

air is injected into a temperature-controlled filter cartridge assembly. The chamber 

apparatus uses an activated carbon filter (Ingersoll-Rand, IRAC40) before humidification 

and a HEPA filter (ETA Filters, HC01U-4N-B) after the humidifier, the latter necessary as 

we observed an elevated background particle number due to the humidification.  

Humidification is regulated using a 1000 mL gas-washing cylinder (Wilmad Lab Glass, 

LG-3765-130) filled with distilled water and a needle valve to control the flow into the 

humidification cylinder. Ozone generation is controlled using a shortwave (185 nm) UV 

photochemical ozone generator (AnalytikJena, SOG-1). A dilution flow is used to provide 

adequate flow to the instruments, 2 LPM, while maintaining a filter face velocity of 1.1-

1.3 cm s-1, chosen for consistency with prior bench-scale laboratory analysis310,316. Filters 

are placed in a PFA filter holder (Savilex, PFA 225-1712) inside a temperature-controlled 

stainless steel chamber. A 12-Bit combined temperature and relative humidity (RH) sensor 

(Onset, S-THB-M008) is used to measure the temperature and RH of the air. Ozone is 

measured using a UV ozone analyzer (Dasibi, 1003-AH). Particle counts (0.02 – 1 μm) are 

measured using a P-Trak Ultrafine Particle Counter (TSI, P-Trak Ultrafine Particle Counter 

8525).  
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Figure 9. Filter chamber set up for primary emissions, ozone deposition, and emissions in 

the presence of ozone.  

Primary VOC emissions and VOC emissions in the presence of ozone were 

measured using a proton transfer reaction – time of flight – mass spectrometry (Ionicon, 

PTR-TOF-MS 1000) with H3O
+ as the primary reagent ion (O2

+ and NO+ signal intensities 

were respectively less than 5% and 1% of H3
18O+  and water cluster ((H2O)H3O

+) intensities 

around 1-2% of H3
18O+). Drift tube conditions were Tdrift = 60°C, Pdrift = 2.20 mbar, Udrift 

= 600 V, which resulted in electric field strength to number density ratio E/N = 135 Td 

(Townsend, 1 Td = 10-17 V cm2). The mass axis calibration was performed using three 

peaks: NO+ (m/z = 29.9974), C3H7O
+ (m/z = 59.0497) and a C6H4I2 fragment (m/z = 

203.944) via an internal standard continuously injected into the drift tube via a heated 

permeation device (Ionicon Analytik GmbH, PerMaScal). Mass spectra were stored in 30 

s intervals. The inlet was held at 60°C and the supplemental inlet flow to the drift tube was 

set at 150 mL min-1.  

A peak list of compounds of interest was chosen based on the potential for 

emissions from biotic matter and precursors for byproduct formation and oxidation 
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byproducts317–326 and shown in Table 2. Putative IDs of these compounds are: methanol 

(m/z 33.03), acetaldehyde (m/z 45.03), formic acid (m/z 47.01), acetone (m/z 59.04), acetic 

acid (m/z 61.03), isoprene (m/z 69.07), and monoterpenes (m/z 137.12). 



7
7 

Table 2. Compounds of interest, estimates of high, center, and low m/z ratios, k-Rates, and the references for the 

compounds 

Label Low Center High k Rate Studies of emissions in biotic matter 

methanol 

H+ 
32.94492 33.03226 33.083 2.33 

Potard et al. (2017), Abis et al. (2018), Malekina et 

al. (2007), Fall and Benson (1996), Greenberg et 

al. (2012), Bamberger et al. (2010) 

acetaldehyde 

H+ 
44.9517 45.03294 45.10137 3.36 

Potard et al. (2017), Abis et al. (2018), Malekina et 

al. (2007), Greenberg et al. (2012), Bamberger et 

al. (2010), Kim et al. (2010), Bourtsoukidis et al. 

(2014) 

formic acid 

H+|Ethanol 

H+ 

46.95714 47.01464|47.04885 47.07214 2.00|2.26 

Kesselmeier et al. (1998), Sanhueza and Andreae 

(1991), Laothawornkitkul et al. (2009), Kim et al. 

(2010), Bourtsoukidis et al. (2014) 

acetone H+ 58.98423 59.0439 59.11739 3 

Potard et al. (2017), Abis et al. (2018), Malekina et 

al. (2007), Greenberg et al. (2012), Bamberger et 

al. (2010), Kim et al. (2010), Bourtsoukidis et al. 

(2014) 

acetic acid 

H+|IPA H+ 
60.96115 61.02890|61.06169 61.12779 2.00|2.35 

Kesselmeier et al. (1998), Sanhueza and Andreae 

(1991), Potard et al. (2017), Malekina et al. (2007), 

Greenberg et al. (2012), Laothawornkitkul et al. 

(2009), Kim et al. (2010) 

Furans 

H+|Isoprene 

H+ 

68.94755 69.00049|69.06986 69.16727 2.00|1.94 

Potard et al. (2017), Abis et al. (2018), Malekina et 

al. (2007), Greenberg et al. (2012), Bamberger et 

al. (2010), Laothawornkitkul et al. (2009), Kim et 

al. (2010), Bourtsoukidis et al. (2014) 

terpenes H+ 136.84425 137.1325 137.3355 2.5 

Potard et al. (2017), Abis et al. (2018), Malekina et 

al. (2007), Greenberg et al. (2012), Bamberger et 

al. (2010), Laothawornkitkul et al. (2009), Kim et 

al. (2010), Bourtsoukidis et al. (2014) 
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5.2.3. Experimental protocol 

Loaded and unused field filter samples were cut into flat circular samples of 

diameter of 47 mm and placed in the filter holder. The filter sample is compressed between 

two mating PFA surfaces and the operative area exposed to airflow (ozone free or 

containing ozone) was 17.35 cm2. Before each experiment, the filter cartridge is cleaned 

and passivated at 200 ppb ozone for 12 hours to remove any confounders due to cartridge 

handling. Three relative humidity and three temperature conditions were tested for the fall 

season filters: 20%, 50%, and 80% RH and 15 °C, 23 °C, and 31 °C, respectively. 

Temperatures were chosen to characterize the behavior of filters across realistic outdoor 

temperatures. The range was selected to span >10 ◦C, as a rule of thumb (Arrhenius 

equation) predicts will lead to a doubling of the reaction rate, while considering limitations 

of our laboratory setup to maintain elevated and lowered chamber concentrations for the 

duration of each experiment. High and low temperature and RH conditions were tested in 

duplicates for the fall season. The median condition, 50% RH and 23 °C, was tested in 

triplicates for the fall and winter seasons. A flow rate of 1.2-1.4 L min-1 of air is sent to the 

filter cartridge, resulting in a face velocity of 1.1-1.3 cm s-1. Measurements were split into 

two 2.5 h segments for each filter; the first segment was to measure filter primary VOC 

emissions and downstream particle concentration and the second segment to measure filter 

ozone removal efficiencies, secondary organic aerosol formation, and VOC emissions in 

the presence of ozone. For each 2.5 h segment, the inlet concentration was measured for 

the first 0.5 h, the outlet concentration was measured for the next 1.5 h and finally, the inlet 

concentration was measured again for 0.5 h. For the first 2.5 h segment, ozone levels were 
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<2 ppb and during the second segment, ozone was injected, with filter holder inlet levels 

ranging 170-190 ppb. Experiments were run in duplicate, except for the median 

temperature and RH conditions (23 °C and 50% RH) for the fall and winter data set, which 

was run in triplicate. The averaged concentrations reported here are the time average of the 

final 30 minutes of the 1.5 h outlet measurement. This period met the steady-state 

conditions for ozone, <2 ppb change over 10 mins327. 

5.2.4. Volatile organic source and sink strength quantification 

Primary VOCs were calculated according to the following equation: 

  𝐹𝑓𝑖𝑙𝑡𝑒𝑟
̅̅ ̅̅ ̅̅ ̅̅ = [[(

𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑡𝑜𝑡𝑜𝑢𝑡  -𝐶𝑖, 𝑖𝑛̅̅ ̅̅ ̅̅ ̅×𝑄𝑑𝑖𝑙𝑜𝑢𝑡

𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡
− 𝐶𝑖, 𝑖𝑛

̅̅ ̅̅ ̅̅ ) ×
𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡

𝐴
] × α] − 𝐹𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

          (12) 

where subscripts ‘𝑜𝑢𝑡’ and ‘𝑖𝑛’ represent the flow through the filter chamber and flow 

bypassing the filter chamber, respectively. The mean primary VOC flux from the filter 

(µmol m-2 h-1) is 𝐹𝑓𝑖𝑙𝑡𝑒𝑟
̅̅ ̅̅ ̅̅ ̅̅  , 𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡

̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the mean total outlet concentration of compound 𝑖 

(ppb), 𝑄𝑡𝑜𝑡𝑜𝑢𝑡
 is the total flow during the respective outlet period (L min-1),  𝐶𝑖,𝑖𝑛

̅̅ ̅̅ ̅ is the 

mean inlet concentration of compound 𝑖 (ppb), 𝑄𝑑𝑖𝑙𝑜𝑢𝑡
 is the dilution flow during the outlet 

measurement period (L min-1), 𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡 is the flow measurement at the outlet of the filter 

(L min-1), 𝐴 is the area of the exposed filter (m2), α is the unit conversion factor to convert 

from units of ppb L m-2 min-1  to units of µmol m-2 h-1 and depends on the molecular weight 

of the specific compound, and finally 𝐹𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the mean background VOC flux (µmol 

m-2 h-1) in the absence of a filter. Time-averages for 𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅  and 𝐶𝑖,𝑖𝑛

̅̅ ̅̅ ̅ were taken over the 
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last 30 minutes of the outlet and inlet period, respectively. 𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡 was calculated by 

subtracting 𝑄𝑑𝑖𝑙𝑜𝑢𝑡
 from 𝑄𝑡𝑜𝑡𝑜𝑢𝑡

. 

VOC emissions in the presence of ozone were calculated similarly and shown 

below: 

𝐹𝑓𝑖𝑙𝑡𝑒𝑟𝑂3
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = [[(

𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑡𝑜𝑡𝑜𝑢𝑡

 -𝐶𝑖, 𝑖𝑛0𝑝𝑝𝑏
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑑𝑖𝑙𝑜𝑢𝑡

𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡
−

𝐶𝑖, 𝑡𝑜𝑡𝑖𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑡𝑜𝑡𝑖𝑛

 -𝐶𝑖, 𝑖𝑛0𝑝𝑝𝑏
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑑𝑖𝑙𝑖𝑛

𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑖𝑛
) ×

𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡

𝐴
]  × α] − 𝐹𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅      (13) 

where the second part of the right side of the equation represents the potential change in 

concentration of compound 𝑖 (ppb) with respect to the increased ozone concentration. 

𝐶𝑖, 𝑖𝑛0𝑝𝑝𝑏
̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the mean inlet concentration of compound 𝑖 at 0 ppb ozone (ppb), 𝐶𝑖, 𝑡𝑜𝑡𝑖𝑛

̅̅ ̅̅ ̅̅ ̅̅ ̅ is the 

mean total inlet concentration of compound 𝑖 (ppb), 𝑄𝑡𝑜𝑡𝑖𝑛
 is the total flow during the inlet 

measurement period (L min-1), 𝑄𝑑𝑖𝑙𝑖𝑛
 is the dilution flow during the respective 

measurement period (LPM), and 𝑄𝑖𝑛 is the ozonated inlet flow (L min-1). 𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑖𝑛 was 

measured through bypassing the filter chamber and calculated by subtracting 𝑄𝑑𝑖𝑙𝑖𝑛
 from 

𝑄𝑡𝑜𝑡𝑖𝑛
. 

5.2.5. Ozone removal 

The removal of ozone to filters was characterized using fractional removal 

efficiency provided by 



 

 
81 

 

ƞ = 1 −

𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑡𝑜𝑡𝑜𝑢𝑡

 

𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑜𝑢𝑡

𝐶𝑖, 𝑡𝑜𝑡𝑖𝑛
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅×𝑄𝑡𝑜𝑡𝑖𝑛

 

𝑄𝑓𝑖𝑙𝑡𝑒𝑟 𝑖𝑛

       (14)  

where ƞ is removal efficiency (%), 𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅  and 𝐶𝑖, 𝑡𝑜𝑡𝑖𝑛

̅̅ ̅̅ ̅̅ ̅̅ ̅ are the mean outlet and inlet ozone 

concentration in (ppb) and the other variables are previously mentioned. Averages for 

𝐶𝑖, 𝑡𝑜𝑡𝑜𝑢𝑡
̅̅ ̅̅ ̅̅ ̅̅ ̅̅  and 𝐶𝑖, 𝑡𝑜𝑡𝑖𝑛

̅̅ ̅̅ ̅̅ ̅̅ ̅ were taken over the last 30 minutes of the respective experimental 

period.  

5.2.6. Contribution to ventilation air 

The contribution of filter emissions to ventilation air downstream of the filter is 

provided by a mass balance on a volume of air passing through the air-handler containing 

a filter73: 

𝐶𝑖𝑛 =  𝐶𝑜𝑢𝑡 +
𝐹𝑓𝑖𝑙𝑡𝑒𝑟×𝑅

𝑉×𝛽
         (15) 

where 𝐶𝑖𝑛 and 𝐶𝑜𝑢𝑡 are inlet (μg m-3) and outlet concentrations upstream and downstream 

a hypothetical filter, respectively, 𝐹𝑓𝑖𝑙𝑡𝑒𝑟 is the emission flux (μg m-2 h-1) converted from 

units of μmol m-2 h-1, 𝑅 is the ratio of filter media surface area to filter face area 

(dimensionless),  𝑉 (m s-1) is the filter face velocity, and 𝛽 is the unit conversion factor 

(3600 s h-1). R values can vary depending on the type of filter; pad filter (R=1), pleated 

filter (R=4), thick pleated filter (R=10), and bag filter (R=19). The contribution of the filter 

to the indoor concentration is given by 
𝐸×𝑅

𝑉
 . 
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5.2.7. Statistical analysis and uncertainty propagation 

Shapiro-Wilk tests were used to check the normality of log-transformed fluxes of 

selected compounds across seasonal, temperature, and RH datasets. Shapiro-Wilk tests 

with output p-value < 0.05 were ignored from ANOVA tests. A three-way ANOVA 

considered the effects of the season (fall and winter), filter type (green and white), trial 

(non-ozonated and ozonated), and associated interactions on compounds from the seasonal 

dataset that passed the Shapiro-Wilk tests. Data on unused filters were not included in these 

analyses, as the season is not an independent variable of unused filters. A three-way 

unbalanced ANOVA was performed on temperature (15 °C, 23 °C, and 31 °C), filter type 

(green, white, and unused), and trial and their associated interactions on compounds that 

passed the Shapiro-Wilk tests for the temperature dataset. A similar three-way unbalanced 

ANOVA considered the effects of RH (20%, 50%, and 80% RH), filter type (green, white 

and unused), and trial and associated interactions on compounds that passed the Shapiro-

Wilk tests for the RH dataset. A Tukey multiple comparison post hoc test was employed 

for all three-way ANOVA tests. 

A Friedman’s test was applied, similar to a one-way ANOVA with repeated 

measures328,329, for filter type (green, white and unused) across the two trial conditions 

(non-ozonated and ozonated) for the selected compounds that did not pass the Shapiro-

Wilk normality tests for the fall season dataset. A Dunn's pair-wise post hoc analysis was 

performed between the ranks of the Friedman's test and a Bonferroni post hoc correction 

for multiple tests was applied. A p-value ≤ 0.05 was deemed a significant difference among 
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the variables tested for each dataset. All statistical tests, analyses, and graphs were 

performed and generated in MATLAB. 

Uncertainty for VOC fluxes at each condition was estimated by propagating the 

difference between the maximum and minimum averaged concentrations across replicates 

for each selected compound. Propagated uncertainty for ozone removal was calculated 

using a 2% instrumentation error on inlet and outlet concentrations. 

5.3. Results 

An illustrative dataset collected from chamber studies is shown in Figure 10, with 

green roof filter data shown for select VOCs, particle number concentrations, and inlet and 

outlet ozone levels at 23° C and 50% RH. Results from the experiments on fall filters 

studied across all temperature and RH conditions are presented in Table 2. VOC fluxes are 

calculated based on eq. 11 and eq. 12 and normalized to background concentrations. 

Periods in which the background concentration is higher are due to the filter behaving as a 

sink and shown as a negative flux in Table 2.  
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Figure 10. Representative measurements from filter ozonolysis experiment for fall season 

green roof sample at the 23° C and 50% RH. The inlet concentrations are measured in the 

first ~30 mins, then ~90 mins of outlet concentrations are measured (shaded area) and 

finally ~40 mins of inlet concentrations a. Temp (C) and RH (%) b. Ozone (ppb) and 

Particle number concentration (
#

𝑐𝑚3) concentration c. Methanol (ppb) and Acetaldehyde 

(ppb) concentrations d. Isoprene (ppb) and Terpene (ppb) 



8
5 

Table 3. VOC fluxes (μmol m-2 h-1) for unused, white, and green roof filters for high (31 C), median (23 C) and low 

(15 C) temperature and high (80 %), median (50 %), and low (20%) RH. ‘No O3’ represents filter VOC emissions in 

the absence of ozone and ‘High O3’ VOC emissions were emissions presence of ozone. 
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5.3.1. Ozone Removal for green, white, and unused filters 

Ozone removal across filters varied between 3.5 % ± 2.8 % to 14 % ± 2.8 % 

depending on the type of filter, temperature, and RH condition, shown in Figure 9. Overall, 

removal efficiencies were in the range of those previously reported; Abbass et al.310 found 

ozone removal efficiencies for green roof and standard rooftop filters were 5 % ± 2.8 % to 

14 % ± 2.8 % removal at 21° C across 30% and 70% RH with an inlet ozone concentration 

of 120 ppb.  

White and green filter removal efficiencies increased as a function of RH, while the 

unused filters did not vary across RH (Figure 11a). Similarly, unused filters did not vary 

across temperature conditions (Figure 11b), maintaining approximately 7 % ± 2.8 % to 8 

% ± 2.8 % removal across all temperature changes. Ozone removal to filters increased as 

a function of increasing RH, shown in Figure 11a, but effects of temperature (Figure 11b) 

were within propagated uncertainty. The highest removal was detected at 80% RH at 23° 

C, which compares well with prior work that reported ozone removal doubles when RH is 

increased from 24% RH to 80% RH330. Removal of ozone to filters has been shown to 

decrease with time60,62, but, removal efficiencies have been shown to partially recover after 

filters were treated with clean, non-ozonated air60. 

5.3.2. Ozone removal across winter and fall seasons 

Ozone removal for green roof and white roof filters were higher in the winter 

season, 6.5 % ± 2.8 % and 8.0 % ± 2.8 % respectively, than those for the fall season, 5.9 
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% ± 2.8 % and 3.6 % ± 2.8 % respectively, though the differences were within propagated 

uncertainty, shown in Figure 10c. Green roof filters had similar removal efficiency across 

the two seasons, but the differences again fell within propagated uncertainty.  

 

Figure 11. a. Ozone removal efficiency (%) for fall filters as a function of RH (%) b. 

Ozone removal efficiency (%) for fall filters as a function of Temp (C) c. Ozone removal 

efficiency (%) as a function of the season (fall and winter). Unused filters were ignored for 

the seasonal dataset as seasons have no impact on unused filters. Propagated 

instrumentation error was calculated to be ± 2.8 % removal efficiency for all tests. 

5.3.3. VOC fluxes from green, white, and unused filters 

Green and white roof filters were significantly more emissive than unused filters 

and methanol fluxes dominated the VOC fluxes that were tracked. Compounds of interest 

for this study were methanol (CH3OH), acetaldehyde (C2H4O), formic acid (CH2O2), 

acetone (C3H6O), acetic acid (CH3COOH), isoprene (C5H8) and terpenes ((C5H8)n); 

emission fluxes are reported in full in Table 2. For the fall season at 23° C and 50% RH, 

methanol emissions from green and white filters are similar in magnitude at 10.96 ± 3.09 
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and 12.02 ± 3.41 μmol m-2 hr-1, respectively, and were significantly more emissive than the 

unused filters which measured 5.64 ± 1.08 μmol m-2 hr-1. Methanol fraction of the total 

flux of the selected compounds were between 60-100% for green and white filters after 

background (empty filter holder) emissions were accounted for. Methanol fluxes from 

filters may be partially a result of the cellulose composition of filters311. Cellulose 

composes many plant and wood walls331,332 and methanol is a major component of VOC 

fluxes from plant and wood material333, potentially explaining the high methanol flux in 

unused filters. Higher fluxes of methanol from green and white roof filters could be due to 

numerous reasons, including; local plant leaf emissions of methanol being sorbed and 

desorbed from filters320, suspension and entrapment of soil or plant litter, which can include 

cellulose-containing biotic matter, leading to emissions of methanol334,335, or 

anthropogenic sources such as the traffic that could emit methanol that is sorbed onto 

HVAC filters336.   

Primary fluxes of isoprene and terpenes, which are known precursors for secondary 

organic aerosol formation, were small across all temperature, RH, and seasonal conditions; 

0.07 ± 0.08 and 0.01 ± 0.08 μmol m-2 hr-1 respectively, relative to other compounds for all 

filter types. One possible explanation is that since the filters were stored for roughly four 

months in a polyethylene bag at -15° C freezer, active plant cells trapped in filters may 

have deteriorated and lost their ability to perform metabolic processes that produce 

isoprene and terpenes337,338. Another potential rationale for the low terpene flux may be 
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due to these compounds being more strongly sorbed to the filter or dissolved in a reservoir 

where the mass transfer across the boundary of the reservoir is much slower339.  

Methanol fluxes were lower in the presence of ozone, suggesting methanol 

consumption during ozonolysis and potential for secondary byproducts. Furthermore, 

isoprene fluxes increased in the presence of ozone for green roof filters, increasing from 

0.15 ± 0.41 to 0.40 ± 0.22 μmol m-2 hr-1, and for white roof filters, from 0.17 ± 0.30 to 0.38 

± 0.33 μmol m-2 hr-1. We speculate this may result from a few possibilities including; 

fragmentation of a compound that may lead to a signal at m/z 69.07 or breakdowns and 

responses of organic matter present on the filter due to oxidation processes that lead to 

increases in gas-phase isoprene concentrations. Ozone is known to cause death amongst 

gram-positive and gram-negative bacteria340 and is suggested in the food industry as a 

disinfecting agent.341 This bacterial destruction could introduce isoprene in the gas phase 

from responses in bacterial metabolic mechanisms.342–344 Another possibility for isoprene 

emissions in the presence of ozone could be due to plant cells trapped on loaded filters as 

some plants are known to emit isoprene as a method of reducing oxidative damage to the 

plant.345 Isoprene synthesis has been shown to occur on transgenic tobacco plants to 

prevent oxidative damage346 and leaves themselves have been shown to emit isoprene and 

nitric oxide (NO) during oxidative stress as a protection mechanism.347 

  



 

 
90 

 

5.3.4. VOC emissions across the winter and fall seasons 

Primary fluxes for selected compounds were higher in the fall relative to the winter 

seasons. Primary fluxes of methanol at 23° C and 50% RH were higher for fall season 

filters, 11.49 ± 0.40 μmol m-2 hr-1, compared to winter filters, 4.35 ± 0.85 μmol m-2 hr-1, 

and shown in Figure 12a. A filter microbial analysis was performed at the Singapore Centre 

for Environmental Life Sciences Engineering (SCELSE), where it was found that the fall 

season had a greater fungal DNA fraction than winter season filters. This difference may 

explain the higher methanol fluxes for the fall season filters as fungal degradation of plant 

cell walls have been shown to form methanol348. Primary fluxes of acetaldehyde, formic 

acid, acetone, and acetic acid were low in magnitude across both fall and winter periods.  

Fluxes in the presence of ozone exhibited similar seasonal behavior as primary 

fluxes; higher fluxes of methanol for fall season filters, 3.99 ± 1.26 μmol m-2 hr-1 in relation 

to the winter filters, 1.74 ± 0.50 μmol m-2 hr-1. Higher fluxes of acetaldehyde, an established 

byproduct of ozonolysis50,132,349,350; was also found in the fall season filters, 1.29 ± 0.94 

μmol m-2 hr-1 versus winter filters, 1.08 ± 0.57 μmol m-2 hr-1, shown in Figure 12b. Formic 

acid, another byproduct of ozonolysis50,132,349,350, had similar behavior however the 

differences were within propagated uncertainty. Higher fluxes of methanol and 

acetaldehyde were found on the fall season green roof sample compared to all other filter 

samples. Total VOC fluxes of the selected compounds were lower in the presence of ozone 

but increases in acetaldehyde and formic acid fluxes can have detrimental effects on human 
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health and function351,352. There is also potential for increases in fluxes of compounds not 

tracked in this study. 

 

Figure 12. a. Averaged white roof and green roof primary VOC fluxes for selected 

compounds across seasons at 23° C and 50% RH b. Averaged white roof and green roof 

VOC fluxes in the presence of ozone for selected compounds across seasons at 23° C and 

50% RH 

5.3.5. VOC Fluxes due to changing temperature and RH conditions 

Fluxes for the selected compounds varied highly between filter samples for each 

temperature and RH condition and shown in Table 3. The temperature was not a 

statistically significant indicator of VOC fluxes of the selected compounds that passed the 
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Shapiro-Wilks test criteria. RH was found to be a statistically significant indicator of filter 

fluxes of formic acid, acetone, and isoprene. Further statistical analysis on filter VOC 

fluxes as a function of temperature and RH could not be performed due to the non-

normality of the dataset. The green roof filter generally had a higher total VOC flux of the 

selected compounds, with the white roof having a higher total VOC flux under high RH 

conditions. 

5.3.6. Low SOA formation from oxidation processes on filters 

The aerosol number formation (ANF) yield was calculated based on equation 4 

present in Wang and Waring35 and the average ANF amongst the green, white, and unused 

filters across all temperature and RH conditions was, 0.2 ± 1.7 
#

𝑐𝑚3

𝜇𝑔

𝑚3⁄ , with the green roof 

sample at 23° C and 50 % RH being the highest at 0.64 ± 1.2 
#

𝑐𝑚3

𝜇𝑔

𝑚3⁄ . For comparison, 

Waring and Seigel found ANF due to surface reactions and gas phase reactions with d-

Limonene was 126-339 
#

𝑐𝑚3

𝜇𝑔

𝑚3⁄  and 51.1-60.2 
#

𝑐𝑚3

𝜇𝑔

𝑚3⁄  36 and Wang and Waring found ANF 

varied around 2 
#

𝑐𝑚3

𝜇𝑔

𝑚3⁄   for ozone reactions with surface-sorbed squalene35. Low aerosol 

number fractions are expected given the observation of low concentrations of reactive 

organics (isoprene and monoterpenes) emitted from filters; we speculate that this implies 

there exist low concentrations of surface-sorbed monoterpenes on tested filters. For 

comparison, Waring and Seigel, in a study of the role of surfaces to impact SOA formation 

from oxidation of d-limonene performed experiments with gas-phase concentrations 
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between 400 and 600 ppb,36 whereas average concentrations of monoterpenes downstream 

loaded and unloaded filter samples varied between 0.2 and 1 ppb in this study. 

A thorough study of filter surface properties was not conducted but may be 

warranted to better understand the fundamental roles of the surface sorbed compounds in 

the gas-phase filter emissions. Surface environmental scanning electron microscope 

(ESEM) images and solvent extraction methods are potential ways to better understand the 

surface properties310,353 and chemical composition of filter loaded mass, lending further 

mechanistic insight into what conditions may yield secondary aerosol formation from 

surface ozonolysis of filters. Future studies could also consider testing filters in-situ, e.g., 

by generating ozone on-site or immediately after sampling from the field; it is possible that 

volatile reactive organics were lost in our sample handling and storage.  

5.3.7. VOC contribution to the indoor environment 

Results of the estimate of the impact of primary emission of VOCs from filters on 

ventilation air quality (i.e., air downstream a hypothetical filter, emitting at the rate 

measured in this study) are made using equation 14. A median face velocity, 0.5 m s-1 was 

chosen to represent typical flow rates for a 1 m2 filter area73, and a high and low value of 

1 m s-1 and 0.1 m s-1 was chosen to represent high and low HVAC airflow conditions 

respectively. Low face velocities are on the order of 360 m3 h-1/(m2 filter area) and high 

face velocities are approximately 3600 m3 h-1/(m2 filter area). Steady-state contribution to 

indoor ventilation air for five VOCs for green and white roof filters at various face 

velocities and ‘R’ values are given in Table 3.  
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Table 3. Increase of VOC level in ventilation air (μg m-3) for fall green and white roof 

filters without the presence of ozone for different types of filters, pad filter (R=1), pleated 

filter (R=4), thick pleated filter (R=10), and bag filter (R=19) at 3 face velocities; low, 0.1 

m s-1, medium, 0.51 m s-1, and high, 1 m s-1. 

 

A steady-state increase in methanol concentration in ventilation air for various filter 

pleats under different face velocities is shown in Figure 13. For loaded green roof bag 

filters (R = 19) operating at low flow rates, the steady-state contribution to the indoor 

ventilation air is approximately 19 ± 0.5 μg m-3 which can be a substantial contribution to 

the indoor environment given that a typical range of indoor air methanol concentrations is 

10 - 30 μg m-3 354.   
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Figure 13. Steady state volatile contribution to the indoor environment for green (GR) and 

white (WR) roof filters for different filter types; pad filter (R = 1), thick pleated filter (R = 

7), and bag filter (R = 19). 

 

For green roof filters from the fall season at 23° C and 50% RH, the measured 

methanol primary flux was 10.96 ± 3.09 μmol m-2 h-1 and the respective contribution to the 

indoor ventilation air is 3.90 ± 0.27, 0.78 ± 0.05, and 0.39 ± 0.03 μg m-3 for the low, 

medium, and high face velocities and pleated filters (R = 4). Similarly, for a fall green roof 

filter at the same temperature and RH conditions and in the presence of ~180 ppb ozone, 

the measured flux of formic acid is 3.47 ± 0.78 μmol m-2 h-1 and the contribution to indoor 

ventilation air is 1.72 ± 0.38, 0.34 ± 0.08, and 0.17 ± 0.04 μg m-3 for pleated filters at low, 

medium, and high face velocities, respectively. For thick bag filters (R = 19), the 
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contribution to the ventilation air can be sizeable, 3.48 ± 1.32 μg m-3, relative to measured 

formic acid concentrations in the indoor environment, approximately 9 μg m-3 355. 

5.4. Conclusions 

In sum, ozone removal to clean, green roof and standard rooftop filters ranged 

between 5 % ± 2.8 % to 14 % ± 2.8 %. Contributions of loaded filters to the indoor 

environment can elevate VOC levels in ventilation air and depend on the filter face velocity 

and the ratio of filter media to face area. Filter VOC fluxes can vary across seasons and 

potentially vary due to the local rooftop environment. Fluxes of methanol overshadowed 

the compounds tracked in this study, including in unused filters suggesting high methanol 

fluxes are intrinsic to some HVAC filters. Variation of VOC fluxes of other selected 

compounds between filter samples made it difficult to assess trends due to temperature, 

RH, or seasonal conditions. Green and white roof filters collected different microbial 

contents in terms of both absolute and relative abundance suggesting roof type may affect 

the amount and composition of biotic particles depositing on the HVAC filters. No particle 

formation was observed due to surface ozonolysis across varying temperatures, RH, and 

seasonal conditions. Further studies should quantitively characterize the amount and 

chemical composition of accumulated mass loaded on the filter. These data would 

contribute to a more complete understanding of the drivers of emissions and chemistry 

occurring on loaded HVAC filters that may lead to the gas-phase emissions to indoor 

ventilation air.  
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6. Effectiveness of cleaning and ventilation technology to exposure of ozone 

6.1. Introduction 

In general, three strategies can be applied to reduce indoor pollutant concentrations; 

control of pollutant sources, changes in ventilation rates, or application of air 

cleaning/treatment technologies. For ozone, source control is generally not a viable 

mitigation strategy that can be employed by indoor occupants due to the outdoor origin of 

indoor ozone. Reducing ventilation can reduce indoor ozone levels but with tradeoffs; 

compounds of indoor origin can accumulate and be elevated to harmful levels. This means 

that ventilation may not be a viable route in reducing indoor ozone concentrations unless 

ozone removal mediums are placed in the ventilation pathway. Treatment, indoors or 

immediately outdoors along the ventilation pathway to the indoor environment, is the main 

strategy that can be employed to remove ozone in the indoor environment. Yet, there 

remains a gap in our understanding of the effectiveness of air cleaning of ozone at different 

scales in impacting the quality of inhaled air. 

Several studies have quantified the effectiveness of potential cleaning mechanisms 

on indoor PM or other compounds.94,111,142,159,356 Shaughnessy and Sextro (2006) 

performed a clear and extensive modeling exercise to understand the effectiveness of 

indoor air cleaning on indoor PM. Utilizing steady-state assumptions, they demonstrated 

that the effectiveness of air cleaning systems can be modeled by a removal ratio, the ratio 

of the removal intervention over other losses in the indoor environment.159 A removal ratio 

of unity equates to an effectiveness of 50 %, a proposed minimum threshold for air 
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cleaners. As the removal ratio increases to four, the effectiveness reaches 80 %, the AHAM 

performance recommendation. Increasing removal ratios further than the AHAM 

performance recommendation has diminishing effectiveness.159 An analogous removal 

ratio can be defined for ozone where only removal and transformation occur along the 

pathway from the bulk outdoor air to the breathing zone. A few studies have determined 

the ozone removal effectiveness of some passive and active indoor interventions and are 

described in section 2.4.  

Technologies that can improve indoor air quality by reducing indoor ozone 

concentrations with minimal energy consumption have become imperative. There exist few 

studies that have quantified the breathing zone effectiveness of both active and passive 

methods across the building, room, and breathing zone scales. In addition, there also are 

no studies that incorporate ozone losses to occupants, a potentially large indoor sink, when 

evaluating the effectiveness of mitigation systems. This study aims to determine the 

effectiveness of air cleaning on breathing zone concentrations and occupant intake 

fractions. The indoor technologies of interest are passive removal in the indoor and outdoor 

environment, building-scale active removal, room-scale active removal, and breathing-

zone scale active removal. 
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6.2. Methods 

6.2.1. Multi-zone breathing zone mass balance 

Multiple zone mass balance models have been used to characterize the effects of 

ventilation, imperfect air mixing, and loss mechanisms on indoor concentrations. Nicas 

(1996) studied exposure intensity in an imperfectly mixed room utilizing a two-zone mass 

balance model for an upper and lower layer. Ventilation air enters and room air is exhausted 

in the upper zone while the lower zone carries the source and sink terms, the exchange 

between the two zones is the interzonal air exchange rate described by, β.357 Boetler et al. 

(2009) applied a two-zone model to breathing zone concentrations from area welding 

fumes. In this case, one zone contained the source term in the near field as well as the 

breathing zone of the occupant while another contained the far-field terms such as air 

exchange with the outdoor environment. An inter-zonal air exchange term, β, is created to 

describe the exchange between the two zones.358 Earnest and Corsi (2013) built a model to 

predict VOC emissions from a cleaning product in an inner and outer zone where an 

interzonal air exchange rate was used to bridge the exchange between the inner and outer 

zones. Their results suggest that the effect of buoyancy-driven flow from the human 

thermal plume plays a substantial role in transport between the near field (inner zone) and 

the far-field (outer zone) and models based on a single zone may significantly underpredict 

exposure.359 
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The multi-zone concepts in prior studies of indoor exposure are built upon to 

evaluate the effectiveness of passive and active cleaning methods on breathing zone ozone 

concentrations. Ultimately, a three-zone model is used, as described in Figure 14. 

 

Figure 14. A multi-zone model to characterize the impact of passive outdoor removal 

mechanisms, building and room-scale air cleaning, and air cleaning at the breathing zone. 

6.2.1.1. Zone 1 

The first ‘zone’ is used to describe the removal due to outdoor passive removal 

mechanisms, in this case, green roofs, and shown in Figure 15. An advection-diffusion 

equation, shown in equation 16, can be used to model the transport and deposition of ozone 

onto the rooftop surface.  
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Figure 15. Ozone transport and passive removal by a rooftop surface, in this case, green 

roofs, near ventilation air supply. The figure is modified from Figure 2 of 

Ramasubramanian et al. (2018).215 

The advection-diffusion equation for the first zone is given as: 

𝜕𝐶0̅̅ ̅

𝜕𝑡
= −�̅�

𝜕𝐶0̅̅ ̅

𝜕𝑥
−

𝜕

𝜕𝑧
𝐾𝑚

𝜕𝐶0̅̅ ̅

𝜕𝑧
− [∑

𝑣𝑑𝑖∗𝐴𝑖

𝑉

𝑛
𝑖=1 ] ∗ 𝐶0

̅̅ ̅    (16) 

where 𝐶0
̅̅ ̅ is the mean ozone concentration, �̅� is the mean velocity, 𝐾𝑚 is the eddy 

diffusivity coefficient for mass, 𝑣𝑑𝑖 is the deposition velocity, 𝐴𝑖 is the area of the 

deposition surface,  𝑉 is the control volume.  

The rooftop model space was discretized non-uniformly so that the treatment of the 

roughness sublayer (RS), shown in equation 18, occurred in one layer while the inertial 

surface layer (ISL), shown in equation 17, was split into multiple layers over the rooftop 

similar to prior work.215 The roughness sublayer is a layer in which the constant flux 

assumption does not hold, instead, the deposition velocity, 𝑣𝑑𝑖 (m/s), is used characterize 

the downward flux.255 The height of the roughness sublayer is typically assumed to be 
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somewhere between 2 to 5 times the height of the roughness elements, and for our model, 

we chose 3 times the height of the roughness elements.360 

 
𝜕𝐶0̅̅ ̅

𝜕𝑡
= −�̅�

𝜕𝐶0̅̅ ̅

𝜕𝑥
−

𝜕

𝜕𝑧
𝐾𝑚𝑎𝑠𝑠

𝜕𝐶0̅̅ ̅

𝜕𝑧
       (17) 

𝜕𝐶0̅̅ ̅

𝜕𝑡
= −�̅�

𝜕𝐶0̅̅ ̅

𝜕𝑥
− [∑

𝑣𝑑𝑖∗𝐴𝑖

𝑉

𝑛
𝑖=1 ] × 𝐶0

̅̅ ̅      (18) 

An upwind (forward) discretization method was applied to the model and to 

simplify the discretization. The area for deposition was assumed to be the bottom surface 

area of the control volume, which allowed for the reduction of the bulk deposition term as 

shown in equation 19: 

𝑣𝑑𝑖×𝐴𝑖

𝑉
=  

𝑣𝑑𝑖

ℎ
          (19) 

where ℎ is the height of the control volume (m), and all other terms as described previously.  

A multi-layer resistance uptake model can be used separate the deposition velocity 

to aerodynamic, boundary layer, and surface resistances.256,294,295 The formulations for the 

aerodynamic resistance, 𝑟𝑎 (s/m) and boundary layer resistance, 𝑟𝑏 (s/m) are based on 

universal functions for momentum determined from field measurements of shear above the 

rooftop and shown in equations 20 and 21.  

𝑟𝑎 =
1

𝑘×𝑢∗×𝑆𝑐𝑡
[ln (

𝑧−𝑑

𝑧𝑜
) − 𝜓𝑚(𝛿)]       (20) 

where 𝜓𝑚 = {
ln [(

1+𝑥2

2
) (

1+𝑥

2
)

2

] − 2 tan−1 𝑥 +
𝜋

2
, −2 < 𝛿 < 0

−6(𝛿), 0 < 𝛿 < 1 
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Here, 𝑥 = (1 − 19.3(𝛿))1/4 and 𝑆𝑐𝑡 is the turbulent Schmidt number given as 𝑆𝑐𝑡 =

𝐾𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚

𝐾𝑚𝑎𝑠𝑠
≈ 0.8. 

 The quasi-laminar boundary layer resistance is given by equation 19: 

𝑟𝑏 =
2×𝑆𝑐2/3

𝑘∗𝑢∗
         (21) 

where 𝑆𝑐 is the Schmidt number, the ratio of momentum diffusivity (kinematic viscosity 

of air) to molecular diffusivity of ozone, 
𝑣

𝐷𝑂3

. The friction velocity, 𝑢∗, is given by the 

relation 𝑢∗ = ((𝑤′𝑢′̅̅ ̅̅ ̅̅ )
2

+ (𝑤′𝑣′̅̅ ̅̅ ̅̅ )
2

)
1/4

, 𝑘 is the dimensionless von-Kárman constant taken 

to be 0.4, 𝛿 is the stability parameter given as  𝛿 =
𝑧𝑟−𝑑

𝐿
, 𝑧𝑟 is the measurement height, 𝑑 

is the zero-plane displacement height, taken as 𝑑 = (
2

3
) × (𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝐻𝑒𝑖𝑔ℎ𝑡), 𝑎nd 𝑧𝑜 is 

the roughness height taken as 𝑧𝑜 = 0.1 × (𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝐻𝑒𝑖𝑔ℎ𝑡).299,300 

𝛿 is the stability parameter given by: 

𝛿 =
𝑧−𝑑

𝐿
         (22) 

where L is the Monin-Obukhov length given by: 

𝐿 = −
𝑢∗

3

𝑘(
𝑔

𝑇
)(

𝐻

𝜌𝑐𝑝
)
         (23) 

where 𝑔 is gravity (m/s2), 𝑇 is the temperature (K), 𝐻 is heat flux (W/m2), 𝑐𝑝 is specific 

heat (J/(Kg*K)) and 𝜌 is the density (kg/m3).  
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The mean velocity and eddy diffusivity profiles may be generated from the Monin-

Obukhov Similarity Theory (MOST) shown in equations 24 and 25.296,298,300  

�̅� =
𝑢∗

𝑘
ln(

𝑧−𝑑

𝑧𝑜
) − 𝜓𝑚(𝛿))        (24)   

𝐾𝑚𝑎𝑠𝑠(𝑧) = (
1

𝑆𝑐𝑡
) ∗

(𝑢∗)(𝑘)(𝑧−𝑑)

𝜑𝑚(𝛿)
       (25) 

and 

𝜑𝑚(𝛿) = 1 + 6(𝛿) 𝑓𝑜𝑟 𝛿 > 0 (𝑆𝑡𝑎𝑏𝑙𝑒 𝑎𝑡𝑚𝑜𝑠𝑝ℎ𝑒𝑟𝑒)     

𝜑𝑚(𝛿) = 1 𝑓𝑜𝑟 𝛿 = 0 (𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑎𝑡𝑚𝑜𝑠𝑝ℎ𝑒𝑟𝑒)      

𝜑𝑚(𝛿) = (1 + 19.3(𝛿))−1/4 𝑓𝑜𝑟 𝛿 < 0 (𝑈𝑛𝑠𝑡𝑎𝑏𝑙𝑒 𝑎𝑡𝑚𝑜𝑠𝑝ℎ𝑒𝑟𝑒)    

The model was run until steady-state; defined similarly to Coleman et al. (2008), 

as ozone levels changing less than 2 ppb over 20 minutes.361 A grid sensitivity study was 

performed to define a grid-independent solution, occurring at an x-z grid spacing of 125 x 

125 nodes. 

6.2.1.2. Zone 2 

The second ‘zone’ characterizes the removal effects of outdoor air exchange, 

building scale active air cleaning, room-scale passive and active air cleaning, and losses to 

room surfaces and occupants, shown in Figure 16.  
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Figure 16. a. Description of cleaning at the building ventilation scale including outdoor 

air cleaning and recirculation air cleaning. b. Description of room-scale air cleaning 

(RAC), indoor sources, and outdoor penetration. 

The second zone can be split into cleaning at the building ventilation scale and 

cleaning at the room-scale, which can be described using a mass balance similar to that of 

Figure 2a in Ruan and Rim (2019):87 

𝑉𝑅𝑜𝑜𝑚 ×
𝑑𝐶𝑟𝑜𝑜𝑚

𝑑𝑡
= [P × 𝑄𝑖 × 𝐶𝑎𝑚𝑏] + [𝑄𝑣𝑒𝑛𝑡 × 𝐶𝑣𝑒𝑔 × (1 − 𝑛𝑣𝑒𝑛𝑡)] + [𝑄𝑛𝑎𝑡−𝑣𝑒𝑛𝑡 ×

𝐶𝑎𝑚𝑏] + [𝑄𝐵𝑍𝑡𝑜𝑅𝑀 × (𝐶𝑏𝑧 − 𝐶𝑟𝑜𝑜𝑚)] + 𝑆 − 𝐶𝑟𝑜𝑜𝑚 × [𝑄𝑟𝑒𝑐𝑖𝑟𝑐 × 𝑛𝑣𝑒𝑛𝑡 + 𝑄𝑣𝑒𝑛𝑡 +

𝐶𝐴𝐷𝑅𝑟𝑎𝑐 + 𝑉𝑅𝑜𝑜𝑚 × (𝑘𝑑 + 𝑘ℎ)]      (26) 

where 𝑉𝑅𝑜𝑜𝑚 is the volume of the room, 𝐶𝑟𝑜𝑜𝑚  is the room concentration, 𝑃 is the 

penetration factor for the pollutant, 𝑄𝑖 is the infiltration rate, 𝑄𝑣𝑒𝑛𝑡 is the mechanical 

ventilation flow rate, 𝑄𝑁𝑎𝑡−𝑣𝑒𝑛𝑡 is the natural ventilation flow rate, 𝑛𝑣𝑒𝑛𝑡 is the outdoor air 
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filtration efficacy, 𝑛𝑟𝑒𝑐𝑖𝑟𝑐 is the recirculation air filtration efficiency, which for this study 

is equal to 𝑛𝑣𝑒𝑛𝑡, 𝑄𝑟𝑒𝑐𝑖𝑟𝑐 is the recirculation flow rate, 𝐶𝐴𝐷𝑅𝑟𝑎𝑐 is the clean air delivery 

rate of room air cleaner, 𝑘𝑑 represents any losses to indoor surfaces, and 𝑘ℎ represents any 

losses to human surfaces. 𝑄𝐵𝑍𝑡𝑜𝑅𝑀 and 𝐶𝑏𝑧 are described in Figure 17 and equation 28.  

6.2.1.3. Zone 3 

 The third zone in the multi-zone mass balance is at the breathing zone scale, 

shown in Figure 17. 

 

Figure 17. The breathing zone with impact from the room flow rate, losses to occupant 

skin, breathing zone air cleaner, and the inhalation rate. 

The mass balance for the breathing zone can be characterized by: 

𝑉𝐵𝑍 ×
𝑑𝐶𝑏𝑧

𝑑𝑡
= [𝑄𝐵𝑍𝑡𝑜𝑅𝑀 × (𝐶𝑟𝑜𝑜𝑚 − 𝐶𝑏𝑧)] + [𝑄𝐵𝑅 × (𝐶ℎ𝑢𝑚𝑎𝑛 − 𝐶𝑏𝑧)] − 𝐶𝑏𝑧 × 𝐶𝐴𝐷𝑅𝑏𝑧𝑎𝑐 

          (27) 
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where 𝑉𝑏𝑧 is the volume of the breathing zone, 𝐶𝑏𝑧 is the breathing zone concentration, 

𝑄𝐵𝑅 is the inhalation flow rate, 𝐶ℎ𝑢𝑚𝑎𝑛 is the concentration of the pollutant emitted from 

humans, 𝐶𝐴𝐷𝑅𝑏𝑧𝑎𝑐 is the clean air delivery rate of breathing zone air cleaner. The surface 

area for ozone deposition within the breathing zone is much smaller than the surface area 

of a human, therefore the 𝑘ℎ within the breathing zone is considered negligible. 𝑄𝐵𝑍𝑡𝑜𝑅𝑀 

is the interzonal flow rate between the breathing zone and the room and is given by: 

𝑄𝐵𝑍𝑡𝑜𝑅𝑀 = 𝑄𝐵𝑅 + 𝑄𝑡ℎ𝑒𝑟𝑚𝑝𝑙𝑢𝑚𝑒 + 𝑉𝑏𝑧 ×
𝑄𝑁𝑎𝑡−𝑣𝑒𝑛𝑡+ 𝑄𝑣𝑒𝑛𝑡+𝑄𝑖

𝑉𝑅𝑜𝑜𝑚
   (28)  

where 𝑄𝑡ℎ𝑒𝑟𝑚𝑝𝑙𝑢𝑚𝑒 is the flow rate induced by the thermal plume of the human body and 

𝐴𝐶𝐻 is the air changes per hour of the room. 

 The breathing zone model assumes ozone losses only to surfaces; NO and organics 

in the breathing zone are assumed to be non-existent or negligible relative to losses to the 

skin or air cleaning in the breathing zone. It is assumed there is no source of ozone in 

exhaled human breath, therefore, there is no 𝐶ℎ𝑢𝑚𝑎𝑛, making inhalation of breathing zone 

air a sink within the breathing zone.  

 The rooftop advection-diffusion model is first solved for various deposition 

velocities and different surface areas. Then the output concentration at the ASHRAE 

standard minimum RTU height of 0.75 m is taken as an input value for the room and 

breathing zone mass balance. These models allow an understanding of the time-dependent 

transport, removal, and/or transformation process of ozone along its pathway from the 
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outdoor air to the breathing zone. For this study, steady-state indoor to outdoor ratios and 

breathing zone to outdoor ratios may also be calculated by setting the accumulation term 

(dC/dt) equal to zero. 

6.2.2. Ozone mitigation effectiveness 

The impact of a mitigation method can be evaluated through a clean air delivery 

rate (CADR) metric. One way to define the CADR metric is a product of the flow rate 

through a removal mechanism (𝑄) multiplied by the removal efficiency (𝜂). For HVAC 

systems CADR is system-specific as the fan and the air cleaner are components of a larger 

distribution system.362 For portable air cleaners, CADR is typically measured with a 

pollutant decay test (ANSI/AHAM AC-1) and CADR may differ depending on the type of 

cleaner; plant-based systems, ionizers, and photocatalytic air cleaners generally have lower 

CADR due to the need for longer residence times to remove pollutants. Several studies 

have evaluated the effectiveness of CADR to indoor PM, and a similar, analogous system 

can be described for ozone. The theoretical effectiveness of an ozone intervention method 

may be calculated as: 

𝐻 = 1 −
𝐶𝑎𝑐

𝐶𝑛𝑜 𝑎𝑐
         (29) 

where 𝐶𝑎𝑐 is the steady-state concentration with the air cleaner and 𝐶𝑛𝑜 𝑎𝑐 is the steady-

state concentration without the air cleaner.  

6.2.3. Steady-state ozone infiltration fraction at the breathing zone scale 
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A well-mixed mass balance may be applied to track ozone from bulk outdoor air to 

the breathing zone. When the time interval for changes in the outdoor concentration of a 

pollutant is much larger than the time interval for changes in the indoor concentration of 

the pollutant, the indoor concentration can be related to the outdoor concentration through 

a simple, indoor-outdoor ratio expression.363 At steady state, with constant air change rates, 

and absent variable indoor sources, a simple expression can be made for indoor to outdoor 

ozone concentration ratios that includes only the air exchange rate and ozone losses in the 

transport to and within the indoor environment.29 While a steady-state assumption for 

indoor ozone concentrations is generally not valid, the ozone infiltration ratio, the indoor-

outdoor ratio specific to an indoor environment, can represent good estimates of ozone 

levels for time-averaged conditions over hours or days.364 This ratio can be extended to 

include the breathing zone, allowing for the inclusion of ozone loss mechanisms within the 

breathing zone, including; losses to skin, gaseous compounds, personal ventilation, and air 

cleaning.  

Ozone indoor to outdoor relationships have been measured in numerous types of 

buildings, including public, commercial, and residential buildings.364 Shair and Heitner 

(1974) first suggested that if the time interval for changes in the outdoor concentration of 

a pollutant is long relative to changes in the indoor concentration, then the indoor 

concentration can be predicted with a simple indoor-to-outdoor ratio. The suggested 

relationship uses a single-zone, well-mixed assumption and incorporates the air exchange 

rate, heterogeneous losses to the building envelope and the indoor environment, and losses 
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to supply and recirculation filters.363 The impact of air exchange, indoor heterogeneous 

chemistry, including ozone reactions on surfaces and occupants, indoor homogeneous 

chemistry, including reactions with NO and organics, on ozone infiltration ratios have been 

well studied. Nazaroff and Weschler (2021) compiled indoor and outdoor concentrations 

and indoor/outdoor ratios for measurements in approximately 1500 homes distributed 

across Asia, Europe, and North America, 500 schools across Asia, Europe, and North 

America, and 75 offices, mainly in Europe.364 For residences, median indoor 

concentrations were 6 ppb; median outdoor ozone concentrations were 22 ppb, and indoor 

to outdoor ratios (I/O) were 25%.364 Indoor concentrations and I/O ratios were also lower 

during the winter months compared to the summer season, during high ozone periods such 

as the summer season, the I/O ratio is 24%, whereas, during cooler, low ozone seasons, I/O 

ratios are only 15%.364 For schools, median indoor concentrations were 6 ppb; median 

outdoor ozone concentrations were 25 ppb, and indoor to outdoor ratios (I/O) were 28%, 

relatively similar to I/O ratios for residences. The classroom I/O ratio generally represents 

median I/O ratios for unoccupied classrooms; occupied classrooms may have different I/O 

ratios, reported findings for occupied I/O ratios are higher than unoccupied: 38 – 65%.364 

Ventilation may also play an important role in indoor concentrations; Gold et al. (1996) 

found the I/O ratio rose from 18% to 73 % by opening windows.365 Offices had similar 

indoor to outdoor ratios as schools and residences, across six studies reported in Table 3 of 

Nazaroff and Weschler (2022), mean indoor concentrations were 4.6 ppb, mean outdoor 

concentrations were 25 ppb and I/O ratios were 19 %.364 
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For this study, steady-state indoor to outdoor ratios and breathing zone to outdoor 

ratios are based on equations 22 and 23 and are as follows: 

𝐶𝐼𝑛𝑑_𝑆𝑆

𝐶𝑂𝑢𝑡𝑆𝑆

=
((1−𝜂𝑣)𝜆𝑚+𝑃𝑖𝜆𝑖+𝜆𝑛)

βRoom−
∑ 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝑅𝑀×𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝐵𝑍

βBZ

     (30) 

𝐶𝐵𝑍𝑆𝑆

𝐶𝑂𝑢𝑡𝑆𝑆

=
((1−𝜂𝑚)(1−𝐻𝑟𝑜𝑜𝑓)𝜆𝑚+𝑃𝑖𝜆𝑖+𝜆𝑛)

[
βRoom×βBZ

𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝐵𝑍
 −∑ 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝑅𝑀]

      (31) 

where:  

βRoom = 𝜂𝑣𝜆𝑟 + 𝜆𝑖 + 𝜆𝑛 + 𝜆𝑚 + 𝑘𝐶𝐴𝐷𝑅_𝑅𝐴𝐶 + 𝑘ℎ + 𝑘𝑑 + ∑ 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝑅𝑀  

βBZ = 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝐵𝑍 + 𝜆𝐵𝑅 + 𝑘𝐶𝐴𝐷𝑅_𝐵𝑍  

Here, the ventilation and removal rates are normalized to the respective volumes 

(the room and breathing zone volume). 𝜆𝑚 is the mechanical ventilation rate (h-1), 𝜆𝑟 is the 

recirculation rate (h-1), 𝜆𝑛 is the natural ventilation rate (h-1), 𝜆𝑖 is the infiltration rate (h-

1), 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝑅𝑀 is the inter-zonal exchange rate between the breathing zone and room, 

normalized to the room volume (h-1), 𝜆𝐵𝑅 is the breathing rate normalized to the breathing 

zone volume, 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝐵𝑍 is the inter-zonal exchange rate between the breathing zone and 

room, normalized to the breathing zone volume (h-1), and 𝜂𝑣 is the ventilation filtration 

efficiency. 𝐻𝑅𝑜𝑜𝑓 is the removal effectiveness of the rooftop surface, given by (1 −
𝐶𝑣𝑒𝑔

𝐶𝑎𝑚𝑏
), 

and can be solved using equations 17 and 18 for the site of interest. Removal rates are 

normalized at the room and breathing zone scale: 𝑘𝐶𝐴𝐷𝑅_𝑅𝐴𝐶 is the clean air delivery rate 

of the room air cleaner normalized to the room volume, 𝑘𝐶𝐴𝐷𝑅_𝐵𝑍 is the clean air delivery 
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rate of the breathing zone air cleaner normalized to the breathing zone volume,  𝑘ℎ loss to 

human surfaces at the room-scale, described earlier, 𝑘𝑑 is the loss to indoor surfaces.  

6.2.4. Steady-state Intake Fraction in the breathing zone 

Another metric, intake fraction, also known as the exposure fraction and given as 

the inhalation rate of a pollutant relative to the emission rate of the pollutant, can be used 

to better understand the impact of different ozone interventions in improving occupant 

health. The intake fraction terminology was first introduced by Bennett et al. (2002) as a 

descriptor for quantifying emissions to occupant intake relationships but these concepts 

were developed from prior studies.366 Harrison et al. (1986) described an ‘exposure 

efficiency’, defined as the fraction of total emissions likely to reach the occupant, Smith 

(1993) defined the fraction of released material that enters the persons breathing zone in 

exposure units (µg/m3 person-year) as ‘exposure effectiveness’.367,368 Lai, Thatcher, and 

Nazaroff (2000) introduced the concept of ‘inhalation transfer factor’, defined as the mass 

inhaled of a pollutant by an exposed individual per unit pollutant mass emitted from a 

source, synonymous with the ‘intake fraction’ definition.10  

Since its introduction, intake fraction has been used to characterize the impact of a 

plethora of sources across a variety of pollutants. Marshall et al. (2003) investigated intake 

fractions for benzene and carbon monoxide across 15 urban cities and found that intake 

fractions ranged from 0.000007 to 0.000021.369 Intake fractions for indoor sources can be 

greater than for outdoor sources; Lai, Thatcher, and Nazaroff (2000) found that indoor 
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transfer functions, a metric synonymous with inhalation intake fraction, are a few orders 

of magnitude greater indoors than outdoors.10 Ilacqua et al. (2007) modeled intake fractions 

for VOCs across 5 cities and found that intake fractions of VOCs generated in the indoor 

environment are two to three orders of magnitude higher than VOCs common to the 

outdoor environment.11 Hellweg et al. (2009) modeled indoor and outdoor exposure within 

Life Cycle Assessment (LCA) models by integrating inhalation intake fraction to LCA, 

finding that intake fractions from indoor emissions are often much larger than intake 

fractions from outdoor sources.8 Several other LCA models also incorporate inhalation 

intake fractions to describe the damage to human health of pollutant emission events.370–

374 

As the time interval for indoor removal of ozone is generally smaller than changes 

in outdoor concentration, a steady-state intake fraction value can be utilized to understand 

the relationships between ozone transport, removal, and transformation and occupant 

health.363 Several studies have evaluated the steady-state impact of loss mechanisms to 

intake fraction. Hodas et al. (2016) developed a model for inhalation intake fraction of 

PM2.5 that considered filtration, particle decay, and other particle loss mechanism.9 

Wenger et al. (2012) studied the steady-state impact of sorption/desorption mechanisms on 

indoor intake fraction. Compounds with low loss rates, approximately 1 × 10-5 to 5 × 10-2 

h-1, contribution to reductions in intake fraction was roughly 0.05% to 5%, respectively, 

but as loss rates increased to values on par with the ventilation rate, the contributions of 

removal mechanisms such as adsorption or degradation to inhalation intake fraction 
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increases.375 To my knowledge, no specific studies have modeled the impact of air cleaning 

methods on inhalation intake fraction. Incorporating air cleaning as a removal mechanism 

along the ozone pathway from the bulk atmosphere to the breathing zone allows us to study 

the effectiveness of ozone mitigation at various scales to occupant health. The intake 

fraction can be represented simply as the mass inhaled over the mass of a pollutant: 

𝑖𝐹 =  
𝑄𝐵×∫ 𝐶𝑏𝑧(𝑡)𝑑𝑡

∞
0

∫ 𝑆(𝑡)𝑑𝑡
𝑇𝛼

0

        (32) 

where 𝑄𝐵 is the flow rate into and out of the breathing zone, 𝐶𝑏𝑧(𝑡) is the breathing zone 

concentration as a function of time, and 𝑆(𝑡) is the emission term as a function of time. 𝑇𝛼 

is the time related to the source emission event where 𝑇𝛼 ≪ 𝑡. 

 Since ozone is predominantly of outdoor origin, the source term, 𝑆(𝑡), as a function 

of 𝑇𝛼, can be characterized as the whole of outdoor ozone entering the indoor environment 

through ventilation and infiltration and the inhalation intake fraction may be approximated 

by the steady-state relationship shown in equation 31: 

𝑖𝐹𝑆𝑆 =
𝑄𝐵𝑅×𝐶𝐵𝑍_𝑆𝑆

(𝜆𝑖+𝜆𝑛+𝜆𝑚)×𝑉𝑅𝑜𝑜𝑚×𝐶𝑂𝑢𝑡_𝑆𝑆
      (33) 

By supplementing the breathing zone to outdoor ratio from equation 29, we can 

find the steady-state intake fraction as a function of ventilation rates, loss terms, and 

occupancy. 
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𝑖𝐹𝑆𝑆 =
𝑄𝐵𝑅

(𝜆𝑖+𝜆𝑛+𝜆𝑚)×𝑉𝑅𝑜𝑜𝑚
×

(1−𝜂𝑟𝑜𝑜𝑓)(1−𝜂𝑣)𝜆𝑚+𝑃𝑖𝜆𝑖+𝜆𝑛

[
βRoom×βBZ

𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝐵𝑍
 −∑ 𝜆𝐵𝑍𝑡𝑜𝑅𝑀−𝑅𝑀]

   (34) 

where all values have been previously described. 

6.2.5. Monte Carlo Simulation 

To understand the impact of mitigation technologies on steady-state breathing zone 

concentration and inhalation intake fractions across a variety of ventilation, occupancy, 

and sink parameters, a Monte Carlo simulation is used, similar to Gall et al. (2011) and Li 

and Siegel (2022).94,356 Table 4 shows the baseline parameters used across all tests in the 

Monte Carlo simulation. Constant values are chosen for the outdoor concentration (70 µg 

m3), the area outdoor air flow rate for a classroom-based on ASHRAE 62.1 (0.6 L s-1 m-2), 

the breathing zone volume as defined by OSHA as a hemisphere (9 in. radius), and the 

breathing rate (0.3 L s-1).376,377 Three room areas are tested: 50, 100, and 150 m2 with a 

room height of 4 m. A value for the thermal plume cross-sectional velocity was randomly 

selected between 0.01 and 0.2 m s-1, shown in Table 4. Removal rates to indoor surfaces 

were randomly selected from a normal distribution with a mean of 2.8 ± 1.3 h-1. Similarly, 

removal rates for occupants were also randomly selected from a normal distribution with a 

mean of 0.9 ± 0.02 h-1.  

Table 5 describes the range of occupancy and ventilation rates tested to understand 

the sensitivity of inputs to breathing zone concentrations and intake fractions. Two tests 

were run for increasing occupancy, one with constant mechanical ventilation of 1 h-1 and 
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one with demand-controlled ventilation (DCV) of 5 L s-1 per person. For both cases, 

infiltration, penetration, and natural ventilation rates are randomly selected from a range of 

values described in sections 6.2.7.2 and 6.2.7.3. and shown in Table 5. Three more tests 

were run to understand the sensitivity of ventilation values, either via mechanical 

ventilation, natural ventilation, or infiltration rates, on intake fractions and breathing zone 

concentrations, where occupancy was held at a constant 25 occupants. For each increment 

of increasing ventilation parameter, other ventilation values were randomly sampled from 

the range specified in Table 5. Finally, a test was performed to understand the impact of 

penetration on breathing zone concentrations and intake fractions. In this case, occupancy 

was also held constant, at 25 occupants, and ventilation parameters were randomly selected 

from the range described in Table 5.  

To study the breathing zone effectiveness of ozone mitigation techniques, five 

mitigation methods were chosen: removal through rooftop materials, removal through 

ventilation filters, removal in the indoor environment through passive and active removal 

methods, and active removal in the breathing zone, shown in Table 6. When testing one 

mitigation technique, other mitigation methods were set to zero, except for ozone removal 

to ventilation filters, where a 5 percent removal efficiency was used to signify the removal 

to a clean particle filter. Also, for each increment of the mitigation technique, occupancy 

was held at a constant 25 occupants, and values for penetration, mechanical ventilation, 

infiltration, and natural ventilation were randomly selected from a range described in Table 

5. For the tests described in this section, each increment of the test parameter was simulated 



 

 
117 

 

10,000 times and a mean and standard deviation are calculated. The following section 

serves as a brief review of the range of values used in the Monte Carlo simulation.   

6.2.6. Model Parameters 

6.2.6.1. Environment description 

 Indoor environments are dynamic; classrooms, office spaces, kitchens, and 

residential bedrooms all have different ozone infiltration pathways and removal 

mechanisms. For example, residences generally do not have mechanical or recirculating 

ventilation but are more likely to have room air cleaners and higher infiltration rates, 

depending on the age of the building. Schools and offices are likely to use mechanical or 

recirculation ventilation with either particle or activated carbon filtration medium, with 

generally lower infiltration rates than residences. Kitchens are areas where natural gas 

combustion may be used and therefore, may have higher levels of NO, a compound that 

reacts rapidly with ozone.378–380 At a steady-state concentration of 10 ppb NO, ozone 

removal is fast: 𝑘𝑁𝑂 =  16 ℎ−1.364  

The environment of focus for this work will be classrooms. Classrooms are 

environments where infiltration, natural ventilation, and mechanical ventilation are all 

utilized and ozone removal rates to indoor surfaces and occupants are well described.364 

To understand the effectiveness of air cleaning on breathing zone concentrations and intake 

fractions, 3 mock areas of classrooms were chosen, 50, 100, and 150 m2, with an average 

room height of 4 m, and a constant occupancy of 25 persons, shown in Table 4.  
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6.2.6.2. Breathing zone volume 

The breathing zone (also known as the inhalation zone) is the volume of air 

immediately outside a human nostril and mouth where the air is inhaled and exhaled. 

Brohus and Neilson (1996) found that the breathing zone is a hemispherical volume 

immediately projected from the tip of the nose, which has been codified by OSHA as a 

‘hemisphere forward of the shoulders within a radius of approximately six to nine 

inches’.376,377 Pantelic et al. (2019) confirmed these findings using CO2 concentrations 

measured using a LI-COR CO2 monitor.381 Laverge et al. (2014) proposed that the 

breathing zone is dynamic and dependent on respiration rate, local environmental fluid 

mechanics, and the position and facial structures of the person.382 For their analysis of 

ozone surface reactions near occupant skins, Rim et al. (2018) described the breathing zone 

as a hypothetical cube of 500 cm3.33 Although a dynamic volume is possibly more 

representative of the breathing zone volume, for simplicity, this study will apply a fixed 

breathing zone volume based on a hemisphere of radius, 22.85 cm (9 inches) provided by 

OSHA. 

6.2.6.3. The impact of occupant thermal plume 

Indoor occupants continuously exchange energy with the indoor environment via 

radiation, convection, evaporation, and respiration.383  At average room temperatures this 

exchange in energy between the occupant and the indoor environment can generate 

approximately 100 W of energy.384,385 A temperature gradient is formed that drives buoyant 

convective flow around an occupant, with a laminar thermal free-convective boundary 
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layer at the feet to a turbulent flow in the upper body. Several studies have evaluated the 

flow characteristics around the breathing zone due to the human thermal plume. Murakami 

et al. (1999) studied the thermal and dynamic effects of wind on human bodies via CFD, 

finding that a thin layer of warm air is observed around a human body under stagnant or 

weak conditions.383 Craven and Settles (2006) characterized the human thermal plume in a 

uniform-temperature and thermally stratified environment using CFD and through 

experimental measurements via particle image velocity. They found that buoyancy 

accelerates the thermal plume upwards, mixing pollutants from the ambient environment 

into the breathing zone. Plume flow rates above the human were found to be between 20 – 

35 LPS, depending on the height from the floor.386 Rim and Novoselac (2009) investigated 

airflow and pollutant dynamics in the vicinity of an occupant based on activity, breathing, 

and ventilation system operation. They found that at 5 cm away from the occupant’s mouth, 

the velocity was approximately 0.1 m s-1 but as the manikin started to breathe, breathing 

jets directly affect the airflow in the breathing zone and the velocity increased to between 

0.5 to 0.6 m s-1.387 In a similar CFD analysis, Rim et al. (2009) reported that the mean 

velocity magnitude around an occupant is 0.1 m s-1.388 Salmanzadeh et al. (2012) studied 

the thermal plume near a sitting, heated manikin in a ventilated cube, finding that the 

thermal plume significantly affected the airflow pattern in the cubicle and mean velocities 

in the breathing zone were between 0.1 and 0.25 m s-1.389 For this study, a mean velocity 

of 0.1 m s-1, which results in a flow rate of 29 m3 h-1 for an OSHA specified breathing zone 

volume, is taken as the velocity within the thermal plume and is symmetrically varied 

between 0.01 to 0.2 m s-1 for the Monte Carlo simulation.  
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6.2.6.4. Indoor losses to surfaces and gas-phase compounds 

Ozone losses in the indoor environment predominantly occur to both occupant 

skin/clothing and other indoor surfaces. For indoor surfaces, the median central estimate 

of the surface loss rate is around 2 h-1, but indoor surface loss rates are commonly higher 

than the median central estimate.364  Lee et al. (1999) measured indoor loss rates to surfaces 

in 43 residences in Southern California, finding the mean loss rate to surfaces was 2.8 ± 

1.3 h-1.390 Yao and Zhao (2018) performed similar measurements in 15 bedrooms of 14 

Chinese residences finding a similar loss rate to indoor surfaces of 2.8 ± 1.1 h-1.391 For this 

study, a surface removal rate of 2.8 ± 1.3 h-1 is used.  

Gas-phase removal via reaction with indoor volatile organics may be quite slow 

and depends on the reaction rate relative to the air exchange rate. For organics like D-

limonene or α-pinene at average indoor concentrations across residences in three major 

cities, the loss rate through indoor gas-phase reaction was estimated to be between 0.02-

0.07 h-1 for D-limonene and less than 0.01 h-1 for α-pinene.364,392 Price et al. (2019) 

estimated a typical of ozone reactivity of 0.11 h-1 based on concentrations of volatile 

organics synthesized across 77 studies of gas-phase organics in residences from developed 

countries. Removal rates may increase due to occupancy, increase in occupants could 

increase concentrations of volatile organics which may increase ozone removal in the gas 

phase. For an empty large classroom, removal due to volatile organics was estimated to be 

0.022 h-1 but doubled during classes.393  
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Ozone reaction with nitric oxide (NO) in the indoor environment can be quite fast, 

at 20º C and 1 atm, the second-order rate constant is 1.6 ppb-1 h-1. At a steady NO 

concentration of 10 ppb, the ozone loss rate would be 16 h-1. NO is a product of natural gas 

combustion in cooking burners and ozone reaction to NO is an important removal 

mechanism for ozone within a kitchen environment.380,394 For simplicity in understanding 

the dynamics of ozone mitigation techniques in impacting occupant health, homogeneous 

reactions of ozone were considered negligible. 

  



 

 
122 

 

Table 4. Environmental constants and sink/transfer parameters for the school 

classroom simulation 

Variable Value 
Distribution 

Type 

Outdoor Concentration (µg m
-3

) 70 
- 

Room area (m
2
) 50 – 100 – 150  

- 

Area Outdoor Air Rate (LPS m
-2

) 0.6 
- 

Breathing Zone Hemisphere Radius 

(inches) 
9 

- 

Inner zone volume (m
3
) 1  

- 

Breathing flow rate (L s
-1

) 0.3 
- 

Thermal Plume Cross-Sectional 

Velocity (m s
-1

) 
0.01 – 0.2 

Uniform 

Room Surface Loss Rate (h
-1

) 2.8 ± 1.3 
Normal 

Loss Rate to Occupant Skin and 

Clothing (h
-1 

person
-1

) 
0.09 ± 0.02 

Normal 

 

6.2.7. Impact of occupancy and potential sources of ozone 

6.2.7.1. Indoor losses to occupants 

As the occupant density increases, the surface area for ozone reaction with 

occupants increases, as ozone may react with occupant clothing, skin, and hair.364 Several 

studies have measured ozone removal to occupant skin, hair, and clothing. Fischer et al. 

(2013) measured loss of ozone to reactions on the occupants in the classroom reporting an 

effective deposition velocity of 16 m h-1 and an inferred average loss rate per occupant of 

0.09 ± 0.02 h-1.395 Rim et al. (2018) used computational fluid dynamics models to model 

ozone reaction dynamics to human surfaces under varying air exchange rates (AER). For 
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AERs below 5 h-1, ozone deposition velocity to human skin was 8-10 m h-1.33 Wisthaler 

and Weschler measured ozone reaction and byproduct formation on human skin lipids, 

finding ozone deposition velocities ranged from 0.4 – 0.5 cm s-1 (14.4 – 18 m h-1).22 Ozone 

losses to occupants in a simulated aircraft were smaller than that reported previously, 

between 0.2-0.23 cm s-1 (7.2 - 8.3 m h-1).396 Deposition velocities to occupants may vary 

due to compounds on the skin, clothing, and hair, and overall removal rates to occupants 

are impacted by the available reaction surface area on occupants, which may differ between 

occupants. Therefore, for this study, an average removal rate per occupant with a geometric 

mean 0.09 ± 0.02 h-1 is used and shown in Table 4.  

6.2.7.2. Ventilation and recirculation 

The effect of ventilation systems on indoor ozone concentrations have been well 

studied and described in section 2.4.2. Ventilation and recirculation rates are generally 

based on occupancy levels, indoor relative humidity, occupant thermal comfort, and 

outdoor weather conditions and therefore vary between different environments. For this 

work, mechanical ventilation and the ozone filtration medium are organized like Figure 2a 

of Rim and Ruan (2018).87 Ventilation rates are calculated based on outdoor occupant air 

requirements described in Table 62.2.1. of ASHRAE’s ventilation standard 62.1-2019. Per 

person outdoor air rates are varied between 0.5 to 10.5 L s-1 and shown in Table 5.  
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6.2.7.3. Penetration and Infiltration rate 

Infiltration rates may vary based on local weather conditions and indoor-outdoor 

pressure and temperature differences. Ng et al. (2013) modeled infiltration rates for various 

reference buildings, including a primary school, quick service restaurant, and a small 

office. Modeled infiltration rates varied from ~0.1 h-1 to ~ 0.9 h-1 depending on HVAC 

system operation; lower infiltration rates were modeled for systems that were operational 

and higher infiltration was modeled for non-operational systems.397 Lai et al (2015) 

measured air exchange rates for infiltration in a large chamber and a student office space, 

finding infiltration rates ranged from 0.23 to 0.32 h-1.398  

This penetration factor is a function of local weather conditions and building 

materials. Zhao and Stephens (2016) measured ozone penetration factors across various 

infiltration rates in a multifamily apartment unit, finding that penetration factors varied 

between 0.37 ± 0.04 to 0.74 ± 0.06 with a mean of 0.54 ± 0.10.399 While infiltration rates 

may be a function of ventilation; higher rates for natural ventilation and lower rates for 

mechanical ventilation, for this study, infiltration is assumed to be not dependent on 

ventilation.397 Infiltration rates were varied between 0.05 to 0.95 h-1 and the penetration 

factor was varied, between 0.05 to 0.95, shown in Table 5. 
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Table 5. Occupancy and source test parameters (uniform distributions) 

# of people 

Outdoor vent. 

flow rate (L s
-1 

person
-1

) 

Infiltration (h
-1

) Penetration Factor Natural Vent (h
-1

) 

5 - 50 0.5 - 10.5 0.05 - 0.95 0.05 - .95 0.1 - 2 

6.2.8.  Removal parameters 

6.2.8.1. Single-pass removal efficiency for ozone 

HVAC filters offer an early line of defense for ozone in the pathway from the bulk 

atmosphere to the breathing zone. Filters loaded with particles may impact ozone 

concentrations in the air brought indoors; prior work has characterized ozone removal to 

loaded HVAC filters in office spaces,60 residential and commercial filters,65 dusty and 

sooty filters,62 and to green roof and white roof filters310. Particle loading on residential 

and commercial filters can impact ozone removal. Zhao et al. (2007) studied removal 

efficacies for clean and loaded filters finding clean filters varied from 0% to 9% but for 

loaded filters, the removal efficacies increased up to 41%.65 The rooftop surfaces may also 

impact ozone removal; filters located on standard rooftop types showed removal efficacies 

between 5-15% and filters taken from a green roof showed removal efficacies between 10-

25%.310 For this study, single-pass removal efficiencies were studied from 5 % to 95 % and 

shown in Table 6.153–155,287 
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6.2.8.2. Rooftop meteorological variables and surface resistances 

Rooftop turbulence components for this model were based on rooftop 

micrometeorological measurements from Oct. 2018 to Oct. 2019 at a big-box retail store. 

Field measurements of friction velocity (𝑢∗) and Obukhov length (𝐿) was varied from the 

10th to the 90th percentiles to understand the impact of rooftop shear on ozone removal 

effectiveness. Removal effectiveness was modeled like equation 29, where 𝐶𝑛𝑜 𝑎𝑐 is the 

concentration of air entering the indoor environment without outdoor surface removal and 

𝐶𝑎𝑐 is the concentration with outdoor surface removal. The 90th percentile shear condition 

(low aerodynamic and boundary layer resistance) was used to understand the impact of 

various potential rooftop materials in impacting ozone removal effectiveness. Ozone 

surface resistances can vary depending on parallel transport and transformation pathways 

such as stomatal, cuticular and soil uptake as well as on available compounds and reaction 

sites on surfaces for ozonolysis. These variations of potential uptake or transport pathways 

at the surface are outside the scope of this study and bulk surface resistance is used to 

quantify surface removal. Tested outdoor surface resistances for this study were varied 

between 10 to 3000 s m-1, shown in Table 6. 

6.2.8.3. Recirculation rates 

Recirculation is largely applied to reduce heating and cooling loads and rates are 

generally much higher than ventilation rates; Zuraimi et al. (2006) conducted experiments 

to understand the impact of recirculation rates on secondary organic aerosols generated 

from indoor chemistry, running experimental recirculation rates between 11 and 24 h-1 for 
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a constant ventilation rate of 1 h-1.400 As recirculation of indoor air is typically performed 

to reduce energy load from heating and cooling air and not for air cleaning, recirculation is 

not modeled in the Monte Carlo simulation.  

6.2.8.4. Passive indoor removal 

Passive removal in the indoor environment has been studied and is described in 

section 2.4.1. Of previously tested materials activated carbon mat had the highest ozone 

deposition velocity at 2.5 – 3.8 m h-1 in one study and 5.3 m h-1 in quiescent air in another 

study.142,144 The incorporation of passive removal as a first-order removal rate, described 

as  𝛽 =
𝑣𝑑𝐴

𝑉
, where 𝑣𝑑 is the deposition velocity, 𝐴 is the available surface area on the PRM 

material for removal of ozone, and 𝑉 is the volume of the environment. To model the 

impact of PRM on room concentrations, a study utilized two surface area conditions (low 

and high) with surface area to volume ratios of 0.075 m-1 and 0.3 m-1, respectively.94 For 

this study, removal rates for PRM materials are varied between 0.05 to 10.5 h-1, shown in 

Table 6, and an area is back-calculated to demonstrate the feasibility of removal to passive 

removal materials.  

6.2.8.5. Portable room air cleaners and breathing zone air cleaning 

Relative to studies on building scale pollutant mitigation at the HVAC level, few 

studies in evaluating the impact of portable air cleaners on indoor pollutant concentrations. 

But technologies associated with room and breathing zone air cleaning are not specifically 

different than technologies used at the HVAC scale. The impact of air cleaning through 
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portable and breathing zone air cleaners is quantified by a 𝐶𝐴𝐷𝑅 metric, given as 𝐶𝐴𝐷𝑅 =

𝜂 × 𝑄 where 𝑄 is the flow rate through the device and 𝜂 is the filtration efficiency. A large 

number of portable air cleaners utilize activated carbon (AC) filters to remove gas-phase 

pollutants, but their impact may be modest and estimates of single-pass ozone removal 

efficiency are generally unavailable. Effective portable room cleaners generally run at high 

flow rates for particle removal and utilize a relatively thin AC medium placed after the 

particle filter. Contact times, therefore, are not always optimized for adsorption and 

degradation processes to occur impacting the filtration efficiency (𝜂) for ozone of the 

portable cleaner.    

Hypothetical filtration in portable and breathing zone air cleaners is assumed to 

occur through activated carbon-packed beds, with contact times necessary to degrade and 

remove ozone. 𝐶𝐴𝐷𝑅 for ozone removal is generally not reported therefore values were 

chosen from reported 𝐶𝐴𝐷𝑅 for particles and the author’s best judgment and to explore the 

impact of a wide range of possible values, even if current technology may be unable to 

reach those 𝐶𝐴𝐷𝑅 values. 𝐶𝐴𝐷𝑅 for portable room air cleaners varied from 10 to 3000 

CFM and 𝐶𝐴𝐷𝑅 for breathing air cleaners from 1 to 19 CFM and shown in Table 6. 

Table 6. Passive and active removal test parameters (uniform distributions) 

Rooftop 

Surface 

Resistance (s 

m
-1

) 

Single Pass 

filtration 

efficacy (%) 

Indoor Passive 

Removal (h
-1

) 

CADR Room 

Air Cleaner 

(CFM) 

CADR 

Breathing Zone 

Air Cleaner 

(CFM) 

10 - 3000 5 - 95 0.5 - 10.5 10 - 3000 1 - 19 
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6.3. Results 

6.3.1. Rooftop advection-diffusion model 

For zone 1 in the mock environment with a rooftop area of 100 m2, a scenario with 

a perfectly reactive surface (surface resistance, 𝑟𝑠 = 0 s m-1) and changing friction velocity, 

from the 10th to the 90th percentile of field measurements described in section 3, was 

modeled to understand the impact of turbulence on ozone removal to rooftops (Figure 18a). 

The stability parameter corresponding to the friction velocity at the percentile increment 

was also derived from field measurements described in section 3 and rooftop aerodynamic 

and boundary layer resistances are calculated based on equations 20 and 21. Increasing the 

friction velocity above the rooftop increased the removal effectiveness of the rooftop 

surface. Turbulence is inherently essential in the deposition of ozone to vegetation. Contact 

between parcels of ozone-rich air and surfaces may be enhanced through either shear or 

buoyancy-derived turbulent forces over complex surface morphology.298 At an ASHRAE 

specified minimum height above the rooftop of 0.75 m, maximizing transport to the surface 

and reaction on the surface (𝑟𝑠 = 0 s m-1) only had a modest reduction of ~4.7 % in air 

entering the ventilation system.  

Figure 18b shows the removal effectiveness of various rooftop materials at the 90th 

percentile friction velocity. Rooftop surface resistances, 𝑟𝑠, were varied between 10 – 3000 

s m-1 and are shown as rooftop deposition velocities (𝑣𝑠 =
1

𝑟𝑠
). Reducing surface resistances 

(increasing deposition velocities) for an intake height of 0.75 m and under ideal 

atmospheric conditions can have a maximum effectiveness of ~4.7 %. Removal of ozone 
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to rooftop surfaces must compete with advective and turbulent transport away from the 

surface, which in some meteorological conditions, can be an order of magnitude greater. 

Stable atmospheric conditions where transport limitations due to advection are minimized 

and can potentially increase the deposition of pollutants, but ozone concentrations are 

generally highest during the daytime, where atmospheric conditions are usually unstable 

and advection is high.  

 

Figure 18. a. Rooftop removal effectiveness as a function of rooftop friction velocity with 

a complete uptake (𝑟𝑠 = 0 s m-1) at a rooftop intake height of 0.75 m. b. Rooftop removal 

effectiveness as a function of rooftop surface deposition velocities at the 90th percentile 

friction velocity at 3 rooftop intake heights of 0.25, 0.5, and 0.75 m. 

6.3.2. Sample multi-zone mass balance model 

Room and breathing zone concentrations, as well as intake fractions for a mock 

environment of an area of 100 m2, are shown in Figure 19. The impact of ozone loss rates 

without occupants is shown in Figure 19a. A natural ventilation case with occupants is 

considered a base case and is shown in Figure 19b. As occupants are introduced to the 

environment, indoor ozone concentrations are reduced due to occupant surfaces (skin, 
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clothing, hair, etc.) serving as a sink of ozone in the indoor environment. A slight difference 

exists between the breathing zone concentration and room concentration due to occupant 

inhalation. As ozone is not formed in exhaled breath, inhalation serves as a weak sink in 

the breathing zone, thereby reducing breathing zone concentrations of ozone. As 

occupancy increases to 40 occupants (Figure 19c), removal due to occupancy increases, 

further reducing the indoor and breathing zone ozone concentrations but this impact is 

smaller than increasing occupancy from 0 to 25 occupants.  

 

Figure 19. Sample mass-balance model output. Environmental constants are shown in 

Table 1. a. No people, only natural ventilation. b. 25 people, only natural ventilation, 

considered the base case. c. 40 people, only natural ventilation. d. 25 people, mechanical 

ventilation, 15 % single-pass removal efficiency of filter. e. 25 people, mechanical 

ventilation, 15 % single-pass removal efficiency of filter, 10 % removal to rooftop surfaces. 

e. 25 people, mechanical and recirculation ventilation, 90 % single-pass removal efficiency 

of filter, 10 % removal to rooftop surfaces  

Figure 19d shows the impact of mechanical ventilation with a loaded particle filter 

at an ozone removal efficiency of 15% instead of natural ventilation. The impact on 
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breathing zone and room concentrations are similar to increasing occupants from 25 to 40, 

an increase in the indoor removal rate of 1.35 h-1. The impact of passive removal at the 

rooftop scale (Figure 19e) is low, matching previously reported impact of passive ozone 

removal on ventilation air.215 Worth noting is that for passive removal of ozone to 

adventitiously placed surfaces (i.e. those already in place and not intentionally engineered 

for surface removal) like particle-laden filters and rooftop surfaces may coincide with 

increases in byproducts downstream of the filter that should be accounted for.34–36,66,73,157 

Finally, introducing higher efficiency mitigation and higher recirculation rates (Figure 19f) 

substantially impacts breathing zone and room concentrations and intake fractions; 

breathing zone ozone concentrations and intake fractions dropped by 91 % within 30 mins. 

Activated carbon filters are known to have removal efficiencies of 90+ % and the impact 

on breathing zone concentrations and intake fractions is considerable.   

Portable room air cleaners and breathing zone air cleaners are intentional sinks that 

occupants can place in the room and breathing zone respectively, and their impact on 

breathing zone and room concentrations and intake fractions are shown in Figure 20. A 

room air cleaner operating at a CADR of 500 CFM (Figure 20a.) reduced the breathing 

zone concentration and intake concentrations by 22 % from the base case (Figure 19b). 

Applying a breathing zone air cleaner at a CADR of 8 CFM (Figure 20b.) had a similar 

effect, reducing breathing zone concentrations and intake fractions by 28% from the base 

case. While these results show the potential of high CADR cleaners at the breathing zone 

and room-scale, they may be unrealistic. High CADR air cleaners for ozone or other 
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gaseous removal are difficult to construct. Ozone removal via activated carbon mediums 

is dependent on contact time and air cleaners with high airflow may have low contact time 

if only a thin activated carbon filter is used. A packed activated carbon bed might allow for 

higher CADR but also necessitates higher static pressure fans which may be energy 

intensive.   

 

Figure 20. Room volume: 400 m3, penetration rate: 0.75, infiltration rate: 0.2 h-1, surface 

removal rate: 2.8 h-1, removal rate on occupants: 0.09 h-1 per person, breathing zone 

volume: 0.02502 m2 (9 in. radius hemisphere), breathing rate: 0.3 LPS. a. 25 people, natural 

ventilation, room air cleaners at CADR of 500 CFM. b. 25 people, natural ventilation, 

breathing zone air cleaners at CADR of 8 CFM. 

6.3.3. Contribution of sources and sinks to breathing zone concentrations and 

intake fraction 

While a dynamic mass balance allows us to model the impact of various sources 

and sinks on breathing zone concentrations and intake fractions, it can be computationally 

intensive to study the sensitivity of sources and the effectiveness of source and sink 

parameters. A steady-state output offers a simpler approach to understanding the dynamics 

of a two-zone mass balance and its impact on intake fractions. A Monte Carlo simulation 

was used across parameters shown in Tables 4 and 5. Figure 21 shows the impact source 
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rates (mechanical ventilation, natural ventilation, and infiltration rates) and occupancy for 

a mock room area of 100 m2 on intake fractions and breathing zone concentrations. 

Breathing zone concentrations were calculated by multiplying breathing zone infiltration 

ratios by the outdoor concentration.  

 

Figure 21. Monte Carlo simulation for changes of source rates and occupancy to steady-

state breathing zone concentrations and intake fractions for a mock environment, described 

in Table 2. All passive and active removal methods were turned off. A minimum removal 

effectiveness of 5% was used to represent a clean particle filter in the ventilation system. 

a. Occupancy changes from 5 to 95 persons at a constant ventilation rate of 1 h-1. b. 

Occupancy changes from 5 to 95 persons at demand-controlled ventilation of 5 LPS per 

person. c. Changes in per person outdoor air ventilation rates from 0.5 to 29.5 LPS per 

person d. Changes in natural ventilation rates from 0.1 to 4 h-1 e. Changes in infiltration 

rates from 0.1 to 1 h-1 f. Changes in penetration factor from 0.1 to 1  

Changes in occupancy are shown in Figures 21a and 21b. For a constant natural 

ventilation rate of 1 h-1 in the mock environment (Figure 21a), occupants act as a sink of 

ozone in the indoor environment. Ozone removal to occupants was estimated to be 0.09 ± 

0.02 h-1 per person364 and increases in occupants decreases the indoor concentration of 
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ozone. This removal coincides with reductions in intake fraction of ozone but ozone 

removal to occupants can form ozone reaction products in the room and within the 

breathing zone that may be harmful.22,388 When coupling ventilation rates with occupancy 

such as in demand-controlled ventilation (DCV) (Figure 21b), increases in occupancy 

increase ozone-rich air into the indoor environment. This, in conjunction with increases in 

sinks due to increased occupancy, sustains a near-constant breathing zone ozone 

concentration as occupancy increases. But the implication of maintaining a constant 

breathing zone ozone concentration while increasing occupant-related sinks is the 

inhalation of oxidation products from ozonolysis on occupants/indoor surfaces. While this 

coincides with reducing the exposure fraction, due to increases in the outdoor source flow 

rate (mechanical ventilation) relative to the inhalation (0.3 LPS), DCV increases absolute 

occupant exposure to both ozone and ozone reaction products.  

Changes in ventilation rates, either via increases in per person outdoor air rates and 

natural ventilation rates are shown in Figures 21c and 21d, respectively. As ventilation 

rates increase, mass transfer rates of ozone into the indoor environment increase, increasing 

occupant exposure to ozone. But this coincides with reductions in intake fraction because 

the source rate increases relative to the inhalation rate. Increases in infiltration rate also 

increase ozone concentrations indoors and within the breathing zone, although the impact 

is modest relative to mechanical ventilation and natural ventilation. Infiltration occurs 

through air movement within cracks and small openings in the building envelope and is 

generally smaller than both mechanical and natural ventilation rates. Changes in 
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penetration factor were also modeled and shown in Figure 21f. As the penetration factor 

increases, a lower amount of ozone is removed by the building envelope, thereby increasing 

the intake fraction and exposure to ozone.  

6.3.4. Effectiveness of passive and active mitigation methods  

Monte Carlo simulations were run to test the effectiveness of passive and active 

mitigation methods in impacting breathing zone concentrations. Figure 22 shows the 

breathing zone effectiveness of various mitigation techniques for a room with an area of 

100 m2 and Table 7 outlines the removal values necessary to meet a theoretical threshold 

effectiveness of 50 %. Passive and active methods tested were removal to ventilation filters, 

deposition to rooftop surfaces, removal to indoor passive materials, portable room air 

cleaners, and breathing zone air cleaning shown in Table 6. For each mitigation method, a 

Monte Carlo simulation was applied where, for each increment of the independent 

mitigation method, the concentrations were calculated 10,000 times with random sampling 

of ventilation values (per person OA rate, natural ventilation, infiltration, and penetration 

factor), thermal plume cross-sectional velocity, losses to surfaces, and losses to occupants 

shown in Table 4 and 5. Minimum removal efficiency for particle filters of 5 % was used 

to signify ozone losses to unsoiled, clean particle filters.  



 

 
137 

 

 

Figure 22. Breathing zone effectiveness of changes in a. single pass removal efficiency b. 

rooftop deposition velocity c. indoor passive removal rates d. room air cleaner CADRs e. 

breathing zone CADRs  

Results of the simulation should be considered the theoretical breathing zone 

effectiveness, the actual impact of removal methods may vary due to air exchange rates, 

HVAC system cycles and run times, proximity to occupants, and other environmental 

parameters. The impact of filtration efficiency on the theoretical breathing zone 

effectiveness, shown in Figure 22a, is linear; the mitigation method is applied at the source 

and a portion of ozone is removed before entering the indoor environment, therefore, a 

reduction in breathing zone concentrations is linearly proportional to filtration efficiency. 

While increasing ozone removal efficiency of HVAC filtration to activated carbon (AC) 

can provide greater reductions in ozone exposure, energy costs associated with upgrading 

to AC filtration may increase and the real impact on the indoor environment is dependent 

on the duty cycle and run time.156,356 Aldred et al. (2016) modelled the effectiveness of 

activated carbon filtration in single-family homes incorporating the HVAC system cycles, 



 

 
138 

 

where they found that the benefits of carbon filtration were greatest in homes with highly 

efficient HVAC systems.156 When incorporating a typical runtime of 20 %, the runtime 

influenced breathing zone effectiveness (RIBE) would not be able to meet the minimum 

threshold for air cleaning technologies. Li and Siegel (2021) showed, through a Monte 

Carlo simulation of the effectiveness of ventilation cycles on particle concentrations, that 

incorporating runtime into effectiveness calculations provided the closest approximation 

of the exposure reduction of PM2.5.356  

A similar analysis can be used for the relationship between rooftop deposition 

velocity and breathing zone effectiveness, where the impact of the rooftop is on the air 

brought indoors through the ventilation system. But, since rooftop uptake is shown to be 

ineffective even with parameters set for optimal removal e.g., transport-limited conditions, 

the inclusion of HVAC cycling would only further reduce the impact of this approach.215  

The theoretical effectiveness of indoor passive removal materials is shown in 

Figure 22c. Shaughnessy and Sextro (2006) showed that the effectiveness of indoor air 

cleaners to indoor PM can be modeled via the removal ratio; the ratio of the pollutant 

removal due to the air cleaner over the removal due to other factors in the indoor 

environment. This removal ratio is based on a single-zone mass balance, where the 

effectiveness is only calculated to room concentrations and the impact of a separate 

breathing zone volume near occupants is not included.159 A similar room-scale removal 

ratio can be quantified for ozone, but removal rates for ozone to surfaces and occupants in 

the indoor environment can be much larger than for some particle sizes. For example, in a 
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sample classroom with an area of 100 m2 and 25 occupants, shown in Figure 21c, typical 

surface removal rates in the indoor environment may be 2.8 h-1, and losses to occupants 

can be approximately 0.09 h-1 per occupant.364 Therefore, the total removal to indoor 

surfaces (including occupants) is approximately 5 h-1 without accounting for losses due to 

air exchange between the indoor and outdoor environments, occupant inhalation, or other 

factors. Incorporating the removal to occupants, surfaces, and air exchange, the threshold 

removal rate to reach a minimum of 50 % effectiveness for a room with an area of 100 m2 

(Table 7) is 8.2 h-1. Gall et al. (2011) modeled the effectiveness of activated carbon cloth 

and gypsum wallboard under high flow conditions and low and high surface area to volume 

ratios. Under high near-material airflow conditions, with high surface area to volume ratios, 

and an air exchange rate of 0.5 h-1, the removal ratio of the activated carbon cloth is 

approximately 2 and an effectiveness of approximately 67 %.94 But this analysis did not 

incorporate losses to occupants, a potentially substantial sink of ozone in the indoor 

environment. Under quiescent indoor airspeeds, the deposition velocity to activated carbon 

cloth is 5.3 m h-1.142 Incorporating occupancy, the area required for effective removal to 

activated carbon cloth in the sample environment is approximately 620 m2, which is not 

achievable in most indoor environments. 

The theoretical effectiveness requirements of PRM can also be extended to portable 

room air cleaners; portable room air cleaners at the room-scale must provide a CADR at 

the same indoor removal rate as PRM. To meet the minimum threshold effectiveness, room 

air cleaners, shown in Figure 22d, need to provide approximately 1930 CFM, an extremely 
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high value. This suggests that effective ozone interventions at the room-scale may not be 

feasible.  

Table 7. Minimum removal values for 50% effectiveness across 3 room sizes (height 

= 4 m) 

Room Area: 50 m
2
 100 m

2
 150 m

2
 

Ventilation removal efficiency (%) 75 85 90 

Rooftop deposition velocity (cm s
-1

) - - - 

PRM (h
-1

) 9.5 8.2 7.8 

Air Cleaner CADR (CFM) 1120 1930 2760 

Breathing Zone CADR (CFM) 13 14 15 

 

The theoretical breathing zone effectiveness of a novel, hypothetical breathing zone 

air cleaner is shown in Figure 22e. As the breathing zone volume is small relative to the 

room, the impact on breathing zone concentrations is substantial. To meet the minimum 

threshold effectiveness of 50 % in the sample environment, breathing zone air cleaning 

needs to provide a CADR of 14 CFM, much smaller than what’s needed by room-scale air 

cleaners to impact breathing zone concentrations. But these air cleaners will be ineffective 

in treating room air, outside of the breathing zone, potentially leading to a greater 

accumulation of ozone reaction products in the room air compared with other ozone 

interventions. Estimates of effective CADRs for breathing zone air cleaners are likely to 

be underestimates due to the potential errors associated with the well-mixed assumption 

within the breathing zone, described in section 6.3.5. The impact of sinks within the 
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breathing zone is likely underestimated and the breathing zone volume may be larger than 

what is estimated in this study, leading to an underestimation of the CADR necessary for 

effective breathing zone air cleaning.   

Also, sinks related to occupant breathing, metabolism, or interaction with the 

environment can impact the effectiveness of breathing zone air cleaning. For example, 

occupant surface reaction rates, respiration, thermal plume flow rates, and ventilation air 

can increase when the occupant is exerting themselves or in motion, which will lead to 

increases in removal rates of sinks within the breathing zone, reducing the effectiveness of 

a breathing zone air cleaner. The feasibility of air cleaning technology at the breathing zone 

scale is also doubtful. Technologies for ozone removal at the breathing zone scale are most 

likely like that of room air cleaning for ozone therefore, similar issues associated with 

overcoming low contact or residence times and high static pressures exist.  

6.3.5. Potential errors associated with the multi-zone model 

The use of the multi-zone model considers a few assumptions that may not be met 

when applying it to the breathing zone. Generally, multi-zone models use single 

temperatures for each zone, implying that the air temperature is uniform in the zone.401 But 

as occupants represent a heat source in the indoor environment, a temperature gradient 

exists within the breathing zone that drives the convective transport of pollutants between 

the indoor environment and the breathing zone. Another assumption commonly used in 

multi-zone models is that the air in the zone of interest is quiescent and the flow of air 

through the breathing zone does not impact zone pressure. Errors associated with 
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neglecting the impact of air momentum within the breathing zone may lead to ignoring 

recirculation areas that may impact breathing zone concentrations. Finally, multi-zone 

models also assume that a pollutant is perfectly mixed in a zone, which may not hold for 

the breathing zone. Since ozone can react on occupant skin and be inhaled by occupants, a 

concentration gradient exists within the breathing zone. In a CFD analysis of personal 

exposure to ozone, Rim et al. (2009) found that the thermal plume pulls air up across the 

occupant surface boundary layer depleting ozone concentrations and enriching ozone 

reaction products within the breathing zone.388 In another CFD analysis to understand 

ozone reactions on occupant surfaces, Rim et al. (2018) found breathing concentrations to 

be a function of airflow and occupant surface reaction probability, with breathing zone 

concentrations being reduced by a maximum ~10% due to complete uptake on occupant 

skin.33 To properly incorporate the impact of the occupant and proximity of cleaners, a 

well-defined CFD model is required, which is outside the scope of this effort.   

6.4. Conclusions 

This study is the first of its kind to evaluate the theoretical effectiveness of passive 

and active ozone mitigation methods to breathing zone concentrations and intake fractions. 

Removal at the outdoor air ventilation scale has a positive, linear relationship with 

theoretical breathing zone effectiveness but the actual effectiveness depends on the duty 

cycle and run time.156,356 Ozone mitigation at the breathing zone scale may also be an 

effective method in reducing breathing zone ozone concentrations and intake fractions but 

the effectiveness can be influenced by occupant respiration, thermal plume, air exchange, 
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and other sinks in the indoor environment. With the inclusion of occupancy, the potential 

for room-scale interventions to effectively treat breathing zone ozone concentrations may 

not be feasible. As occupants can represent a large sink, air cleaning methods must not only 

compete, but overcome the combined sinks due to the removal to surfaces, ventilation, and 

removal to occupants. Removal ratios of indoor interventions can decrease with increasing 

occupancy, decreasing the effectiveness of room-scale air cleaners. Although increases in 

source rates (mechanical ventilation, natural ventilation, and infiltration rates) correspond 

with reductions in intake fractions, they also increase exposure to ozone.  

Limitations exist in applying this model; multi-zone model assumptions may not 

be met within the breathing zone. Ozone removal to occupant skin and clothing may also 

generate ozone reaction products that could act as secondary reaction sites for ozone within 

the breathing zone. The proximity of mitigation systems to the breathing zone is an 

important factor to consider when studying the effectiveness of air cleaners but cannot be 

quantified without a fully defined CFD model. Finally, chamber measurements and in situ 

studies are warranted to better understand the effectiveness of pollution mitigation systems 

to inhalation concentrations and occupant health.  
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7. Conclusion and future work 

This dissertation explores the transport, transformation, and control of ozone in the 

indoor environment. Ozone in the troposphere is predominately a secondary pollutant 

formed through a photochemical reaction process and our collective exposure to ozone is 

largely in the indoor environment. This exposure occurs via inhalation which can have both 

short- and long-term impacts on occupants. Also, when ozone is transported indoors, it 

may be removed and transformed on indoor surfaces, including on occupants, potentially 

producing detrimental byproducts inhaled by occupants. Therefore, control and removal of 

ozone in indoor air, in the outdoor spaces surrounding a building, or in the air transport 

pathway to the indoor environment, is imperative to reducing breathing zone 

concentrations and improving occupant health. To understand the impacts of potential 

mitigation systems, I set out to measure and model various ozone removal mechanisms in 

the outdoor and indoor environment.  

First, I measured ozone removal to green roofs via economical measurements such 

as the atmospheric gradient method (AGM) and the modified-Bowen ratio (MBR) method. 

Costs associated with high frequency, direct ozone flux measurements can be substantial, 

only a few direct ozone flux towers exist around the world. The AGM and MBR methods 

are more economically feasible for in-situ ozone flux measurements, but their usability at 

the rooftop scale requires investigation. In conjunction with gradient methods, I measured 

CO2/H2O exchange to a site incorporating both urban green and hard surfaces for a full 

year through eddy-flux measurements. This measurement is separated by seasons and 
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representative surface morphology. I found that average evapotranspiration (ET) was 

higher on urban green surfaces than on urban hard surfaces, 0.96 ± 0.95 mm d-1 and 0.19 

± 0.93 mm d-1, respectively. Average urban hard surface CO2 fluxes were higher than the 

average green surfaces, 7.74 ± 6.65 µmol m-2 s-1 and 0.60 ± 1.57 µmol m-2 s-1, respectively, 

and over 90% of total CO2 fluxes measured in this study are from urban hard surfaces 

(which includes a parking lot and a roadway, potential fossil fuel emission sources). This 

suggests that reductions in anthropogenic urban CO2 emission sources, like fossil fuel 

combustion, may realize a larger impact on urban CO2 levels than increasing urban 

vegetation cover alone.  

Measurements of CO2 and H2O exchange via the AGM and MBR methods did not 

track well with the direct measurements of CO2 and H2O fluxes using the eddy correlation 

method. The AGM assumes homogeneous surface conditions and that the length scale over 

which mean gradients are measured be larger than the length scale of turbulence, both of 

which may not have been met at the field site. Potential solutions/workarounds may be to 

remove counter gradients that are associated with the upward motion of local eddies and/or 

to apply a ‘mixing’ layer analogy instead of the standard Monin-Obukhov similarity theory 

(MOST) flux-gradient relationships. 

In the second effort of this dissertation, I measured ozone removal to rooftop 

vegetation through chamber experiments and evaluated the uptake potential of various 

rooftop surface types. I retrieved rooftop vegetation and substrate samples from the green 

roof, and measured deposition velocities and the transport limited deposition velocities to 
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the vegetation and substrate samples. I found that rooftop vegetation, comprised of sedum 

and herbaceous species, appears to have similar surface resistances to that of urban 

vegetation. When I tested substrate alone, I discovered that the driest substrate condition 

had the highest surface resistance, implying that substrate water content was key in limiting 

ozone uptake. I then used these chamber-scale, measured vegetation resistances and values 

of surface resistances for other potential rooftop surfaces attained from literature to 

compare the uptake potential of rooftop surface types. Field measurements of rooftop 

aerodynamic and surface resistances were calculated from measurements made in the field 

campaign described in section 3. I found that brick, a material containing clay that is known 

to be reactive with ozone, had the greatest deposition velocity at 0.94 ± 0.31 cm s-1. Green 

roofs (0.23 ± 0.03 cm s-1), green roof substrate (0.21 ± 0.02 cm s-1), and lush urban 

vegetation (0.62 ± 0.15 cm s-1) had removal on par with other building materials. If the 

rooftop surface’s ability to uptake ozone is idealized, ozone removal is transport-limited, 

where ozone uptake to rooftop surfaces is defined by the turbulence characteristics above 

the rooftop. But the impact of the rooftop surface on ozone removal is modest, for an area 

of 100 m2, rooftop removal effectiveness at the 90th percentile friction velocity was 4.7 %. 

In the third research effort, I studied the influence of rooftop surfaces on HVAC 

filter loadings, ozone removal, and secondary byproduct formation in ventilation air. 

Measured ozone removal across filters varied between 3.5 % ± 2.8 % to 14 % ± 2.8 % 

depending on the type of filter, temperature, and RH condition, matching previously 

reported values of ozone removal to loaded filters. Ozone removal across the two rooftop 
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types was similar but ozone removal did vary depending on the season. Ozone removal for 

green roof and white roof filters were higher in the winter season, 6.5 % ± 2.8 % and 8.0 

% ± 2.8 % respectively, than those for the fall season, 5.9 % ± 2.8 % and 3.6 % ± 2.8 % 

respectively, but these differences were within propagated uncertainty. In terms of the 

impact of primary and secondary VOCs of loaded and unused filters, I discovered that 

loaded filters can elevate VOC levels in ventilation air to the indoor environment, but this 

depends on the filter face velocity and the ratio of filter media to face area. Filter fluxes of 

methanol overshadowed other compounds tracked in this study, including in unused filters, 

suggesting high methanol fluxes are intrinsic to some HVAC filters. Also, I observed no 

particle formation due to surface ozonolysis, implying there exist low concentrations of 

surface-sorbed monoterpenes on tested filters.  

For the fourth effort, I set out to model the effectiveness of various mitigation 

methods on breathing zone concentrations through a Monte Carlo simulation. Inputs to this 

model were collected from the previous three efforts as well as the literature. The modeled 

ozone interventions were passive removal via outdoor deposition to rooftops, removal to 

HVAC filters, removal to indoor PRMs, removal via indoor air cleaners, and removal via 

breathing zone air cleaning. Through this modeling effort, I determined that the removal to 

ventilation filters was the most direct method of impacting breathing zone concentrations; 

breathing zone effectiveness was linearly correlated with ventilation filter removal 

efficiencies. But, their actual impact may depend on HVAC unit duty cycles and run 

times.156,356 I also find that effective ozone removal, as typically defined in the indoor air-
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field as at least 50% reduction in concentration at steady-state, at the room-scale may not 

be feasible; ozone losses to surfaces, occupants, and air exchange with the outdoor 

environment can be high. Therefore, removal rates necessary for effective indoor 

interventions are potentially unachievable in most environments. Finally, ozone removal 

at the breathing zone scale may be promising; the CADR of breathing zone air cleaners to 

reach a minimum threshold of 50 % was found to be two orders of magnitude smaller than 

room air cleaners but the feasibility of the necessary contact times and fan static pressures 

required of such a technology is still doubtful.  

7.1. Potential future work 

Future work on this topic could include performing further studies of pollutant 

gradient measurements described in section 3 and the evolution of the model of the 

effectiveness of various air cleaning mechanisms described in section 6. Concentration 

measurements at height differences farther than the mixing length associated with the 

measurement height can provide more accurate gradient measurements of pollutant 

deposition to rooftops. The mixing length can be estimated as 𝑙 ≈ 𝜅𝑧 where 𝑧 is the 

measurement height and 𝜅 is the von-Kárman constant.402  

Ozone removal can also occur to gaseous compounds such as NOx and organic 

compounds and second-order rate coefficients can be described and easily added to the 

model described in chapter 6. Duty-cycle and runtime coefficients can also be easily added 

to the multi-zone mass-balance model allowing the depiction of realistic influences on 
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breathing zone effectiveness. Also, a similar modeling exercise can be performed in 

evaluating the effectiveness of mitigation systems on indoor PM, a pollutant of both indoor 

and outdoor origin where indoor exposure also dominates our total exposure. Finally, 

chamber experiments of combined air cleaning through ventilation filters, room air 

cleaning, and breathing zone air cleaning in a large environmental chamber can be used to 

validate the two-zone mass-balance model and more accurately provide measurements of 

parameters estimated via a Monte Carlo simulation.  
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