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Abstract

Deep neural networks have been part of many breakthroughs in computer graphics

and vision research. In the context of visual content synthesis, deep learning models

have achieved impressive performance in the image domain. However, adapting the

successes of image synthesis models to the video domain has been difficult, arguably

due to the lack of sufficiently strong inductive biases that encourage the models to

capture the temporal-dynamic nature of video data. Inductive bias refers to the prior

knowledge incorporated into the learning models to explicitly drives the learning

process toward the solutions that capture meaningful structures from data, which is

critical to help the model generalize beyond the training data. Successful deep neural

network architectures, such as convolutional neural networks (CNN), while effective in

representing image data thanks to the spatial inductive bias, often lack the inductive

biases relating to the dynamic nature of videos. I argue that designing such inductive

biases can benefit from the domain knowledge of video processing literature. My

primary motivation in this thesis is to demonstrate that the knowledge acquired from

traditional computer vision and graphics literature can serve as effective inductive

biases for designing deep learning models for video synthesis. This dissertation provides

the initial steps toward verifying that insight via two case studies.

In the first case study, I explored adapting the standard CNN architecture to

perform video frame interpolation. Early CNN-based methods for frame generation
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followed the direct prediction approach, thus ineffective in learning to capture motion

information. That often results in visual distortions and blurry results. Inspired by

traditional video frame interpolation techniques that established frame interpolation as

a joint process of motion estimation and pixel re-sampling, I presented our CNN-based

frame interpolation framework that incorporated such insight into the synthesis model

via the novel AdaConv layer. That serves as a functional inductive bias and enables

the first deep learning model for high-quality video frame interpolation.

In the second case study, I explored adapting the recent Implicit Neural Repre-

sentation (INR) to a novel motion-adjustable video representation. Viewing modern

INR frameworks as a form of non-linear transform from a frequency domain to the

image domain, and inspired by the success of phase-based motion modelling in the

classical computer vision literature, I presented a simple modification to the standard

image-based INR model that allows for not only video reconstruction but also a variety

of motion editing tasks.
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1 Introduction

In recent years, video has become a major form of media for entertainment and

communication. In 2022, it is estimated that video data contributed more than 80%

of the overall internet traffic 1 . A typical internet user spends, on average, 19 hours

every week watching video content online 2 . From streaming services (Netflix 3 , Hulu

4 ) to modern social video-sharing platforms (Youtube 5 , Instagram 6 , TikTok 7 ),

influential stories are now delivered through video content. Besides entertainment,

video is also an essential form for marketing and education [4, 17, 33, 86, 100, 103].

With great demands in video consumption come great demands in video production.

The growing popularity of video platforms in recent years has turned video content

creation into a fruitful career path 8 . To create impactful videos, content creators

need to not only capture interesting content but also transform it in creative ways

into their intended stories. Therefore, video editing and post-production have become

critical components in modern video production workflows [63, 130, 180].

1https://cyrekdigital.com/uploads/content/files/white-paper-c11-741490.pdf

2https://www.wyzowl.com/video-marketing-statistics/

3https://www.netflix.com

4https://www.hulu.com

5https://www.youtube.com/

6https://www.instagram.com/

7https://www.tiktok.com/

8https://www.bloomberg.com/press-releases/2022-08-03/oxygen-announces-the-state-of-the-
creator-economy-report
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Such ever-increasing needs for video content creation have encouraged the rapid

development of advanced video processing systems in recent years. In addition to the

basic editing capabilities, such as cutting and assembling video footages, modern video

creation often demand advanced editing tools that can support adjusting different

aspects of the captured videos to fix the imperfection incurred during the captured

process, or to achieve certain artistic appearances. Video processing, and video

synthesis in particular, has long been a core research topic in computer graphics and

computer vision.

1.1 Video Synthesis

In video synthesis, the main goal is to synthesize novel video results from the

original source videos such that certain properties are transformed according to the

users’ desires. Over the past decades, computer graphics and vision research have

enabled advanced systems for many low-level video processing tasks. Examples include

removing sensor noise in the captured footage [6, 67, 85, 97, 175], reducing camera

shaking from the videos [99, 102, 112], and re-targeting the aspect ratios of the

captured video to fit the display device [31, 98, 203]. They have been incorporated

into successful commercial video editing applications such as Adobe Premiere 9 and

Apple’s Final Cut 10 .

Modern video production workflows, however, demand more than adjusting low-

level pixel information. They often requires solving more sophisticated video synthesis

problems in which higher-level aspects of the video content, such as objects’ appearance

or dynamics, need to be manipulated to fit the users’ creative purposes. One example

is the task of video object removal. Removing objects from the video content requires

9https://www.adobe.com/products/premiere.html

10https://www.apple.com/final-cut-pro/
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beyond manipulating low-level pixel information. It requires novel information to be

generated to fill in the removed regions. Importantly, the generated content needs to

be consistent with the rest of the videos in terms of both appearance and dynamics.

Another example is the video re-timing task. When editing videos with dramatic

actions, users often want to create the slow-motion effect in certain part of the video

to emphasize the beauty of the captured actions. Adjusting the perceived speed of the

motion in the video requires more than adjusting the existing content in the video. It

requires additional frames to be synthesized, and the synthesized content needs to

appear consistent with the original frames.

In those modern video synthesis problems, the fundamental challenge is to generate

novel contents that are visually plausible both spatially and temporally. The algorithms

need to synthesize natural looking individual frames. In addition, the synthesized

frames, when put together, need to exhibit the plausible temporal dynamics that are

consistent with both the original content and the users’ constraints. That requires

the video synthesis algorithms model not only the low-level pixel information but also

mid- and high-level semantics information involving the appearance and dynamics of

the synthesized content.

1.2 Learning-Based Video Synthesis – The Challenge of Temporal Dy-

namics Modeling

In recent years, advances in machine learning have revolutionized visual computing

research. In particular, learning-based techniques have been highly successful in image

synthesis. The ability to learn predictive models from large image/video databases has

enabled many smart image editing systems, thanks to the effectiveness of deep neural

networks in modeling and generating plausible visual appearance. Intelligent tools are

now available to adjust image sizes without distorting important content [7, 11, 146],
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replacing unwanted regions with better content [11, 101, 217], and perform image

style transfer to transform the image appearance while preserving the scene content

and structures [58, 134, 150, 206].

The successes in image synthesis, however, are not easily translated into successes

in the video domain. A Video is not just a collection of images. Instead, a video is

a sequence of images consistently relating to each other. For that reason, applying

a known image editing technique frame-wise often fails to generate plausible video

synthesis results. The fundamental challenge in learning to synthesize video content is

to incorporate the temporal dynamics information into the synthesis model.

Early attempts in video synthesis with deep neural networks explored adapting the

successful architectures in image modeling to video data by extending the models to

handle an additional time dimension. For example, the successful 2D convolution in the

successful convolutional network archicture was extended to 3D convolution [148, 191].

Given the successes of their image-based counterpart in capturing image priors, it

was expected that the resulting models could similarly learn to capture the video

priors, including temporal dynamics information. Those efforts, while showing early

promising results, do not match the level of quality obtained in the image domain.

Such difficulty demonstrated that learning the representation for videos is challenging

for the models designed originally for images without explicitly incorporating the

specific natures of videos. Arguably, directly learning temporal dynamics information

is difficult without motion-aware inductive biases [185, 198].

Inductive biases refer to the assumptions and prior knowledge incorporated with

the learning algorithms via either the model architecture designs or training strategies.

This mechanism helps induce the learning models to effectively capture the structure

in the data and, from that, generalize better to unseen data. Inductive biases have

been playing critical roles in the success of modern deep learning systems, ranging
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from the spatial inductive bias incorporated in Convolution Neural Network (CNN)

architectures to the 3D inductive biases [?] incorporated through the volumetric

rendering processes [121, 125].

My research in this dissertation was motivated by the question, “What inductive

biases can be incorporated to encourage deep learning models to capture useful

temporal dynamics information for video synthesis tasks?” This question can be

approached from different directions. Machine learning researchers and practitioners

have been actively exploring this through novel architecture designs, datasets, and

training strategies. In this dissertation, I am interested in exploring this question

from a slightly different perspective. I argue that, orthogonal to looking for future

architectural advances, it is also beneficial to look into the past by revisiting the

valuable insights that have been discovered in the rich literature in more traditional

computer graphics and vision research. Those insights, which rooted in the well-

researched understanding about the nature of video data, can potentially serve as

useful inductive biases for deep learning models.

1.3 Learning to Synthesize Videos – Domain Knowledge as Inductive

Biases

To this end, it’s worth noting that traditional vision/graphics methods have

provided successful editing systems by leveraging what we understand about the visual

data.

Understanding and modeling temporal dynamics information in video content

is a long-standing problem in computer vision and computer graphics. From the

foundational works in vision research that established the connection between optical

flows information extracted from video frames and motion perception in the human

visual system [49, 109, 181, 199], many computational methods have been developed
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for motion estimation from video data [129, 145, 177, 200]. Motion representation

has also been studied in depth from the signal processing perspective. Treating

images as high-dimensional signals represented in the frequency domain via Fourier

or wavelet decomposition, motion information in videos can be estimated from the

phase information in the frequency domain. These insights in motion representation

from video data provide the foundations for many video analysis tasks, ranging from

camera tracking [68, 170] to object tracking [24, 215] and video coding [178, 204].

Notably, those motion modeling insights have been proven beneficial not only for

video analysis but also for the video synthesis. Such domain knowledge harnessed

from the foundational understanding of video signals have enabled many important

works in video synthesis. For example, the connection between optical flow and motion

perception has been leveraged to support video frame interpolation [8, 201, 218]. The

relation between the phase shift information in frequency domain and the observed

motion in the pixel domain was successfully leveraged to enable a range of motion

manipulation tasks [116, 118, 192].

Comparing the traditional computer graphics- and vision-based approaches with

modern learning-based approaches to video synthesis, it is interesting to observe

their complementing strengths. On the one hand, traditional approaches benefit

from solid domain knowledge in motion modeling and establish better-controlled

synthesis processes to support high-quality synthesis. Yet, they have difficulty modeling

appearance due to the lack of high-level semantics priors and adaptability to data.

On the other hand, Learning-based models are good at capturing appearance thanks

to powerful image models and the ability to learn from data. However, they often fail

to capture motion due to the lack of motion-aware inductive bias. Is it possible to

combine the best of both worlds?.

In this dissertation, I describe my exploration so far toward combining the strength
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of deep learning models and motion modeling techniques from the more traditional

computer graphics and vision research. The key thesis statement is that the insights

underlying the motion-modeling techniques in traditional techniques can effectively

serve as inductive biases for learning-based approaches. With this direction, I hope to

provide a new perspective to re-think the insights offered by traditional graphics and

vision works in the data-driven age. Instead of leveraging that domain knowledge in a

heuristic manner, I argue that they can be leveraged as effective implicit guidance in

the learning process to assist in modeling temporal dynamics information.

1.4 Two Case Studies

This dissertation verifies the key thesis above through two case studies, involving

two different video synthesis settings.

First, I explore the problem of learning to perform video frame interpolation. By

leveraging the insights from traditional frame interpolation works, I introduce a novel

deep-learning-based video synthesis technique that can generate high-quality frame

interpolation results.

Second, I explore the problem of learning implicit neural representation for videos.

Inspired by the relation between the phase information of visual signals in frequency

domain and their motion in space, I propose a simple modification to the existing

image-based implicit neural representation network that can not only capture video

data but also allows for manipulation of temporal dynamics information in the video.

1.4.1 Video Frame Interpolation with Adaptive Convolution

Frame interpolation is a classic problem in computer graphics and computer vision.

Given an input video, the goal of frame interpolation is to synthesize the intermediate

frames between each pair of consecutive original input frames, effectively increasing
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the frame rate of the video. It is important for many video editing applications. Video

frame interpolation allows users to create slow-motion effects or to fit a captured video

into a new desired playback time.

Prior to this research, early learning-based systems for video frame interpolation

focus on directly predicting the pixel values in the intermediate frame. This was done,

for example, by extending convolutional neural network (CNN) structures from image

to video domain with 3D convolutional layers. While such direct synthesis approaches

showed promising early results, the synthesized videos often have low visual quality

with low resolution and contain significant visual distortions. The models tend not to

learn to capture the underlying temporal dynamics reasoning when trained with the

only objective of predicting the pixel values.

Earlier research on video frame interpolation from computer graphics and computer

vision have long established the important insight that the interpolated frames need

not be considered entirely new content. Instead, they can mostly be re-sampled from

the already provided input frames. The goal of video frame interpolation system is

thus to capture where to sample from and how to generate the color values from

the sampled regions. Traditional frame interpolation methods, therefore, are often

composed of two steps: motion estimation, usually optical flow, and pixel synthesis [8].

These approaches – via explicit motion reasoning and well-engineered pixel synthesis –

can enable high-quality interpolation results but suffer from two drawbacks. First,

flow-based pixel synthesis cannot reliably handle the occlusion problem and often lead

to noticeable artifacts in interpolated video frames [117]. Second, they rely entirely

on hand-crafted procedures and thus cannot learn from data.

To this end, I present our approach to incorporate the re-sampling insight from

traditional graphics-based methods into an end-to-end learning system. In particular,

our method considers pixel interpolation as convolution over corresponding image
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patches in the two input video frames. Our system estimates the convolutional kernel

instead of directly regressing to pixel values. The convolution kernel captures both the

local motion between the input frames and the coefficients for pixel synthesis. This

allows us to model video interpolation as a single process. This frame interpolation

deep convolutional neural network can be directly trained end-to-end using widely

available video data.

1.4.2 Motion-Adjustable Neural Implicit Representation for Video with

Phase-Varying Positional Encoding

Implicit Neural Representation (INR) is an emerging paradigm for visual data

representation. INR represents visual data as continuous functions rather than

discretized structures, making it a faithful representation of the underlying signals.

Initially developed for 3D shape and scene representation, INR has recently been

adapted to image modeling to enable applications such as image generation [5, 165],

image compression [48], and image super-resolution [29].

Compared to their image-based counterpart, video-based INR has been relatively

under-explored. Existing works often consider videos as straightforward extensions of

images, treating videos as 3D volumes and applying a direct video fitting approach

without explicitly modeling temporal dynamics information [113, 163]. Such direct

fitting approaches, therefore, cannot allow motion in the fitted videos to be edited

due to the lack of explicit motion modeling.

In this work, I explore temporal dynamics modeling in the context of implicit

neural video representation. Observing that contemporary image-based INR – with the

use of Fourier-based positional encoding – can be viewed as a mapping from sinusoidal

patterns with different frequencies to image content, I hypothesize that it is possible to

generate temporally varying content with a single image-based INR model by displacing
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its sinusoidal input patterns over time. Inspired by phase-based motion processing

approaches in computer graphics and computer vision literature [51, 59, 118, 192]

that built on the connection between motion information in a video and its phase

information extracted through frequency domain analysis [195] to enable various motion

editing applications, I proposed to explore leveraging phase information embedded in

the Fourier-based positional encoding to help implicit neural representation models

learn temporal dynamics information in video data. Instead of directly extracting

phase information from the video, the proposed method exploit phase-based motion

modeling as an inductive bias in INR model design, enabling an INR model that can

not only learn to fit the video data but also enables re-synthesizing the videos with

different motion manipulation tasks using the same framework.

1.5 Outline

The remaining of this dissertation is structured as follows. I first provide a

brief overview of the literature on video synthesis and position my research in this

rapidly developing field (chapter 2). I will go into detail the two case studies in

toward incorporating domain knowledge from traditional computer graphics and

vision research as inductive biases for motion-aware learning in deep video synthesis

models. In particular, chapter 3 elaborates our adaptive convolution framework for

video frame interpolation. In chapter 4, I then introduce our idea of incorporating

phase-based motion modeling into neural implicit representation to enable a novel

motion-adjustable neural video representation. I will finally summarize our findings

and discuss the potential directions for future work in chapter 5.



11

2 Relevant Literature

In this chapter, I will first briefly review the early developments that made photo-

realistic image and video synthesis possible. I will discuss the historical works in

computer graphics and computer vision along with the valuable insights they have

developed on understanding and representing visual data. Finally, I will discuss more

recent efforts in renovating image/video synthesis systems with deep learning advances.

2.1 Visual Computing Research and Early Successes in Visual Content

Synthesis

Synthesizing realistic imagery requires a deep understanding of visual data. By

combining advances in computer graphics, computer vision, and signal processing,

research in visual computing provides a rich source of computational models to

represent, manipulate, and generate visual data. On one side, computer vision

and signal processing research provide effective techniques to extract meaningful

information from the raw captured data. On the other side, computer graphics

research provides techniques to generate realistic-looking imagery. Combining the

two fronts, many essential foundations for successful systems that synthesize visual

content have been established.
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2.1.1 Classical Image-Based and Video-Based Rendering

Photorealistic rendering is the ultimate goal in computer graphics. Traditional

computer graphics rely on detailed scene descriptions and sophisticated rendering

pipelines to generate realistic content. Scene construction is particularly challenging. It

is very labor-intensive to derive detailed 3D scene description with realistic geometries,

materials, and lighting information. It is is also extremely challenging to manually

model sophisticated phenonmena that involve dynamic and non-rigid content. In

addition, rendering is also a fundamental challenge. To achieve a high level of realism,

computationally expensive physically based rendering processes on high-end graphics

processing units are required to simulate global illumination effects.

Early breakthroughs in enabling practical realistic image and video synthesis

systems came from the idea of image-/video-based modelling and rendering [157]

in the context of the novel-view synthesis problems. Observing that photo-realism

is challenging to achieve with conventional 3D graphics pipelines, researchers have

explored methods that can directly leverage real images in the rendering process.

Unlike the traditional computer graphics rendering pipeline where 3D scene geometries

and materials must be known, image-based rendering (IBR) techniques render novel

views directly from input images, which are by-definition photorealistic.

In early IBR systems such as Lightfield Rendering [90] and Lumigraph Render-

ing [35], special camera arrays were constructed to sample the plenoptic function of the

scene [157]. Leveraging the known relation between the cameras in the array, it was

possible to synthesize any novel view along a certain range of viewpoints by selecting

and interpolating appropriate pixels in the original cameras. Lumigraph Rendering

was later extended to handling unstructured camera array by incorporating coarse

geometric information about the scene [20]. By leveraging different representations
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cleverly designed to encode simplified geometric information, modern IBR methods

can support view synthesis from a sparse set of input views [37, 73, 154].

The success in novel view synthesis was also extended to the video domain. Multi-

camera systems and dedicated multi-view analysis techniques have been developed to

enable free-viewpoint videos in which novel views can be synthesized for any moment

in the captured videos [157]. Later on, the commercial successes of the Bullet-Time

effect 1 2 brought attention and interest to the possibility to manipulate not only the

viewpoints but also the temporal dynamics information such as timing and motion.

The original systems for bullet-time effect require special camera setups which dictate

the novel views and speed that can be synthesized. To enable more flexible systems,

motion information needs to be explicitly extracted from the original captured videos.

For this, modelling the motion information in videos has become increasingly critical.

2.1.2 Flow-Based Video Synthesis

Human visual systems are sensitive to motion. Foundational works in early vision

research have established the critical connection between the optical flow information

from image sequences and how the motion information is perceived when viewing those

sequences [181, 199]. The patterns of the extracted optical flows and their variations

over time were found to be critical cues for human visual systems to reconstruct

self-motion, object motion, time-to-contact, and scene layout [49]. Those findings

have been put into computational models that form the foundations for important

machine vision tasks such as object tracking [24, 215], Simultaneous Localization and

Mapping (SLAM) [23] and video coding [178, 204].

1https://www.newworlddesigns.co.uk/bullet-time-photography-what-is-it-and-how-to-get-
started/

2https://reframe.sussex.ac.uk/post-cinema/3-2-sudmann/
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Modern video synthesis systems also take advantage of such connections to achieve

synthesis results with plausible temporal dynamics. Regularizing the flow maps of

the synthesized videos is a widely used strategy to encourage temporal coherence

in the synthesized results. Such regularization is often achieved by enforcing the

flow map of the synthesized videos to that of a reference videos [27, 28, 74, 197].

Alternatively, smoothness constraints such as total variation [19, 46, 87, 140] can be

incorporated into the objective function to regularize the flow map of the synthesized

video [108, 212].

Smoothing out the (sparse) flow trajectories and re-synthesizing the video to

respect the adjusted flow information has also been successfully used to stabilize

videos [99, 102]. By analyzing the optical flow information over the whole video clip

and determining the moment in time at which the flows are similar at each pixel,

Hoppe et al. [94] devised an effective method to synthesize a seamless loop from a

short video clip. Flow-based view synthesis techniques have also been successfully

employed for video frame interpolation. Using flow to represent the motion at each

pixel, it is possible to generate the slow-motion effect by synthesizing the pixels at

the intermediate positions along each flow vector to generate the interpolated frames

between each pair of original frames. [8, 201, 218].

2.1.3 Patch-Based Video Synthesis

An important insight that formed the foundation for many modern visual synthesis

tasks was that novel content can be synthesized by properly re-sampling the source

content. In Video Textures [152], Schödl et al. determined similar frames at different

times and used them to produce a new seamless video. Agarwala et al. applied the

same technique on dynamic regions of the video captured with a panning camera

while stitching the static part to enable seamlessly looping video panorama [3].
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More recent works have extended this idea by considering much more local scope,

the small image patches. By sampling local image patches while respecting their local

coherence, Lin et al. showed that it was possible to perform texture synthesis from a

small sample texture image [93]. By coupling the patch re-sampling strategy with the

patch-recurrence properties of natural image patches [226, 227], patch-based methods

have been successful in image synthesis tasks such as image enhancement [119, 120, 227]

and image retargetting [11, 96].

The success of the patch-based synthesis methodology has also been adapted to the

video domain. To capture temporal dynamics information, 3D spatiotemporal patches

were used. Wexler et al. replicated the success of patch-based synthesis techniques to

perform video completion [202]. That idea of re-sampling videos with spatiotemporal

patches were also successfully employed by Shahar et al. to support super-resolution

and video frame interpolation [155]. Recently, Haim et al. revisited the idea of patch-

based synthesis and introduced an effective system that could synthesize different

plausible variations of a source video by sampling and assembling patches from the

input video [66].

2.1.4 Phase-Based Video Synthesis

Interpreting image and video data from a signal processing perspective, researchers

have revealed that the spatial frequency, temporal frequency, and speed of image

motion are highly related [49, 181]. Such observations allowed many motion analysis

tasks to be effectively performed in the frequency domain. In particular, the wavelet-

based steerable pyramid [160] has been invented to represent image data in the

frequency domain using the basis functions that resemble the sinusoids windowed by

a Gaussian envelope. This representation was shown effective for analyzing motion in

videos [52, 54, 59, 159].
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Going beyond motion analysis, Wadhwa et al. cleverly leveraged the relation

between motion in the video and the phase information in steerable pyramids to devise

a video synthesis method that could perform temporal processing without explicit

optical flow computation [196]. Just as the phase shifts in sinusoidal functions encode

their translation, the phase variations in the steerable pyramid can be used to control

local motions in the image domain. Such phase-based representation of motion was

exploited by Wadhwa et al. to enable re-synthesizing videos with modified temporal

dynamics content such as motion magnification and motion denoising [193, 196].

In followed-up works, the phase-based motion processing strategy was further

extended to support other video synthesis tasks. Meyer et al. improved upon the

original phase-based motion processing formulation to address the phase-wrapping

ambiguity to allow for synthesizing larger motions, making it applicable to video frame

interpolation tasks [117]. Phase-based motion representation has also been applied to

transfer motion from a reference video to an image to support image animation [136].

2.2 Learning to Synthesize Video Content

Computational models developed in traditional graphics and vision works reflect

the researchers’ domain knowledge and sophisticated understanding about visual data.

The successful applications mentioned in the last sections have demonstrated that

such scientific knowledge is invaluable. However, as good as they were, the discov-

ered knowledge was likely still incomplete and often contains simplified assumptions.

Importantly, they were often implemented as heuristics when used for constructing

computational models. That heuristic nature is arguably an important limitation

of traditional graphics- and vision-based approaches in visual synthesis. Relying on

hand-crated heuristics made the resulting methods inflexible in adapting to challenging

scenarios that required handling complex phenomena such as non-rigid scenes and
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occlusion. That often caused artifacts and distortions, especially when the simplifying

assumptions were violated.

Data-driven approach offer an attractive direction to address that challenge. Data-

driven techniques can complement the models by making them adaptable to data

rather than constrained to rigid sets of simplification assumptions and heuristics.

Exploring machine learning techniques, therefore, has recently become a major theme

in modern visual computing research.

2.2.1 Deep Neural Networks for Visual Synthesis

In recent years, the advances in deep learning research have enabled many technical

breakthroughs, especially in visual data modelling [69, 187]. The availability of large-

scale datasets, along with the ever-increasing computing power, makes it possible to

train deep neural networks with unprecedented levels of complexity. With modern

deep learning methodologies, it is possible to learn not only the top-level predictive

models but also the relevant features from raw data.

Deep learning methods have brought tremendous successes to image synthesis

tasks. Deep image generation architectures are now able to generate image content

with unprecedented level of realism, thanks to the advanced generative modelling

techniques such as GAN [82, 134] and Diffusion models [40, 71, 166]. In unconditional

image synthesis settings, state-of-the-art models [18, 40, 71, 82, 166] can now generate

natural images with the level of realism that can trick human perception [2]

Those models have also been successfully adapted to conditional image synthesis

settings, enabling controllability in the image generation process. Isola et al. investigate

conditional adversarial networks [123] as a generic approach to synthesizing images

from semantic maps or edge maps [76]. Reed et al. [143] further extend conditional

GANs to generate natural images based on textual descriptions. Building on the
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power of diffusion models in high-fidelity image synthesis, the text-to-image generation

is advanced significantly by the recent effort of DALL-E 2 [139] and Imagen [147].

Despite the immense success in synthesizing images with deep learning models,

translating those successes to video modelling was challenging. Video is a separate

form of media in its own, not simply a collection of independent images. Because of

that, applying image-based models frame-by-frame to video synthesis usually leads to

sub-optimal results [16].

Early efforts to extend well-known deep image models to handle video data have

proven highly non-trivial. Inspired by the success of the 2D convolutional neural

network (CNN) in image synthesis architectures, many follow-up works have developed

video-based synthesis techniques on top of 3D-CNN models [34, 148, 191]. Recent

efforts in video modelling with deep learning have been devoted to explicitly encourage

motion modelling in the video synthesis process. Denton et al. leveraged the recurrent

neural network (RNN) architecture to model dynamic progression in videos to support

frame prediction [39]. In another direction, Tulyakov et al. extended the GAN-

based approach into a two-stream architecture and devise a training strategy to

explicitly encourage the model to learn disentangled representation for motion and

appearance [185].

Those efforts, while showing early promising results, do not match the level of

quality obtained in the image domain. Such difficulty demonstrated that learning the

representation for videos is challenging for the models designed originally for images

without explicitly incorporating the specific natures of videos. In other words, such

models lack the inductive bias to aid the learning of meaningful representation from

videos.

The most successful strategy for synthesizing high-quality video results remains

applying high-quality image-based synthesis for each frame and adjusting the results
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to optimize the temporal coherence using optical flow [74, 97, 108]. This strategy,

however, is only applicable to the the problem setting where the reference optical flow

can be obtained, such as video denoising or super-resolution. It is not applicable for

more general video synthesis problems such as video frame interpolation and video

generation.

2.2.2 Inductive Biases in Representation Learning

Inductive bias is an essential concept in machine learning. Its role has been shown

to be critical in the success of modern deep learning systems. Inductive biases refer

to the assumptions incorporated with the learning algorithms to generalize a set

of training data. This mechanism encourages the learning algorithms to prioritize

solutions with specific properties. It helps induce the learning models to effectively

capture the structure in the data and, from that, generalize better to unseen data.

Spatial inductive bias is perhaps one of the best-known types of inductive biases

that have enjoyed great success in deep learning. Spatial inductive bias is particularly

helpful in the Convolutional Neural Network (CNN) architecture, which was designed

to exploit the spatial equivariance nature of vision data. It is highly effective in

processing and synthesizing image data [189].

Structured perception and relational reasoning is another type of inductive bias

that has proven highly useful, especially in reinforcement learning settings where

the learning agent must encode the meaningful structure of the environment [14].

Introducing structured relation information into deep RL architectures makes it

possible for the learning agents to learn interpretable representations to improve their

prediction accuracy, sample complexity, and ability to generalise [14].

Recently, 3D geometry has been incorporated into image synthesis architecture

to serve as a type of structural inductive bias. In [125], Nguyen-Phuoc et al. made
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the important finding that shaping the learnable features of the GAN model into

the 3D volume that can be freely transformed during training is sufficient to induce

the model to generate and manipulate images in a multi-view consistent manner.

Representing the learned 3D scene, coupled with volumetric rendering for synthesis,

is also the key idea behind the success of the Neural Radiance Fields framework

for novel view synthesis [12, 122, 124] as well as the state-of-the-art 3D-aware GAN

models [25, 38, 64].

Inductive biases are not easy to define and incorporate. Good inductive biases

should represent the knowledge that is universally true, i.e. the correct priors. In

this thesis, the main direction I set out to explore is to look for and design inductive

biases from the insights and understanding of video data modelling already exists in

the rich literature of traditional visual computing research. I study that direction in

this thesis with two case-studies: a deep learning model that successfully extends 2D

convolution-based neural networks to enable high-quality frame interpolation results;

and a simple technique to extend image-based neural implicit representation to video

data that also enables the flexibility of temporal dynamics manipulation.
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3 Adaptive Convolution for Video Frame Interpolation

Video frame interpolation is a classic problem in computer graphics and computer

vision. The goal is to synthesize the intermediate frames between each pair of

consecutive original input frames. Before 2016 when this research started, high-quality

frame interpolation results could not be obtained with contemporary deep learning

approaches, despite their tremendous successes in other image analysis and synthesis

domains. Existing deep-learning-based video frame interpolation methods followed

the direct prediction approach. Standard image-based convolutional neural network

(CNN) or recurrent neural network (RNN) architectures were extended to take a pair

of frames as input and directly predict the intermediate frames [39, 104]. Such direct

prediction approach failed to generate high-quality results, often with low-resolution

and severe visual distortion. Hypothesizing that more explicit inductive biases were

needed to enable plausible frame synthesis results, I started exploring the idea of

incorporating domain knowledge as inductive bias into deep neural network learning

for video frame interpolation.

The rich literature on video frame interpolation has established that video frame

interpolation fundamentally involves two processes: motion estimation and pixel

synthesis. As an alternative to the direct prediction approach, this chapter presents

AdaConv, a robust video frame interpolation method that explicitly incorporated

these two steps into the model. Unlike conventional optimization-based approaches to

video frame interpolation that implement those two steps as two separate processes,
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the proposed method combines both steps into a single process implemented as a

novel differentiable layer into the CNN architecture. Specifically, AdaConv employs a

deep fully-convolutional neural network to estimate a spatially-adaptive convolution

kernel for each pixel. This method considers pixel synthesis for the interpolated frame

as a local convolution over two input frames. The convolution kernel captures both

the local motion between the input frames and the coefficients for pixel synthesis.

The resulting deep neural network can be directly trained end-to-end using widely

available video data without difficult-to-obtain ground-truth data like optical flow.

Experiments on a wide variety of real-world videos show that the formulation of video

interpolation as a single convolution process allows our method to gracefully handle

challenges like occlusion, blur, and abrupt brightness change and enables high-quality

video frame interpolation.

This work was the result of the collaboration with Simon Niklaus and Professor

Feng Liu. We published our work at the IEEE Conference of Computer Vision and

Pattern Recognition (CVPR) 2017 for which Simon and I contributed as the co-first

authors [127]. The writing of this chapter was adapted from the published paper. The

use of “we”, “our”, and “ours” throughout this chapter refer to the authors of the

published paper (Long Mai, Simon Niklaus, and Feng Liu). In particular, my own

contribution in the paper is the idea of modelling frame interpolation as adaptive

convolution, and the design of the neural network to realize that idea.

3.1 Overview

Frame interpolation is a classic computer vision problem and is important for

applications like novel view interpolation and frame rate conversion [117]. Traditional

frame interpolation methods have two steps: motion estimation, usually optical flow,

and pixel synthesis [8]. Optical flow is often difficult to estimate in the regions suffering
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Figure 3.1: Pixel interpolation by convolution. For each output pixel (x, y), our

method estimates a convolution kernel K and uses it to convolve with patches P1 and

P2 centered at (x, y) in the input frames to produce its color Î(x, y). This adaptive

convolution formulation effectively combines motion estimation and pixel synthesis

into a single operation for synthesizing each pixel.

from occlusion, blur, and abrupt brightness change. Flow-based pixel synthesis cannot

reliably handle the occlusion problem. Failure of any of these two steps will lead to

noticeable artifacts in interpolated video frames.

This chapter presents a robust video frame interpolation method that achieves

frame interpolation using a deep convolutional neural network without explicitly

dividing it into separate steps. Our method considers pixel interpolation as convolution

over corresponding image patches in the two input video frames, and estimates the

spatially-adaptive convolutional kernel using a deep fully convolutional neural network.

Specifically, for a pixel (x, y) in the interpolated frame, this deep neural network takes

two receptive field patches R1 and R2 centered at that pixel as input and estimates

a convolution kernel K. This convolution kernel is used to convolve with the input
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patches P1 and P2 to synthesize the output pixel, as illustrated in Figure 3.1.

An important aspect of our method is the formulation of pixel interpolation as

convolution over pixel patches instead of relying on optical flow. This convolution

formulation unifies motion estimation and pixel synthesis into a single procedure.

It enables us to design a deep fully convolutional neural network for video frame

interpolation without dividing interpolation into separate steps. This formulation is

also more flexible than those based on optical flow and can better handle challenging

scenarios for frame interpolation. Furthermore, our neural network is able to estimate

edge-aware convolution kernels that lead to sharp results.

The main contribution of this work is a robust video frame interpolation method

that employs a fully deep convolutional neural network to produce high-quality video

interpolation results. This method has a few advantages. First, since it models video

interpolation as a single process, it is able to make proper trade-offs among competing

constraints and thus can provide a robust interpolation approach. Second, this frame

interpolation deep convolutional neural network can be directly trained end-to-end

using widely available video data, without any difficult-to-obtain ground truth data

like optical flow. Third, as demonstrated in our experiments, our method can generate

high-quality frame interpolation results for challenging videos such as those with

occlusion, blurring artifacts, and abrupt brightness change.

3.2 Related Work

Frame interpolation for video is one of the basic computer vision and video

processing technologies. It is a special case of image-based rendering where middle

frames are interpolated from temporally neighboring frames. Good surveys on image-

based rendering are available [80, 170, 219]. This section focuses on research that is

http://graphics.cs.pdx.edu/project/adaconv

http://graphics.cs.pdx.edu/project/adaconv
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specific to video frame interpolation and our work.

Most existing frame interpolation methods estimate dense motion between two

consecutive input frames using stereo matching or optical flow algorithms and then

interpolate one or more middle frames according to the estimated dense correspon-

dences [8, 201, 218]. Different from these methods, Mahajan et al. developed a moving

gradient method that estimates paths in input images, copies proper gradients to each

pixel in the frame to be interpolated and then synthesizes the interpolated frame via

Poisson reconstruction [106]. The performance of all the above methods depends on

the quality of dense correspondence estimation and special care needs to be taken to

handle issues like occlusion during the late image synthesis step.

As an alternative to explicit motion estimation-based methods, phase-based meth-

ods have recently been shown promising for video processing. These methods encode

motion in the phase difference between input frames and manipulate the phase in-

formation for applications like motion magnification [193] and view expansion [41].

Meyer et al. further extended these approaches to accommodate large motion by prop-

agating phase information across oriented multi-scale pyramid levels using a bounded

shift correction strategy [117]. This phase-based interpolation method can generate

impressive video interpolation results and handle challenging scenarios gracefully;

however, further improvement is still required to better preserve high-frequency detail

in the video with large inter-frame changes.

Our work is inspired by the success of deep learning in solving not only difficult

visual understanding problems [60, 70, 81, 88, 153, 161, 168, 171, 205, 216, 222] but also

other computer vision problems like optical flow estimation [44, 55, 65, 179, 182, 200],

style transfer [47, 58, 78, 91, 188], and image enhancement [21, 42, 43, 167, 169,

208, 210, 221, 224]. Our method is particularly relevant to the recent deep learning

algorithms for view synthesis [45, 53, 79, 89, 176, 214, 223]. Dosovitiskiy et al. [45],
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Kulkarni et al. [89], Yang et al. [214], and Tatarchenko et al. [176] developed deep

learning algorithms that can render unseen views from input images. These algorithms

work on objects, such as chairs and faces, and are not designed for frame interpolation

for videos of general scenes.

Recently, Flynn et al. developed a deep convolutional neural network method for

synthesizing novel natural images from posed real-world input images. Their method

projects input images onto multiple depth planes and combines colors at these depth

planes to create a novel view [53]. Kalantari et al. provided a deep learning-based

view synthesis algorithm for view expansion for light field imaging. They break novel

synthesis into two components: disparity and color estimation, and accordingly use two

sequential convolutional neural networks to model these two components. These two

neural networks are trained simultaneously [79]. Long et al. interpolate frames as an

intermediate step for image matching [104]. However, their interpolated frames tend

to be blurry. Zhou et al. observed that the visual appearance of different views of the

same instance is highly correlated, and designed a deep learning algorithm to predict

appearance flows that are used to select proper pixels in the input views to synthesize

a novel view [223]. Given multiple input views, their method can interpolate a novel

view by warping individual input views using the corresponding appearance flows

and then properly combining them together. Like these methods, our deep learning

algorithm can also be trained end-to-end using videos directly. Compared to these

methods, our method is dedicated to video frame interpolation. More importantly, our

method estimates convolution kernels that capture both the motion and interpolation

coefficients, and uses these kernels to directly convolve with input images to synthesize

a middle video frame. Our method does not need to project input images onto multiple

depth planes or explicitly estimate disparities or appearance flows to warp input images

and then combine them together. Our experiments show that our formulation of
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frame interpolation as a single convolution step allows our method to robustly handle

challenging cases. Finally, the idea of using convolution for image synthesis has also

been explored in the very recent work for frame extrapolation [50, 77, 213].

3.3 Method

Given two video frames I1 and I2, our method aims to interpolate a frame Î

temporally in the middle of the two input frames. Traditional interpolation methods

estimate the color of a pixel Î(x, y) in the interpolated frame in two steps: dense

motion estimation, typically through optical flow, and pixel interpolation. For instance,

we can find for pixel (x, y) its corresponding pixels (x1, y1) in I1 and (x2, y2) in I2

and then interpolate the color from these corresponding pixels. Often this step also

involves re-sampling images I1 and I2 to obtain the corresponding values I1(x1, y1)

and I2(x2, y2) to produce a high-quality interpolation result, especially when (x1, y1)

and (x2, y2) are not integer locations, as illustrated in Figure 3.2 (a). This two-step

approach can be compromised when optical flow is not reliable due to occlusion,

motion blur, and lack of texture. Also, rounding the coordinates to find the color

for I1(x1, y1) and I2(x2, y2) is prone to aliasing while re-sampling with a fixed kernel

sometimes cannot preserve sharp edges well. Advanced re-sampling methods exist and

can be used for edge-preserving re-sampling, which, however, requires high-quality

optical flow estimation.

Our solution is to combine motion estimation and pixel synthesis into a single step

and formulate pixel interpolation as a local convolution over patches in the input images

I1 and I2. As shown in Figure 3.2 (b), the color of pixel (x, y) in the target image to

be interpolated can be obtained by convolving a proper kernel K over input patches

P1(x, y) and P2(x, y) that are also centered at (x, y) in the respective input images.

The convolutional kernel K captures both motion and re-sampling coefficients for pixel
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I1 Î

Î(x
, y)

I2

(a) Interpolation by motion estimation and color interpolation

I1

P1

Î

Î(x
, y)

I2
P2

(b) Interpolation by convolution

Figure 3.2: Interpolation by convolution. (a): a two-step approach first estimates

motion between two frames and then interpolates the pixel color based on the motion.

(b): our method directly estimates a convolution kernel and uses it to convolve the

two frames to interpolate the pixel color. In this way, our method combines both steps

of coventional frame interpolation techniques into a single operation under a unified

convolution formulation.
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synthesis. This formulation of pixel interpolation as convolution has a few advantages.

First of all, the combination of motion estimation and pixel synthesis into a single step

provides a more robust solution than the two-step procedure. Second, the convolution

kernel provides flexibility to account for and address difficult cases like occlusion. For

example, optical flow estimation in an occlusion region is a fundamentally difficult

problem, which makes it difficult for a typical two-step approach to proceed. Extra

steps based on heuristics, such as flow interpolation, must be taken. Our work provides

a data-driven approach to directly estimate the convolution kernel that can produce

visually plausible interpolation results for an occluded region. Third, if properly

estimated, this convolution formulation can seamlessly integrate advanced re-sampling

techniques like edge-aware filtering to provide sharp interpolation results.

Estimating proper convolution kernels is essential for our method. Encouraged

by the success of using deep learning algorithms for optical flow estimation [44, 55,

65, 179, 182, 200] and image synthesis [53, 79, 223], we develop a deep convolutional

neural network method to estimate a proper convolutional kernel to synthesize each

output pixel in the interpolated images. The convolutional kernels for individual

pixels vary according to the local motion and image structure to provide high-quality

interpolation results. Below we describe our deep neural network for kernel estimation

and then discuss implementation details.

3.3.1 Convolution kernel estimation

We design a fully convolutional neural network to estimate the convolution kernels

for individual output pixels. The architecture of our neural network is detailed in

Table 3.1. Specifically, to estimate the convolutional kernel K for the output pixel

(x, y), our neural network takes receptive field patches R1(x, y) and R2(x, y) as input.

R1(x, y) and R2(x, y) are both centered at (x, y) in the respective input images. The
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type BN ReLU size stride output

input - - - - 6× 79× 79

conv 7× 7 1× 1 32× 73× 73

down-conv - 2× 2 2× 2 32× 36× 36

conv 5× 5 1× 1 64× 32× 32

down-conv - 2× 2 2× 2 64× 16× 16

conv 5× 5 1× 1 128× 12× 12

down-conv - 2× 2 2× 2 128× 6 × 6

conv 3× 3 1× 1 256× 4 × 4

conv - 4× 4 1× 1 2048× 1 × 1

conv - - 1× 1 1× 1 3362× 1 × 1

spatial softmax - - - - 3362× 1 × 1

output - - - - 41×82× 1 × 1

Table 3.1: The convolutional neural network architecture. It makes use of Batch

Normalization (BN) [75] as well as Rectified Linear Units (ReLU). Note that the

output only reshapes the result without altering its value.

patches P1 and P2 that the output kernel will convolve in order to produce the color

for the output pixel (x, y) are co-centered at the same locations as these receptive

fields, but with a smaller size, as illustrated in Figure 3.1. We use a larger receptive

field than the patch to better handle the aperture problem in motion estimation. In

our implementation, the default receptive field size is 79× 79 pixels. The convolution

patch size is 41× 41 and the kernel size is 41× 82 as it is used to convolve with two

patches. Our method applies the same convolution kernel to each of the three color

channels.

As shown in Table 3.1, our convolutional neural network consists of several convo-
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color loss color loss + gradient loss

Figure 3.3: Effect of using an additional gradient loss. (a) Using the color loss alone

can lead to blurry results. (b) Combining the color loss and gradient loss enables

our method to produce sharper interpolation results (most noticeable in front-wheel

region of the middle car).

lutional layers as well as down-convolutions as alternatives to max-pooling layers. We

use Rectified Linear Units as activation functions and Batch Normalization [75] for

regularization. We employ no further techniques for regularization since our neural

network can be trained end-to-end using widely available video data, which provides a

sufficiently large training dataset. We are also able to make use of data augmentation

extensively, by horizontally and vertically flipping the training samples as well as

reversing their order. Our neural network is fully convolutional. Therefore, it is

not restricted to a fixed-size input and we are, as detailed in Section 3.3.3, able to

use a shift-and-stitch technique [61, 105, 153] to produce kernels for multiple pixels

simultaneously to speed-up our method.

A critical constraint is that the coefficients of the output convolution kernel should

be non-negative and sum up to one. Therefore, we connect the final convolutional

layer to a spatial softmax layer to output the convolution kernel, which implicitly

meets this important constraint.
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3.3.1.1 Loss function

For clarity, we first define notations. The ith training example consists of two input

receptive field patches Ri,1 and Ri,2 centered at (xi, yi), the corresponding input

patches Pi,1 and Pi,2 that are smaller than the receptive field patches and also centered

at the same location, the ground-truth color C̃i and the ground-truth gradient G̃i

at (xi, yi) in the interpolated frame. The ground-truth gradient G̃k
i is obtained by

applying a gradient computation procedure on the ground-truth target frame C̃i. For

simplicity, we omit the (xi, yi) in our definition of the loss functions.

One possible loss function of our deep convolutional neural network can be the

difference between the interpolated pixel color and the ground-truth color as follows.

Ec =
∑
i

∥[Pi,1 Pi,2] ∗Ki − C̃i∥1 (3.1)

where subscript i indicates the ith training example and Ki is the convolution kernel

output by our neural network. Our experiments show that this color loss alone, even

using ℓ1 norm, can lead to blurry results, as shown in Figure 3.3. This blurriness

problem was also reported in some recent work [104, 111, 142]. Mathieu et al. showed

that this blurriness problem can be alleviated by incorporating image gradients in

the loss function [111]. This is difficult within our pixel-wise interpolation approach,

since the image gradient cannot be directly calculated from a single pixel. Since

differentiation is also a convolution, assuming that kernels are locally equivalent, we

solve this problem by using the associative property of convolution: we first compute

the gradient of input patches and then perform convolution with the estimated kernel,

which will result in the gradient of the interpolated image at the pixel of interest. As

a pixel (x, y) has eight immediate neighboring pixels, we compute eight versions of

gradients using finite difference and incorporate all of them into our gradient loss
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function.

Eg =
∑
i

8∑
k=1

∥[Gk
i,1 G

k
i,2] ∗Ki − G̃k

i ∥1 (3.2)

where k denotes one of the eight ways we compute the gradient. Gk
i,1 and Gk

i,2 are the

gradients of the input patches Pi,1 and Pi,2, and G̃k
i is the ground-truth gradient. We

combine the above color and gradient loss as our final loss Ec + λ ·Eg. We found that

λ = 1 works well and used it. As shown in Figure 3.3, this color plus gradient loss

enables our method to produce sharper interpolation results.

3.3.2 Training

We derived our training dataset from an online video collection, as detailed later

on in this section. To train our neural network, we initialize its parameters using

the Xavier initialization approach [62] and then use AdaMax [83] with β1 = 0.9,

β2 = 0.999, a learning rate of 0.001 and 128 samples per mini-batch to minimize the

loss function.

3.3.2.1 Training dataset

Our loss function is purely based on the ground truth video frame and does not need

any other ground truth information like optical flow. Therefore, we can make use of

videos that are widely available online to train our neural network. To make it easy

to reproduce our results, we use publicly available videos from Flickr with a Creative

Commons license. We downloaded 3, 000 videos using keywords, such as “driving”,

“dancing”, “surfing”, “riding”, and “skiing”, which yield a diverse selection. We scaled

the downloaded videos to a fixed size of 1280 × 720 pixels. We removed interlaced

videos that sometimes have a lower quality than the videos with the progressive-scan

format.
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To generate the training samples, we group all the frames in each of the remaining

videos into triple-frame groups, each containing three consecutive frames in a video.

We then randomly pick a pixel in each triple-frame group and extract a triple-patch

group centered at that pixel from the video frames. To facilitate data augmentation,

the patches are selected to be larger than the receptive-field patches required by the

neural network. The patch size in our training dataset is 150× 150 pixels. To avoid

including a large number of samples with no or little motion, we estimate the optical

flow between patches from the first and last frame in the triple-frame group [174]

and compute the mean flow magnitude. We then sample 500, 000 triple-patch groups

without replacement according to the flow magnitude: a patch group with larger

motion is more likely to be chosen than the one with smaller motion. In this way,

our training set includes samples with a wide range of motion while avoiding being

dominated by patches with little motion. Since some videos consist of many shots, we

compute the color histogram between patches to detect shot boundaries and remove

the groups across the shot boundaries. Furthermore, samples with little texture are

also not very useful to train our neural network. We therefore compute the entropy

of patches in each sample and finally select the 250, 000 triple-patch groups with

the largest entropy to form the training dataset. In this training dataset, about 10

percent of the pixels have an estimated flow magnitude of at least 20 pixels. The

average magnitude of the largest five percent is approximately 25 pixels and the largest

magnitude is 38 pixels.

We perform data augmentation on the fly during training. The receptive-field size

required for the neural network is 79 × 79, which is smaller than the patch size in

the training samples. Therefore, during the training, we randomly crop the receptive

field patch from each training sample. We furthermore randomly flip the samples

horizontally as well as vertically and randomly swap their temporal order. This forces
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the optical flow within the samples to be distributed symmetrically so that the neural

network is not biased towards a certain direction.

3.3.3 Implementation details

We used Torch [36] to implemented our neural network. Below we describe some

important details.

3.3.3.1 Shift-and-stitch implementation

A straightforward way to apply our neural network to frame interpolation is to estimate

the convolution kernel and synthesize the interpolated pixel one by one. This pixel-wise

application of our neural network will unnecessarily perform redundant computations

when passing two neighboring pairs of patches through the neural network to estimate

the convolution kernels for two corresponding pixels. Our implementation employs the

shift-and-stitch approach to address this problem to speed our system up [61, 105, 153].

Specifically, as our neural network is fully convolutional and does not require

a fixed-size input, it can compute kernels for more than one output pixels at once

by supplying a larger input than what is required to produce one kernel. This can

mitigate the issue of redundant computations. The output pixels that are obtained in

this way are however not adjacent and are instead sparsely distributed. We employ

the shift-and-stitch [61, 105, 153] approach in which slightly shifted versions of the

same input are used. This approach returns sparse results that can be combined to

form the dense representation of the interpolated frame.

Considering a frame with size 1280 × 720, a pixel-wise implementation of our

neural network would require 921,600 forward passes through our neural network. The

shift-and-stitch implementation of our neural network only requires 64 forward passes

for the 64 differently shifted versions of the input to cope with the downscaling by the
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three down-convolutions. Compared to the pixel-wise implementation that takes 104

seconds per frame on an Nvidia Titan X, the shift-and-stitch implementation only

takes 9 seconds.

3.3.3.2 Boundary handling

Due to the receptive field of the network as well as the size of the convolution kernel,

we need to pad the input frames to synthesize boundary pixels for the interpolated

frame. In our implementation, we adopt zero-padding. Our experiments show that

this approach usually works well and does not introduce noticeable artifacts.

3.3.3.3 Hyper-parameter selection

The convolution kernel size and the receptive field size are two important hyper-

parameters of our deep neural network. In theory, the convolution kernel, as shown

in Figure 3.2, must be larger than the pixel motion between two frames in order to

capture the motion (implicitly) to produce a good interpolation result. To make our

neural network robust against large motion, we tend to choose a large kernel. On the

other hand, a large kernel involves a large number of values to be estimated, which

increases the complexity of our neural network. We choose to select a convolution

kernel that is large enough to capture the largest motion in the training dataset, which

is 38 pixels. Particularly, the convolution kernel size in our system is 41× 82 that will

be applied to two 41× 41 patches as illustrated in Figure 3.1. We make this kernel a

few pixels larger than 38 pixels to provide pixel support for re-sampling, which our

method does not explicitly perform, but is captured in the kernel.

As discussed earlier, the receptive field is larger than the convolution kernel to

handle the aperture problem well. However, a larger receptive field requires more

computation and is less sensitive to the motion. We choose the receptive field using a
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Input frame 1 Ours Meyer et al. DeepFlow2 FlowNetS MDP-Flow2 Brox et al.

Figure 3.4: Qualitative evaluation on blurry videos. Blurry regions are often challenging

for optical flow estimation, resulting in noticeable artifacts (Columns 4-7). The phase-

based method from Meyer et al. [117] can handle blurry regions better (3rd column).

Our method tend to be more robust in regions with large motion, such as the right

side of the hat in the bottom example.

validation dataset and find that 79× 79 achieves a good balance.

3.4 Experiments

We compare our method to state-of-the-art video frame interpolation methods, in-

cluding the recent phase-based interpolation method [117] and a few optical flow-based

methods. The optical flow algorithms in our experiment include MDP-Flow2 [209],

which currently produces the lowest interpolation error according to the Middlebury

benchmark, the method from Brox et al. [19], as well as two recent deep learning

based approaches, namely DeepFlow2 [200] and FlowNetS [44]. Following recent

frame interpolation work [117], we use the interpolation method from the Middlebury

benchmark [8] to synthesize the interpolated frame using the optical flow results.

Alternatively, other advanced image-based rendering algorithms [225] can also be used.
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For the two deep learning-based optical flow methods, we directly use the trained

models from the author websites.

3.4.1 Comparisons

We evaluate our method quantitatively on the Middlebury optical flow bench-

mark [8]. As reported in Table 3.2, our method performs well on the four examples

with real-world scenes. Among the over 100 methods reported in the Middlebury

benchmark, our method achieves the best on Evergreen and Basketball, 2nd best on

Dumptruck, and 3rd best on Backyard. Our method does not work as well on the

other four examples that are either synthetic or of lab scenes, partially because we

train our network on videos with real-world scenes. Qualitatively, we find that our

method can often create results in challenging regions that are visually more appealing

than state-of-the-art methods.

Blur. Figure 3.4 shows two examples where the input videos suffer from out-of-focus

blur (top) and motion blur (bottom). Blurry regions are often challenging for optical

flow estimation; thus these regions in the interpolated results suffer from noticeable

artifacts. Both our method and the phase-based method from Meyer et al. [117] can

handle blurry regions better while our method produces sharper images, especially in

regions with large motion, such as the right side of the hat in the bottom example.

Abrupt brightness change. As shown in Figure 3.5, abrupt brightness change

violates the brightness consistency assumption and compromises optical flow estimation,

causing artifacts in frame interpolation. For this example, our method and the phase-

based method generate more visually appealing interpolation results than flow-based

methods.

Occlusion. One of the biggest challenges for optical flow estimation is occlusion.

When optical flow is not reliable or unavailable in occluded regions, frame interpolation
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Input frames Ours Meyer et al. DeepFlow2 FlowNetS MDP-Flow2 Brox et al.

Figure 3.5: Qualitative evaluation on video with abrupt brightness change. In general,

our method and the phasebased method generate more visually appealing interpolation

results than flow-based methods.

Input frame 1 Ours Meyer et al. DeepFlow2 FlowNetS MDP-Flow2 Brox et al.

Figure 3.6: Qualitative evaluation with respect to occlusion. Occlusion is one of the

biggest challenges for optical flow estimation. Our method adopts a learning approach

to obtain proper convolution kernels that lead to visually appealing pixel synthesis

results for occluded regions and preserve better object boundaries in the synthesis

results.
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Mequ. Schef. UrbanTeddyBacky.Baske.Dumpt.Everg.

Ours 3.57 4.34 5.00 6.91 10.2 5.33 7.30 6.94

DeepFlow2 2.99 3.88 3.62 5.38 11.0 5.83 7.60 7.82

FlowNetS 3.07 4.57 4.01 5.55 11.3 5.99 8.63 7.70

MDP-Flow2 2.89 3.47 3.66 5.20 10.2 6.13 7.36 7.75

Brox et al. 3.08 3.83 3.93 5.32 10.6 6.60 8.61 7.43

Table 3.2: Evaluation on the Middlebury testing set. We compared different methods

in terms of the average interpolation error metric which measures the average absolute

difference in per-pixel values between the predicted and the ground-truth target frames.

methods need to fill in holes, such as by interpolating flow from neighboring pixels [8].

Our method adopts a learning approach to obtain proper convolution kernels that

lead to visually appealing pixel synthesis results for occluded regions, as shown in

Figure 3.6.

To better understand how our method handles occlusion, we examine the convolu-

tion kernels of pixels in the occluded regions. As shown in Figure 3.1, a convolution

kernel can be divided into two sub-kernels, each of which is used to convolve with

one of the two input patches. For the ease of illustration, we compute the centroid

of each sub-kernel and mark it using x in the corresponding input patch to indicate

where the output pixel gets its color. Figure 3.7 shows an example where the white

leaf moves up from Frame 1 to Frame 2. The occlusion can be seen in the left image

that overlays two input frames. For this example, the pixel indicated by the green x is

visible in both frames and our kernel shows that the color of this pixel is interpolated

from both frames. In contrast, the pixel indicated by the red x is visible only in Frame

2. We find that the sum of all the coefficients in the sub-kernel for Frame 1 is almost

zero, which indicates Frame 1 does not contribute to this pixel and this pixel gets its

color only from Frame 2. Similarly, the pixel indicated by the cyan x is only visible
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Overlay Frame 1 Ours Frame 2

Figure 3.7: Occlusion handling. For the illustration, we compute the centroid of each

sub-kernel and mark it using x and only visualize it if the sum of kernel value is

sufficiently larger than zero. The correspondence between a pixel and its convolution

kernel is established by color. The pixel indicated by the green x is visible in both

frames and our kernel shows that the color of this pixel is interpolated from both

frames. On the other hand, the pixel indicated by the cyan x is only visible in Frame

1. Our kernel correctly accounts for this occlusion and gets its color from Frame 1

only.

in Frame 1. Our kernel correctly accounts for this occlusion and gets its color from

Frame 1 only.

3.4.2 Edge-aware pixel interpolation

In the above, we discussed how our estimated convolution kernels appropriately

handle occlusion for frame interpolation. We now examine how these kernels adapt

to image features. In Figure 3.8, we sample three pixels in the interpolated image.

We show their kernels at the bottom. The correspondence between a pixel and its

convolution kernel is established by color. First, for all these kernels, only a very

small number of kernel elements have non-zero values. (The use of the spatial softmax

layer in our neural network already guarantees that the kernel element values are non-

negative and sum up to one.) Furthermore, all these non-zero elements are spatially
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Figure 3.8: Convolution kernels. The third row provides magnified views into the

non-zero regions in the kernels in the second row. While our neural network does not

explicitly model the frame interpolation procedure, it is able to estimate convolution

kernels that enable similar pixel interpolation to the flow-based interpolation methods.

More importantly, our kernels are spatially adaptive and edge-aware, such as those for

the pixels marked by the red and cyan x.

grouped together. This corresponds well with a typical flow-based interpolation

method that finds corresponding pixels or their neighborhood in two frames and then

interpolate. Second, for a pixel in a flat region such as the one indicated by the green

x, its kernel only has two elements with significant values. Each of these two kernel

elements corresponds to the relevant pixel in the corresponding input frame. This is

also consistent with the flow-based interpolation methods although our neural network

does not explicitly model the frame interpolation procedure. Third, more interestingly,

for pixels along image edges, such as the ones indicated by the red and cyan x, the

kernels are anisotropic and their orientations align well with the edge directions. This

shows that our neural network learns to estimate convolution kernels that enable
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Overlaid input Long et al.

Direct Ours

Figure 3.9: Comparison with direct synthesis. Direct prediction approaches, using

both our network architecture and the archicture from Long et al. [104], produce

blurry results. By allowing for the explicit motion reasoning in the inference process,

our model can produce significantly sharper results.

edge-aware pixel interpolation, which is critical to produce sharp interpolation results.

3.4.3 Discussion

Our method is scalable to large images due to its pixel-wise nature. Furthermore,

the shift-and-stitch implementation of our neural network allows us to both parallel

processing multiple pixels and reduce the redundancy in computing the convolution

kernels for these pixels. On a single Nvidia Titan X, this implementation takes about

2.8 seconds with 3.5 gigabytes of memory for a single 640× 480 image, and 9.1 seconds

with 4.7 gigabytes for 1280× 720, and 21.6 seconds with 6.8 gigabytes for 1920× 1080.

We experimented with a baseline neural network by modifying our network to

directly synthesize pixels. We found that this baseline produces a blurry result for
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an example from the Sintel benchmark [22], as shown in Figure 3.9. In the same

figure, we furthermore show a comparison with the method from Long et al. [104] that

performs video frame interpolation as an intermediate step for optical flow estimation.

While their result is better than our baseline, it is still not as sharp as ours.

The amount of motion that our method can handle is necessarily limited by the

convolution kernel size in our neural network, which is currently 41× 82. As shown in

Figure 3.10, our method can handle motion within 41 pixels well. However, any large

motion beyond 41 pixels, cannot currently be handled by our system. Figure 3.11

shows a pair of stereo image from the KITTI benchmark [114]. When using our

method to interpolate a middle frame between the left and right view, the car is

blurred due to the large disparity (over 41 pixels), as shown in (c). After downscaling

the input images to half of their original size, our method interpolates well, as shown

in (d). In the future, we plan to address this issue by exploring multi-scale strategies,

such as those used for optical flow estimation [141].

Unlike optical flow- or phased-based methods, our method is currently only able to

interpolate a single frame between two given frames as our neural network is trained

to interpolate the middle frame. While we can continue the synthesis recursively to

also interpolate frames at t = 0.25 and t = 0.75 for example, our method is unable to

interpolate a frame at an arbitrary time. It will be interesting to borrow from recent

work for view synthesis [45, 79, 89, 176, 223] and extend our neural network such that

it can take a variable as input to control the temporal step of the interpolation in

order to interpolate an arbitrary number of frames like flow- or phase-based methods.

3.5 Discussion

This chapter presents a video frame interpolation method that combines the two

steps of a frame interpolation algorithm, motion estimation and pixel interpolation,
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Figure 3.10: Interpolation quality of our method with respect to the flow magnitude

(pixels).

(a) Left view (b) Right view

(c) Ours - full resolution (d) Ours - half resolution

Figure 3.11: Interpolation of a stereo image. Our method fails to interpolate the

left and right view in this stereo image due to the large disparity (over 41 pixels), as

shown in (c). After downscaling the input images to half of their original size, our

method interpolates well, as shown in (d).
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(a) Ground truth (b) AdaConv

(c) SepConv - L1 (d) SepConv - LF

Figure 3.12: Compared to the our original AdaConv approach that utilizes 2D kernels

(b), our new separable convolution methods [128], especially the one with perceptual

loss (d), incorporate 1D kernels that allow for full-frame interpolation and produce

higher-quality results.
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into a single step of local convolution with two input frames. The convolution kernel

captures both the motion information and re-sampling coefficients for proper pixel

interpolation. We developed a deep fully convolutional neural network that is able

to estimate spatially-adaptive convolution kernels that allow for edge-aware pixel

synthesis to produce sharp interpolation results. This neural network can be trained

directly from widely available video data. Our experiments show that our method

enables high-quality frame interpolation and handles challenging cases like occlusion,

blur, and abrupt brightness change well.

However, our adaptive convolution formulation of the frame interpolation process

suffers from a critical limitation of expensive computation in the inference process. As

our method requires a k × k kernel to be predicted at each pixel, the model needs to

output k2 values for each pixel position. Due to such computational expense, we could

only apply our method with a moderate-size kernel (up to 41× 41), which limits the

range of motion our method could handle. In a follow-up work [128], we extended our

method to address that issue. The key idea is to leverage the separable convolution

formulation instead of the original full convolution one. In this way, we only need to

predict two kernels of size k × 1 at each pixel, resulting in the O(k) space complexity

compared to the original O(k2) complexity. With this new formulation, we were

able to train the model to process full video frames rather than local patches while

using significantly larger kernels. That allows us to achieve significant improvements

compared to this original, both quantitatively and qualitatively [128]. Fig. 3.12 shows

an example comparing the frame interpolation quality of our new SepConv formulation

with our original AdaConv formulation.

Our adaptive convolution frameworks for frame interpolation were the first to

introduce the idea of incorporating motion estimation as a learnable yet explicit

component into deep neural network architectures to support high-quality frame
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prediction. This insight has soon been followed by contemporary works on deep

learning-based video frame interpolation [10, 9]. With it, I hope to bring attention to

the potential benefit of leveraging existing domain knowledge to design and incorporate

inductive biases into modern neural-network based synthesis models. Our kernel-

based formulation for motion estimation in deep neural network models has since

become a standard paradigm for frame interpolation which has been adopted in many

state-of-the-art methods in the field [30, 131, 186].
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4 Motion-Adjustable Neural Implicit Video Representation

In recent years, Implicit Neural Representation (INR) has become a popular

paradigm for modelling visual data. Originally developed for 3D data modelling [115,

121, 132, 164], INR has recently been shown successful in representing static im-

ages [163, 173]. In this chapter, I am interested in the question: is it possible to

extend this novel representation to model video data? Moreover, is it possible to do it

so that the video’s temporal dynamics information can be manipulated?

It is important to note that contemporary image-based INR, with the use of

Fourier-based positional encoding, can be viewed as a mapping from sinusoidal

patterns with different frequencies to image content. Inspired by previous works

in computer vision literature that explore the relation between the phase information

in sinusoidal functions and their displacements, I hypothesize that it is possible to

generate temporally varying content with a single image-based INR model by displacing

its input sinusoidal patterns over time.

In this chapter, I will introduce a novel Implicit Neural Representation for videos.

The proposed method incorporates a phase-varying positional encoding module into

the conventional image-based INR model, and couple it with a phase-shift generation

module that determines the phase-shift values at each frame. The model is trained

end-to-end on a video to jointly determine the phase-shift values at each time and

the mapping from the phase-shifted sinusoidal functions to the corresponding frame,

enabling an implicit video representation. Experiments on a wide range of videos
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suggest that such a model can learn to interpret phase-varying positional embeddings

into the corresponding time-varying content. More importantly, the learned phase-

shift vectors capture the video’s meaningful temporal and motion information. In

particular, manipulating the phase-shift vectors induces meaningful changes in the

temporal dynamics of the resulting video, enabling non-trivial temporal and motion-

editing effects such as temporal interpolation, motion magnification, motion smoothing,

and video loop detection.

The content of this chapter was mainly adapted and slightly extended from the

earlier version published at the IEEE Conference on Computer Vision and Pattern

Recognition (CVPR) 2022 [107]. The use of “we”, “our”, and “ours” throughout

this chapter refer to the authors of the published paper (Long Mai and Feng Liu).

My own contributions in this work are: the idea of modelling motion in video with

the phase information in positional encoding, the design and implementation of the

motion-adjustable neural implicit video representation model, the algorithms and

implementation for video editing applications resulting from this novel representation,

including motion filtering, motion-intensity adjustment, and video loop detection.

This chapter contains video figures that are best viewed using Adobe Reader.

The video results in this chapter can also be viewed on our project website.

4.1 Introduction

Implicit neural representation (INR) has recently emerged as a powerful paradigm

for representing visual data [121, 132, 163, 164, 173]. Notably, INR has recently been

successfully adopted to represent 2D images for image processing and synthesis [5,

29, 48]. Image-based INR employs a coordinate-based multi-layer perceptron (MLP),

typically along with Fourier-based positional encoding, to map 2D pixel coordinates

to the corresponding color values. Existing works also studied video-based INR and

https://mai-t-long.com/Phase_NIVR/index.html
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considered it as a natural extension of their image-based counterpart [113, 163]. Such

an approach uses time as an additional input coordinate to the coordinate-MLP

model, effectively treating a video as a 3D volume without explicitly modeling inherent

temporal connection among video frames.

Alternatively, a video is often considered as a sequence of images evolving over

time in computer vision research [137, 170]. This work explores a video-based INR

from that perspective. We investigate if it is possible to leverage an image-based INR

to generate temporally varying video content motivated by two observations. First,

image-based INR, with the use of Fourier-based positional encoding [173], operates

as a mapping from sinusoidal patterns of different frequencies to 2D image content.

Varying the input sinusoids would necessarily cause the generated output to vary

accordingly. Therefore, in principle a time-evolving image sequence can be generated

from a single image-based INR by varying its sinusoidal functions over time. Second,

displacements of sinusoidal functions can be modeled mathematically by the shifts

in their phase angles. Time-varying sinusoids can therefore be achieved by assigning

different phase shifts at different times.

We develop an implicit neural representation for videos based on these observations.

We model the pixel generation process in a frame-wise manner with an image-based

INR, and leverage the phase information in its positional encoding to generate tempo-

rally varying video content. Our model consists of two components, a frame generation

module and a phase-shift generation module. Our frame generation module maps each

pixel coordinate c = (x, y) to the color value Mf (c) at the corresponding coordinates

in the image plane. This frame generation module is a standard image-based INR

model with a minimal yet important modification to its positional encoding (PE)

operation. Different from a standard INR, each sinusoidal function in our PE is not

static but to be shifted at each time t by a phase-shift vector ϕ(t). The mapping ϕ is



52

generated by the phase-shift generation module Mp, jointly trained end-to-end with

Mf to fit the input video. After training, Mp can provide the per-frame phase-shift

vector at each corresponding frame in the video. Those learned phase-shift vectors

can be externally manipulated before entering the frame generation stage, potentially

enabling new generated content with modified dynamics. That makes our neural

implicit video representation motion-adjustable.

With the proposed neural implicit video representation, we center our study around

two questions. First, can the model learn to fit a video? Compared to a standard

INR approach where the spatial coordinate encodings are fixed across frames, the

input coordinate encodings to our frame generation model constantly change from

frame to frame, making it more challenging to memorize the pixel value at each

location. Second, does the learned phase space have any meaningful structures? As

the image content at each time is associated with a phase-shift vector, it is interesting

to see whether manipulating the learned per-frame phase-shift sequence can result

in meaningful changes in the generated video. Our experiments on diverse video

content suggest positive answers. We found that the model can learn to interpret

the learned phase-varying positional encoding into the corresponding time-varying

video content. Interestingly, we found that the resulting phase space corresponds to

meaningful information in the video. Manipulating the generated phase-shift vectors

can enable different temporal-dynamics effects such as temporal interpolation, motion

magnitude adjustment, motion filtering, and video loop extraction from the video as

shown in Figure 4.1.

This work makes the following contributions.

• We introduce a motion-adjustable neural implicit video representation. Instead

of treating the time dimension equally as the spatial dimensions, our representa-
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Input Reconstruction Interpolation Frame t ———– Interpolated ——— Frame t+ 1

Original Motion Magnification Original Motion Smoothing

Figure 4.1: We extend a standard image-based implicit neural representation to a

motion-adjustable neural implicit video representation by incorporating temporally

varying phase-shift information into Fourier-based positional encoding. By changing

the phase-shift values at inference time, our method can not only reconstruct video

data but can also re-synthesize videos with modified motion properties. This chapter

contains video figures that are best viewed using Adobe Reader. The video results

in this chapter can also be viewed on our project website [1].

tion maps time to a driving signal to modulate the frame-generation process,

effectively adapting regular image-based INR to generate temporally varying

video content.

• We report the interesting finding that the phase information in Fourier-based

positional encoding can be flexibly leveraged to capture temporal dynamics in

a video. Our work adds to the growing literature on the use of Fourier-based

positional encoding in INR, complementing prior works that study the roles of

frequency information in Fourier-based positional embeddings.

• We experiment on a wide variety of real-world videos and demonstrate that

our neural implicit video representation can not only represent a video but can

also allow for modifying certain temporal-dynamics aspects of the video content,

https://mai-t-long.com/Phase_NIVR/index.html
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enabling a motion-adjustable neural implicit video representation and supporting

a range of video processing applications.

4.2 Related Work

Implicit Neural Representation has been shown a powerful approach to represent

visual data, such as 3D data modelling [115, 132, 164, 121, 13, 211, 184, 15, 149, 95,

220, 151, 26] and image representation [163, 173, 110, 113, 172]. Image-based INR

frameworks have been developed for numerous applications, including image compres-

sion [48], super-resolution [29], and image synthesis [5, 165]. In this paper, we focus on

exploring a motion-adjustable neural implicit video representation. Different from the

standard approach which extends image-based INR to fit a 3D video volume [163, 113],

we leverage the phase information in the Fourier-based positional encoding to learn

temporally varying video content with a regular 2D image-based INR.

Implicit Neural Representation for 3D Dynamic Scenes. Following the immense

success of Neural Radiance Fields (NeRF) [121], many methods extend NeRF to model

temporally varying 3D scenes from video data [57, 133, 138, 183, 207, 92, 56]. Existing

works along this line typically treat video frames as the projection of a dynamic 3D

scene onto the image plane. These methods explicitly model 3D scenes and per-frame

camera poses. This paper works on a more relaxed setting without any 3D scene or

camera information and focuses on adapting image-based INR model to capture the

temporally evolving content in a video.

Fourier-Feature Based Positional Encoding. Positional encoding (PE) refers to

the mechanism to represent position information by mapping low-dimensional input

coordinates to higher-dimensional vectors, typically through a collection of sinusoidal

functions. Initially made popular by Vaswani et al. through their Transformer pa-

per [190], positional encoding has also proved critical for implicit neural representation
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models [121]. Recent works have studied the importance of the frequency components

in PE to the model’s fitting quality [173, 163]. Our work adds to the growing literature

on Fourier-feature-based positional encoding in INR, demonstrating that besides the

frequency information, the phase information in Fourier-based PE can also be used to

enable video modelling.

Phase-Based Motion Modelling. Our work is inspired by the rich literature

on phase-based motion processing [192, 51, 59, 118, 116]. These works built on

the connection between motion information in a video and its phase information

extracted through frequency domain analysis [195] to enable various motion editing

applications such as motion estimation [51, 59], motion magnification [192], and frame

interpolation [118, 116]. In this work we explore the possibility of leveraging phase

information embedded in the Fourier-based positional encoding to help implicit neural

representation models learn temporal dynamics information in video data.

4.3 Method

4.3.1 Neural Implicit Image Representation

We first review image-based INR and motivate the use of phase shifts for generating

temporally varying content. Image-based INR represents an image as a continuous

function f : c → v, where c = (x, y) are 2D coordinates on the normalized image

plane, and v = (R,G,B) is the corresponding color value. The mapping function f

is parameterized by the weights of a multi-layer perceptron (MLP) Mf . In practice,

the input coordinates c are first mapped to higher-dimension vectors γ(c) through a

positional encoder module γ. Mf then maps the resulting positional encodings to the

final color value v (Figure 4.4 left).

We adopt the widely used Fourier-based positional encoding scheme [95, 121, 190]
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that forms the encoding by concatenating sinusoidal functions of c

γ(c) = [γ0(c), ...γN−1(c)] (4.1)

γi(c) = [sin(2i−i0πc), cos(2i−i0πc)] (4.2)

where N denotes the number of frequencies. γi(c) represents the encoding correspond-

ing to the i-th frequency. The sin and cos functions are defined coordinate-wise. i0

controls the lowest frequency component to use, which is typically set to 0 in most

INR models. With the positional encoding incorporated, the resulting model can be

viewed as mapping the sinusoidal patterns arranged in 2D planes to the corresponding

image content.

4.3.2 Shifting Images with Pre-Trained Image-Based INR

Our key hypothesis in this work is that the displacement of the sinusoidal functions

in positional encoding can be exploited to induce the image-based implicit neural

representation (INR) model to generate varying outputs. In fact, special cases of

image transformations such as global translation can be induced by phase-shifting

even with a pre-trained image-based INR model.

As a preliminary test to motivate the use of our phase-varying positional encoding

described later, here we train a standard image-based INR model on a static image.

Recall that the positional encoding operation is defined by Equations 4.1 and 4.2

After training the model, we shift the phase of each sinusoidal function in the

positional encoding in Equation 4.2 with a phase-shift term ϕ whose i-th component

is defined as

ϕi = [2i−i0πδx, 2
i−i0πδy] (4.3)

where δx and δy denote the desired (normalized) shifted amounts in each direction.
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Equation 4.2 becomes

γi(c) = [sin(2i−i0πc+ ϕi), cos(2
i−i0πc+ ϕi)] (4.4)

As shown in Figure 4.2, passing the modified positional embedding through the

coordinate-MLP results in spatially shifted versions of the original image. Note that

the top-bottom and left-right folding effects are generated by the model due to the

repeating nature of the sinusoidal functions. This happens when i0 is set to 0 in

Equation 4.2. We repeat the experiment with i0 = 1 and show the result in Figure 4.3.

Note that the folding behavior disappears. Instead, the model tends to synthesize

the unseen areas with content from the nearby regions. For example, the yellow color

of the flower was extended to the right in Figure 4.2 (bottom right). This ability to

avoid the folding bias motivates our use of i0 = 1 in our experiments.

However, as to be expected the model also hallucinates noisy content in those

areas since the model was not trained to interpret the part of the sinusoidal functions

corresponding to those regions. We also note that the phase-shift values defined as in

Equation 4.3 corresponds to all sinusoidal functions being shifted by the same amount

and therefore can only model global translation. A pre-trained image-based INR model

cannot interpret arbitrary per-channel phase shifts as it was only trained with the input

sinusoids having a fixed phase relation. In our Neural Implicit Video Representation

described below, we take one step further and explore training the INR model explicitly

with phase-varying positional encoding to model complex transformations in real video

data.
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Input Image Reconstruction

diagonal shift horizontal shift
(δx, δy) = (0.2,−0.2) (δx, δy) = (0.2, 0.0)

Figure 4.2: Phase-shift-induced image shifting with pre-trained image-based INR

model (i0 = 0).



59

Input Image Reconstruction

diagonal shift horizontal shift
(δx, δy) = (0.2,−0.2) (δx, δy) = (0.2, 0.0)

Figure 4.3: Phase-shift-induced image shifting with pre-trained image-based INR

model (i0 = 1).
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Figure 4.4: Motion-Adjustable Neural Implicit Video Representation. We extend

image-based implicit neural representation (left) to model a video. Our method

determines the phase-shift ϕ(t) at each time t using the phase-shift generation network

Mp. The frame generation network Mf synthesizes the video frames corresponding to

the positional embeddings with the phase shifted by ϕ(t). At inference time, ϕ(t) can

be manipulated to generate new videos with modified dynamics.

4.3.3 Neural Implicit Video Representation

The displacement of the sinusoidal functions can be achieved by shifting their phase

angles. Inspired by that fundamental mathematical relation, we jointly determine

the phase-shift values at each time and the image-based INR model that map the

phase-shifted positional encodings to the corresponding video frames as shown in

Figure 4.4 right. This leads to our Neural Implicit Video Representation. Below we

detail its two main components.

Frame Generation. The frame generation module Mf generates each 2D video

frame. As in conventional image-based INR, Mf maps each 2D coordinate c to

the corresponding pixel value using a coordinate-MLP with Fourier-based positional

encoding. To make it generate different video content at different time, we modify its
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positional encoding module to enable phase-varying positional encoding. Specifically,

we incorporate an explicit phase-shift term into each sinusoidal function. As a result,

the per-frequency positional embedding in Equation 4.2 is modified to

γϕ(t)i(c) = [sin(2i−i0πc+ ϕi(t)), cos(2
i−i0πc+ ϕi(t))] (4.5)

where ϕi(t) is a two-dimensional vector representing the i-th component of the phase

shift at time t. With this minimal change, Mf can generate different values for the

same (x, y) coordinate at different time, adapting an image-generation model for video

generation.

Phase-Shift Generation. We parameterize the mapping from time t to phase

shift ϕ(t) with a neural network Mp. As the mapping has a continuous nature, we

implement Mp as a 1-D implicit neural representation. Specifically, the input t is

first mapped to a positional embedding γ(t) using the regular positional encoding

procedure following the one-dimensional instantiation of Equation 4.1. The resulting

positional embedding is then processed by an MLP to generate the output phase-shift

vector ϕ(t).

Model Training. At each training iteration, we randomly sample one video frame

Vi along with its frame index i, which is normalized to [−1, 1] and passed through our

model to generate the frame V̂i. The model is trained with the reconstruction-based

loss function

L(V̂i, Vi) = ||V̂i − Vi||1 + λ||Φ(V̂i)− Φ(Vi)||2 (4.6)

where Φ(.) denotes the feature maps extracted from the pre-trained VGG-19 network

[162]. The loss function is composed of two loss terms: the conventional L1 loss and

the perceptual loss to encourage preserving better image details. λ = 0.2 is a weighing

factor.

During training, we found it beneficial to update Mf and Mp in an asymmetric
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manner. In particular, we update the parameters of both networks only on half the

number of frames evenly sampled across the video. For the remaining frames, we

only update the parameters of the phase-shift generation network Mp while freezing

the parameters of Mf during back-propagation. In that way, Mf is prevented from

overfitting to all the frames while still able to guide the update of Mp such that the

predicted phase-shifts that can be correctly interpreted to generate the hold-out frames.

We found such asymmetric training procedure critical for learning well-structured

phase space.

4.4 Experiments

4.4.1 Implementation Details

We implement both Mf and Mp as MLPs with 3 hidden layers and 1024 neurons

per hidden layer. Following [163], we use the sine activation function in all hidden

layers. For Mf , the output layer has three neurons, corresponding to the RGB color

values. Each neuron has a tanh activation function to constrain the output value

to [−1, 1]. For Mp, the number of output neurons is equal to twice the number of

frequency channels in the positional encoding module of Mf . The number of frequency

channels N in positional encoding is determined by the number of samples L along

each dimension of the input video as N = [log2(L) + i0] as done in [163]. L is taken

to be the length of the video for the temporal dimension and the smaller side of the

frame for the spatial dimension. We use i0 = 1 in Eq. 4.5 and 4.2 for all experiments.

We trained our model using the ADAM optimization algorithm [84] with learning rate

0.0001 for 6,000 passes over an input video. It takes about 18 hours to train on a

video of 120 frames with resolution 256× 452 on one NVIDIA 2080Ti GPU.
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Method PSNR SSIM

Direct-VINR 31.98 0.897

Phase-NIVR 32.05 0.905

Table 4.1: Video fitting performance.

4.4.2 Learning to Fit Video Data

We examine whether incorporating the phase-varying positional encoding and

the generated phase shifts hurts the ability of the model to fit the video data well.

Compared to standard INR formulation, it is more challenging for our model to fit

the coordinate-to-color mapping as the positional embeddings of the input spatial

coordinates constantly change across frames. We test our neural implicit video

representation (Phase-NIVR) on 25 videos from the WAIC-TSR dataset [135] that

covers different content and motion types. For each video, we use the first 120 frames

and resize them so that the small side is 128-pixel.

For comparison, we also train a direct extension of INR to video, named Direct-

VINR, that incorporates t as an additional input coordinate. We use the same

architecture and loss function as in our model to experiment with Direct-VINR.

We train both models on each video in the dataset and compute the PNSR/SIIM

reconstruction scores from their reconstructed videos. We report the video fitting

qualities in terms of two quality metrics PSNR and SSIM in Table 4.1. The results

indicate that our method performs comparably with Direct-VINR. This suggests that

incorporating phase-varying positional encoding, while making the learning problem

more challenging for the mapping network, does not prevent the model from fitting

the videos.
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Figure 4.5 shows 30-frame segments of some example reconstructed videos. Consis-

tent with the numerical scores, we observe the reconstructed videos from two methods

often have comparable visual quality (Figure 4.5 rows 1-3). In some cases, we observe

that Direct-VINR tends to struggle in reconstructing object motions over relatively

static and uniform background such as in the last example in Figure 4.5 when the

man’s legs pass through the uniform sky region. That could possibly be due to the

model overfitting to the same background color that repeatedly appears at the same

spatial location in most of the frames. We found that by explicitly removing such

fix-position bias, our method tends to be more robust in such scenarios.
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Input Direct-VINR Phase-NIVR (Ours)

Figure 4.5: Video reconstruction examples. Our method can fit video content with

comparable visual quality as Direct-VINR (rows 1-4) while tending to be robust in

capturing object motion over uniform background such as the man’s legs over the

uniform sky regions (row 5).
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4.4.3 Phase-based Motion Manipulation

The previous experiment shows the ability of our model to map per-frame phase

information into the frame content. However, it is not clear whether the learned phase

captures meaningful temporal dynamics structure or simply serves as an index for the

model to memorize the frame content. In this section, we inspect how manipulating

the generated phase-shift sequence ϕ(t) influence the change in the output frames.

4.4.3.1 Temporal Interpolation

We examine if interpolating two phase-shift vectors corresponds to a meaningful

interpolation in the video domain. We sample five videos in the WAIC-TSR dataset

that cover different scene types and have good reconstruction quality (PSNR ≥ 28.5)

from the previous experiment. We re-train our model on 120 frames from each video

sampled at half the original frame rate. For this test, we train the model on video

frames resized to 256× 452 so that more details can be observed. After training, we

use Mp to generate the phase shift vectors at each time t and perform interpolation

between each pair of consecutive phase-shift vectors to obtain the interpolated phase-

shift sequence. We use spherical linear interpolation to account for the circular nature

of phases [156]. The resulting phase-shift sequence is used in the frame generation

module Mf to generate the final frames.

Figure 4.6 shows the interpolated video results. The videos were set to be played

back at two frames per second in the figure for easier inspection. First, it can be

observed that the interpolated frames have comparable visual quality as the original

frames. This indicates that the model can indeed interpret the positional embedding

from the interpolated phase-shift vectors into plausible video content rather than

treating them as out-of-distribution samples. Second, the appearance of the frames
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Interpolated Videos

Interpolated Video Interpolated frame Frame averaging Ground-truth frame

Figure 4.6: Temporal interpolation examples. The frame generation model can

synthesize plausible interpolated frames with interpolated phase-shift vectors during

inference time. The interpolation results often show plausible motion transition rather

than copying nearby frames or taking frame-wise average (2nd row).

continuously changes, indicating that the model can associate the change in the

phase-shift vectors to the change in the video domain rather than simply copying the

content from the nearest frames. Finally, we inspect whether the interpolated frames

are the results of the pixel-space average of the corresponding neighboring frames. We

found that in general the interpolated frames are different from the frame-wise average

results (Notice the ghosting around the ice cube in the averaging result in Figure 4.6

(bottom row)). We observe that when the motion is sufficiently small, the interpolated

video does capture the interpolated motion. However, with a larger inter-frame motion,

the model may not identify the corresponding large-moving regions across frames as

part of a single motion. In those cases, interpolation tends to reduce to a blending

operation, resulting in occasional ghosting artifacts as can be observed in the “running

men” sequence (the third examples in Figure 4.6’s top row).
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4.4.3.2 Motion Filtering

The previous interpolation test suggests that the learned phase-shift vectors can be

associated with the temporal states of the video content. We furthermore perform a

simple experiment to test whether low-pass filtering the learned phase-shift sequence

can smooth motion in the video. For this test, we collect videos that have some

jiterring object motion on top of a longer-range motion trajectory such as a tunning

fork vibrating while moving (Figure 4.1 (bottom-right)). After training our model on

each video, we treat the generated phase-shift sequence as a multi-dimensional time

series and apply a median filter with a temporal window-size of 7 to it. The filtered

phase-shift sequence is used with the frame generation model Mf to synthesize the

new video.

Figure 4.1 (bottom-right) and Figure 4.7 show two motion filtering results. More

examples can be found in our supplementary video. We observe that filtering the

learned phase-shift sequence leads to the resulting videos with reduced high-frequency

jittering while the larger-scale motion is preserved. Note the overall up-down motion

of the tuning fork in Figure 4.1 (bottom-right) is retained while its vibration is largely

removed. Also, the base concrete platform in Figure 4.7 is stabilized while its overall

motion direction is preserved.

4.4.3.3 Motion Magnitude Adjustment

Inspired by phase-based motion processing works [192, 195], we are curious if manip-

ulating the phase-shift vectors in our framework can alter the motion magnitude in

videos. Specifically, we test whether adjusting the magnitude of the difference between

neighboring phase-shifts can result in motion magnitude change.

We test our method on different videos with object fluctuating in space. For phase-
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Input Reconstruction Motion Smoothing

Figure 4.7: Motion filtering. Low-pass filtering the phase-shift sequence ϕ(t) at

inference time can make the frame generation model to generate a new video with

smoother object motion. 1st example: The concrete base becomes more stable while

its larger-scale motion is preserved. 2nd example: The vibrating motion of the car-

washing tool in the original video was significantly smoothened in the re-synthesized

version. 3rd example: the hand-grip exhibit strong jiterring motion in the original

video but remained relatively static after motion smoothing.

shift adjustment, we first scale the difference between each consecutive phase-shift

vectors ˆ∆ϕ(t) = α(ϕ(t+1)−ϕ(t)). We then fix the phase-shift vector at the first frame

and re-compute the phase-shift sequence with the modified pair-wise difference ˆ∆ϕ(t).

The new videos are synthesized from the modified phase-shift sequence. Figure 4.8

and Figure 4.1 (bottom left) show two example videos with different scaling factor

α values. When α is smaller than one, the resulting video shows reduced motion
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Original (α = 1.0) α = 0.5 α = 1.5

Figure 4.8: Motion magnitude adjustment. Scaling the phase-shift sequence ϕ(t) at

inference time can alter the motion magnitude in the synthesized video. Varying the

scaling factor allows for both motion minification and motion magnification.

magnitude, leading to the motion minification effect. The magnification effect was

obtained with α > 1. Note that only the motion magnitude was modified while the

overall motion structure, including the direction of motion and different motion stages

were preserved.

4.4.3.4 Video Loop Detection

Hypothesizing that the phase-shift vectors encode the states of dynamics, we investigate

if we can detect loops in videos with repeated motion by analysing the phase-shift
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sequence.

We adopt a simple approach to detect loops in a video from the learned phase-shift

sequence. Let {ϕ(k)}k=0..N represent the learned phase vectors from the video with N

frames. We identify the looping point by determining the pair of frame indices î and

ĵ that minimize the cost function

min
i,j|j≥i+τ

∥ϕ(i)− ϕ(j)∥+ β∥∆ϕ(i)−∆ϕ(j)∥ (4.7)

where ∥.∥ denotes the L1 distance, ∆ϕ(i) = ϕ(i) − ϕ(i − 1) represents the phase-

difference vector, and β is a weighing factor to balance between phase matching and

motion matching terms. τ determines the desired minimum length for the extracted

loop. The idea is to determine the pair of as-similar-as-possible phase shifts that also

have similar phase transition. After solving for î and ĵ, the sub-sequence {ϕ(k)}k=î..ĵ

forms the candidate loop. The new video synthesized with this sequence would ideally

transition from the ĵ-th frame back to the î-th frame which has similar dynamics

state, forming the illusion of looping.

In practice, we observe that perfect matching is only possible for simple mechanical

motion where objects perfectly repeat themselves. For more organic motion such as

human action, slight variations in object poses can cause a perceivable jump at the

looping point. To address that problem, we further modify the phase-shift sequence

with a simple phase blending process. We modify the first l phase-shifts by blending

them with ϕ(ĵ) using spherical linear interpolation with the blending weight α(n) of

the n-th vector defined as α(n) = n
l
.

Figure 4.9 shows example loop extraction results from two potentially looping

videos. Please check our supplementary video for more examples. In general, the loop

points can be successfully detected by phase matching. This indicates that the similar

phase-shift vectors reflect similar scene states reappearing at different times. We note
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that phase blending helps improve the perceived looping noticeably. The wind-chime

example (Figure 4.9 (bottom)) is particularly challenging to handle as the original

video contains small camera motion. For that reason, no perfect loop point exists that

can match both the background and the object motion, resulting in the noticeable

temporal seam in the looping result. Surprisingly, with phase blending it is possible to

achieve a seamless looping video. This indicates that manipulating in the phase-shift

space can lead to plausible modification in the video domain.
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Original Looping w/o Phase Blending

Figure 4.9: Video loop detection. Potential repeat point in a video can be detected by

simple phase-matching strategy in the learned phase-shift sequence ϕ(t). Applying

phase blending improves the looping results especially for challenging scenarios, such

as when both the wind chime and the background move due to subtle camera motion

(3rd row).

4.5 Discussion

Our method demonstrates that the phase information in the positional encoding

can be used to encode temporal dynamics information in videos. That begs the

question: what does the learned phase-space look like? In this section, I visualize
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the learned phase-space to draw more insights into the relation between the phase

information and the dynamics of the input video content. I will also discuss the role

of the phase-generation module via experimenting with an alternative technique for

phase prediction that follows a direct optimization approach.

4.5.1 Inspecting the Learned Phase Space

Our experiments suggest that the learned phase-shifts ϕ(t) can be associated with

meaningful transition in videos. We visualize ϕ(t) as a function over time. Figure 4.10

shows such a visualization for our model trained on a video with structured and

symmetric nature while containing some complex motion. We show the phase-shift

visualization for 5 out of 14 phase-shift series (corresponding to 14 Mf ’s frequency

channels).

Inspecting the visualized phase shifts, we can see that the phase-shift series evolve

smoothly over time rather than forming a sequence of uncorrelated states. More

interestingly, we found that the phase-shift series are well structured. The phase-shift

plots contain highly symmetric patterns, reflecting the symmetric nature of the input

video. We observe similar structured phase-shift patterns consistently in most videos

that we experimented with. The transition in the phase-shift series often corresponds

in meaningful ways to the transition in the visual domain.

Occasionally, we also observe a localized-control capability. For this example, we

found that the fifth phase-shift series (the red curve in Figure 4.10) correlates with the

movement of the hair-lock region. Keeping the fifth phase-shift evolving over the whole

temporal range while freezing the phase-shift values of all other frequency channels at

certain keyframes results in the re-synthesized scenes frozen at the selected keyframes

while keeping the hair lock moving in similar ways (Figure 4.10 (bottom)). This

localized-control behavior is interesting as it suggests the simple MLP networks can
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Reconstructed Video Freq 5 only Freq 5 only
(keyframe at t = 0) (keyframe at t = 40)

Figure 4.10: We visualize five channels of the learned phase-shift values ϕ(t) as a

function of time (top). The structure of the phase-shift series reflects the symmetric

nature of the video (bottom-left). In addition, the fifth phase-shift series (the red

curve) correlates with the hair-lock movement even when other channels are frozen to

one keyframe.

potentially learn non-trivial spatial-temporal relations from raw visual data without

explicit motion, correspondence, or semantic supervision. However, we would like to

note that our current model does not exhibit this localized-control ability on all videos.

In general cases, one phase-shift series often correlates with more global motion, and

the motion of one visual element is often influenced by multiple phase-shift channels.

Explicitly encouraging such localized-control capability by incorporating a specialized
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training strategy would be an interesting direction for future exploration.

4.5.2 Phase-Shift Learning with Direct Optimization

Our method parameterizes the mapping from t to ϕ(t) with a 1D coordinate-based

mutilayer perceptron. This unifies the whole system under the neural implicit function

paradigm. An alternative approach to realize the phase-shift generation module would

be to optimize a sequence of per-frame phase-shift vectors. However, we found such

direct optimization approach difficult to obtain well-structured phase space for two

reasons. First, the phase shift value ϕ(t) is a function of the continuous time signal

t, optimizing the per-frame phase shifts as a discrete sequence make it difficult to

capture such nature of continuity. Second, phase naturally has circular nature. That

makes the phase space highly non-Euclidean and challenging to optimize directly.

The top row of figure Figure 4.11 shows the video results synthesized by the model

trained while replacing our INR-based phase-shift generation module with the one that

uses direct optimization. For reference, we show the results generated by our method

in the bottom row of Figure 4.11. In the figure, we show the video reconstruction

results and the temporal interpolation results that is generated by re-synthesizing

the video using the interpolated phase-shift sequence. The interpolated phase-shift

sequence is obtained by interpolating each pair of consecutive original phase-shift

vectors as done in our temporal-interpolation experiment in Section 4.4.3.1.

We optimize the per-frame phase-shift vectors jointly with the frame-generation

module training, using the ADAM optimization algorithm [84]. We also experimented

with other optimization algorithms such as SGD and LBFGS and observe similar

results. From Figure 4.11, we observe that while the direct optimization approach can

fit the video data reasonably well the resulting phase-shift space lacks the structure

that reflects the inherent continuity in the video’s temporal information. That leads
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Input Video Reconstructed Video Interpolated Video
Video results with direct phase-shift optimization.

Input Video Reconstructed Video Interpolated Video
Video results with INR-based phase-shift generation module (ours).

Figure 4.11: Direct optimization for per-frame phase-shift sequence is challenging.

Without stronger structural regularization, it is difficult for the optimized phase-shift

sequence to reflect the inherent continuity in video data. The resulting model cannot

generate plausible results from the interpolated phase-shift vectors (top row). Our

method uses an implicit neural representation model to parameterize the mapping

from the continuous input t to ϕ(t). This partly serves as an implicit continuity-aware

regularization.

to implausible results when re-synthesizing the video with interpolated phase-shift

sequence. The model seems to use the phase-shift vector simply to index and memorize

the mapping from the resulting shifted sinusoidal patterns to the RGB content at

each individual frame, without capturing the relation across frames. More advanced

optimization algorithms and explicit regularization would be needed to encourage

modelling temporal relation between neighboring phase-shift vectors. We conjecture

that our method, by parameterizing the phase-shift optimization process as neural

network training, imposes an implicit continuity-aware regularization since the model

is trained to map the continuous signal t to the continuous output ϕ(t). We note that
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other ways of neural network based parameterization exists, for example by using more

sophisticated sequential models such as recurrent neural networks (RNNs) [72, 32] or

transformer architectures [190]. Exploring those models in the context of our problem

would be an interesting direction for future work.

4.5.3 Limitation and Future Work

Our study demonstrates the surprising effectiveness of using phase-varying posi-

tional encoding in image-based INR to capturing temporal dynamics. However, our

method has several limitations.

First, while our model can fit a video, the reconstruction quality is not perfect.

Our reconstructed videos are often slightly more blurry and sometime noisy compared

to input videos, as can be seen from the video results. We built our model upon the

most standard Fourier-based positional encoding scheme which uses a pre-defined set

of frequency components without per-example tuning. Incorporating more advanced

frequency selection principles [163, 173] or employing local implicit function models [29,

110, 113] are promising directions to improve the visual quality.

Second, as our framework requires example-specific training, it takes many hours

to process one video. Extending our method to multiple-video settings with hyper-

networks models [164] or meta-learning [172] can be fruitful directions to explore in

future work.

Finally, while our motion-adjustable neural implicit video representation shows

promising results for various motion editing tasks, we believe that incorporating

application-dependent domain knowledge for those tasks will improve our method to

generate better results.

Another interesting direction for future research is to extend the proposed method

to make it a generative model. While capable of synthesizing video content with
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modification in temporal dynamics content, the current model is not a full-fledged

generative model. While we can slightly manipulate the temporal dynamics information

by adjusting the learned phase space in certain ways, we cannot freely sample arbitrary

phase values to generate arbitrary variations from the original videos as demonstrated

in [66]. Exploring our model with GAN-based training objectives could be a promising

direction to pursue.
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5 Conclusion

Deep neural networks have transformed every aspects of computer graphics and

vision research. For visual content synthesis, imagery with impressive levels of realism

can now achieved with deep generative models [82, 139, 147]. Synthesizing video

content, arguably due to the the lack of effective motion-aware inductive biases, has

been shown much more challenging for deep neural network to master.

Before the deep learning era, computer graphics and vision research already

established a vast literature on video synthesis. Traditional graphics- and vision-based

methods exploited the rich source of domain knowledge and insights reflecting the

researchers’ understanding on the nature of visual data. However, in those more

traditional methods, such insights were often incorporated as heuristics. That often

limits their robustness and flexibility, leading to fragile systems. The key motivation

of my research in this dissertation is that such insights are can still be highly relevant

in this era of modern deep learning approaches. In particular, they can be used as

effective inductive biases for deep learning models.

Toward this idea of using domain knowledge as inductive bias for video synthesis,

I started my exploration with the problem of video frame interpolation. The existing

literature in this domain from traditional graphics and vision research allowed me

to stand on the giants’ shoulders. In particular, I was inspired by the key insight

that video frame interpolation can be modelled as fundamentally composing of two

processes: motion estimation and pixel synthesis. Leveraging that insight as an
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inductive bias, I proposed the adaptive convolution formulation for CNN-based video

frame interpolation. This formulation effectively combines both processes into a unified

convolution process. Thanks to the inductive bias that explicitly encourages motion

estimation and sampling-based synthesis, the proposed method was able to synthesize

results with much higher quality compared to previous deep learning based techniques

for video synthesis which follow the direct prediction approach. Compared to the

conventional techniques, the proposed method enables end-to-end learning from data.

Therefore, the model can make use of the incorporated domain knowledge in a flexible

and data-adaptable manner rather than relying on heuristics or rigid hand-engineered

components. This makes the proposed method more robust against the challenging

scenarios where heuristics-based approaches often have difficulties handling such as

blurriness, occlusion, and the scenarios where motion cannot be faithfully represented

by optical flow (e.g., lighting changes or transparent movement) [117].

More recently, I explored applying this line of research to enable video manipulation

with the implicit neural representation (INR). Simply extending the standard image-

based INR model to video by considering time as an additional input dimension, while

suitable for video fitting, does not enable intuitive temporal dynamics manipulation.

By viewing contemporary INR models as learned (non-linear) inverse Fourier transform

processes, I can take inspiration from the important insight about the relation between

the phase information in the frequency domain and the motion information in the

image domain. This important insight was developed and applied for a long time

in many computer vision works [54, 117, 136, 194]. However, it has been relatively

under-explored in the age of deep learning based approaches. My research described

in Chapter 4 showed that incorporating such phase-based manipulation insight as

a simple modification into the standard image-based INR model makes it possible

to not only represent the video data well but also manipulate the video to achieve



82

different temporal dynamics effects.

Since the publication of our first paper on video frame interpolation in 2017,

the idea of incorporating explicit motion modelling into deep learning based video

synthesis systems has been greatly adopted. Motion estimation modules have become

integral components in not only video frame interpolation models [9, 10, 126] but also

other video processing models such as video super-resolution [108, 197], video-to-video

translation [198], and video generation [144, 158]. Most of these works, however, often

consider motion estimation simply as a computational trick and heuristic constraints.

For that reason, they tend to be limited to using only optical flow as motion models.

In this dissertation, I hope to push forward the view of leveraging the motion

modelling insights from traditional methods as useful inductive biases for deep model

learning. That view was what inspired us to incorporate not only the motion estimation

module into video frame interpolation, but also combine it with the pixel synthesis

process into the overall adaptive convolution formulation for frame synthesis. It was

also from that view that connect the idea of phase-based motion modelling from older

computer vision literature with the modern implicit neural representation to adapt it

to video synthesis and manipulation tasks.

Future Work

Toward Systematic Approaches to Discovering Knowledge-Based Inductive

Biases for Motion Modelling

I hope our works have demonstrated the value of this research direction of leveraging

existing domain knowledge as inductive learning biases. Nevertheless, my work in this

dissertation have only investigated this research direction in a rather ad-hoc manner.

The incorporated insights were determined by carefully reviewing the large existing

literature, and the incorporation of those insights as inductive biases in model design
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was done on a per-problem basis.

More fundamental methods to discover and incorporate such motion modelling

insights in more systematic ways will be an interesting direction for future research.

Meta-learning techniques that can analyze the results from existing conventional

method and automatically discover motion-related inductive biases from them to train

problem-specific models can be a fruitful direction to explore toward this goal.

From Video Editing to Video Generation: Dynamical Systems Modelling

as Inductive Bias

My research described in this dissertation only focused on the video synthesis settings

that synthesize video content from a provided source content. This is a the most

common setting in modern video editing workflows. However, the future of content

creation will likely also have creators generating content from scratch. In such an

un-conditional, or weakly-conditional synthesis setting, full visual content will be

generated from a completely random noise or simplified input signal from different

modality such as text or audio.

Impressive results for image generation have recently been demonstrated [82]

Compared to the image generation part, the video generation results still pretty much

lack behind. State of the art methods can only generate very short videos, with

low-resolution, and often with severe distortions.

On the challenge that hampers the current generative models to properly model

video data, one key hypothesis I plan to investigate is that those existing models often

lack the inductive bias that encourage temporal continuity and structural variation

at multiple scales. Our visual world is not a set of disorganized, randomly sampled

data. It has very rich structures with content organized along many different scales.

For example, at the smaller time scale, we have content corresponding to consecutive
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frames in a video. At larger time scale, perhaps it can arrange different videos of

the same subject while gradually varying the background scenes. And at an even

larger time scale, the changes from one video to the next can be more profound but

may still exhibit some continuation, such as transitioning from one type of animal to

another animal, then to the animal in a different environment, and then from one type

of environment to another. In the current frameworks, such structural relation has

not been encouraged. The model simply map stochastic noise, to equally stochastic

sampled data.

One idea I want to explore to address this challenge is to leverage dynamical-

systems modelling to encourage structural inductive bias in model learning. There

are many appealing properties of dynamical system modelling that can benefit the

modelling of video data, such as the built-in notion of temporal continuity and multi-

scale structured variation. Dynamical systems are well-known for their ability to

generate very rich dynamical patterns, and with good design, they can achieve that in

a controllable manner.

What I plan to explore as a first step is to replace the stochastic noise input with

the patterns generated from a simple dynamical system. I plan to start with the

simplest system possible: a set of independent harmonic oscillators with different

frequencies. Interestingly, this would lead to the same formulation as the popular

positional encoding that has been popular in neural implicit representations and

transformer architectures. As the system of oscillators naturally evolve over time, it

would be interesting to investigate whether the models trained this way can be induced

to capture the notion of temporal continuity. It is also interesting to investigate the

possibility of using multiple temporal scales in the input signals to induce the multiple

scales of variation in output content.
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