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Abstract 

The field of quantum computing has emerged as a powerful tool for solving and 

optimizing combinatorial optimization problems. To solve many real-world problems 

with many variables and possible solutions for constraint satisfaction and optimization 

problems, the required number of qubits of scalable hardware for quantum computing is 

the bottleneck in the current generation of quantum computers. In this dissertation, we 

will demonstrate advanced, scalable building blocks for the quantum search algorithms 

that have been implemented in Grover’s search algorithm and the quantum walk 

algorithm. The scalable building blocks are used to reduce the required number of qubits 

in the design. The proposed architecture effectively scales and optimizes the number of 

qubits needed to solve large problems with a limited number of qubits. Thus, scaling and 

optimizing the number of qubits that can be accommodated in quantum algorithm design 

directly reflect on performance. Also, accuracy is a key performance metric related to 

how accurately one can measure quantum states. 

The search space of quantum search algorithms is traditionally created by using the 

Hadamard operator to create superposition. However, creating superpositions for 

problems that do not need all superposition states decreases the accuracy of the measured 

states. We present an efficient quantum circuit design that the user has control over to 

create the subspace superposition states for the search space as needed. Using only the 

subspace states as superposition states of the search space will increase the rate of correct 

solutions. 
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In this dissertation, we will present the implementation of practical problems for 

Grover’s search algorithm and quantum walk algorithm in logic design, logic puzzles, 

and machine learning problems such as SAT, MAX-SAT, XOR-SAT, and like SAT 

problems in EDA, and mining frequent patterns for association rule mining. 
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1 INTRODUCTION 

We live in a digitalized era where computer power for complex problems in science and 

engineering revealed the limitations of classical computers, even supercomputers. For 

instance, combinatorial optimization problems are computationally expensive in classical 

computers. Combinatorial optimization problems are widely studied in fundamental 

academic research and in solving real-life problems. The combinatorial optimization 

problems involve finding an arrangement of items, permutations, and combinations that 

optimize a desired goal from many possible solutions. In the case of an exhaustive search, 

it is necessary to iterate through all arrangements to identify the optimal solution 

depending on the desired goal in classical computers. As the number of items increases, 

the more possible solutions increase exponentially, and the more difficult it is to find the 

optimal solution. The quantum computer leverages quantum mechanical properties to 

solve certain problems faster than classical computers. 

Over the past decade, the field of quantum computing has emerged as a powerful 

approach to solving constraint stratification and optimization problems. Quantum 

computing can solve some NP-hard problems in time with a significant speedup over 

classical computers due to superposition, entanglement, and quantum parallelism. Some 

of these NP-hard problems are in combinatorial optimization problems which can apply 

quantum search algorithms, such as Grover’s search algorithm and quantum walk 

algorithm. Combinatorial optimization problems typically contain many items, and the 

goal is to find the optimal solutions depending on the desired goal. Those items and their 

computations are represented as qubits in quantum algorithms. The challenge in quantum 
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computing is how to utilize these qubits, which require an efficient quantum algorithm 

design.  

The race into a new era of quantum computers began as more applications were 

developed. Thus, a quantum performance benchmark is needed to evaluate the 

performance of quantum computers. According to IBM [1], the performance of the 

quantum computers is measured based on three metrics: scale, quality, and speed. Scale is 

the number of qubits in the design. Quality is related to the depth of the quantum circuits, 

which depends on the technology that implements the quantum circuits. Speed is related 

to the cost of the quantum circuit, which is measured by the number of primitive circuits 

in the design. In addition to these three metrics, accuracy is added to the performance 

metric [2]. Accuracy is related to how accurately one can measure the quantum states.  

1.1 Objective of the Research  

To solve many real-world problems with many variables and many possible solutions, the 

required number of qubits of scalable hardware for quantum computing is the bottleneck 

in current generation of quantum computers. In this dissertation, we will demonstrate 

advanced scalable building blocks for the quantum search algorithms that have been 

implemented in Grover’s search algorithm and quantum walk algorithm. The scalable 

building blocks are used to reduce the required number of qubits in the design. Scaling 

the required number of qubits in design is critical in the current generation of quantum 

computers because the number of qubits determines the degree of computational 

complexity. The more qubits a quantum processor holds, the more complex and valuable 

the quantum circuits can be designed [3]. Thus, to scale and optimize the number of 
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qubits that can accommodate in quantum algorithm design is directly reflected on the 

performance. Increasing qubit count can be used as a resource to improve quality and 

speed [1].  

In quantum search algorithms, qubits are used to represent the parameters of a given 

problem and also to represent the computation of the problem. Computation qubits are 

known as ancilla qubits. The challenge in the quantum search algorithms is how to design 

the computation qubits so that the number of qubits in design is small, so large problems 

do not consume more qubits. My proposed architectures effectively scale and optimize 

the number of variable qubits and computational qubits needed to solve large problems 

with a limited total number of qubits. 

The search space of quantum search algorithms is created by using the Hadamard 

operator to create superposition states. However, creating superposition states for 

problems that do not need all superposition states decreases the accuracy of the measured 

states. There are many problem representations, such as symmetric Boolean functions, 

frequent pattern, and element distinctness, that search space for them is a subspace of the 

superposition space from the Hadamard operator. I propose an efficient quantum circuit 

design that the user has control to create the subspace superposition states for the search 

space as needed. Using only the subspace states as a superposition of search space for 

quantum search algorithm will increase the rate of the correct solutions.   
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1.2 Dissertation Outline 

The rest of this dissertation discusses quantum search algorithms for constraint 

satisfaction and optimization problems using Grover's search and Quantum Walk 

algorithms with advanced oracle design. The dissertation is organized as follows.  

Chapter 2 is an introduction to quantum computing that covers the basics of linear 

algebra for quantum computing, quantum gates, an overview of the history of quantum 

algorithms, quantum hardware technologies, and software.  

Chapter 3 is dedicated to a detailed description of Grover's search algorithm in 

different formats, such as matrix representation, geometric representation, and algebraic 

representation. Also, we discuss types of oracles and their implementations with 

examples that are explained step by step. Finally, we discuss applications of Grover's 

search algorithm.  

Chapter 4 discusses a quantum algorithm for variant satisfiability and maximum 

satisfiability. This chapter presents our innovative advanced quantum oracle designs for 

SAT and MAX-SAT problems. Also, we present variants of SAT oracle formats such as 

circuits based on SOP, POS, ESOP, and XOR logic types. We provided a full 

implementation of our oracle design for MAX-SAT problems in the QISKIT simulator.  

Chapter 5 presents a quantum algorithm for mining frequent patterns for association 

rule mining. In this chapter, we design a new version of Grover's algorithm using 

different blocks, such as the Dicke states, to create the superposition states, quantum 

counter, and quantum comparator blocks that are for frequent use in my methodology.  
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Chapter 6 first studies the quantum random walk algorithm, and then we present 

mining frequent patterns for association rule mining as a practical application to the 

quantum walk using our methodology of designing the shift operator design. Quantum 

complexity theory and the connection between quantum and classical complexity are 

covered in Chapter 7.  

Chapter 8 presents methodologies for various problems using our advanced quantum 

circuit design. These problems include constraint satisfaction and optimization problems, 

such as covering problems with practical applications and logic puzzles. We also present 

a quantum oracle circuit design for arithmetic for constraint satisfaction and optimization 

problems. Finally, the conclusions of the dissertation, my achievements, my publications, 

and future work are presented in Chapter 9. 
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2 INTRODUCTION OF QUANTUM COMPUTING  

Classical computing is based on classical bits, in which data are presented as binary 0 and 

1 states. Classical computing operates based on digital logical gates such as NOT, AND, 

OR, and XOR gates. The data are processed sequentially, and the output is deterministic. 

Classical computing power increases as the number of transistors increases. Moore’s Law 

[4] predicts that the number of transistors on a chip will approximately double every two 

years. Based on scaling the transistor density, high performance, and more energy 

efficiency are also achieved [5]. Information technology overall and especially artificial 

intelligence are continuing to drive rapid technology innovation, such that classical 

computing, including supercomputers, has limitations to handle the immense 

computational task required for complex problems and the workloads of artificial 

intelligence. A new era in information technology will begin as Moore's Law gradually 

ends [6, 7]. The two main emerging technologies beyond classical computing are 

quantum computing and brain-inspired computing [6]. 

Quantum computing is a promising technology that pushes boundaries to solve 

complex computational problems much faster than in the case of classical computing. 

Quantum computing is based on quantum mechanical principles to manipulate data. The 

data are represented as a quantum bit, "qubit" in which 0, 1, and all superposition states 

with both 0 and 1 can exist simultaneously. The operation of quantum computing is 

performed using quantum gates, and data are processed in parallel, which lets quantum 

computing solve problems faster than in classical computing. Quantum computing has 

certain distinctive properties, such as superposition and entanglement. Superposition 
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refers to the ability of qubit to exist in multiple states 0 and 1 at once. The superposition 

principle allows quantum parallelism such that the quantum computer is able to process a 

vast number of operations in parallel. Entanglement is a state when two or more qubits 

are entangled, so an action performed on one of them can immediately affect the other, 

no matter how far apart they are. When one qubit of entangled pair is measured then the 

other qubit of the pair is revealed. To understand quantum computing, we need to address 

some essential mathematics for quantum computing. 

2.1 Introduction of linear algebra for quantum computing  

We first introduce some preliminary and basic concepts about quantum computing such 

as linear algebra for quantum computing [47] to understand better the operations on 

quantum gates. Also, we explain the main quantum gates and their operations [48]. The 

quantum state is represented as a vector and quantum gate is represented as matrix. The 

vector in quantum mechanics is represented by Dirac notation or bra-ket notation. If 𝑎 is 

a column vector, then this is called a ket vector, which is denoted by |𝑎⟩ . If 𝑎 is a row 

vector, then this is called a bra vector, which is denoted by ⟨𝑎| and equals the conjugate 

transpose of |𝑎⟩. 

|𝑎⟩ = [

𝑎0
. .
𝑎𝑛
] , ⟨𝑎| = [𝑎0

†, … , 𝑎𝑛
†] 

Quantum logic system consists of two basis states that are labeled as |0⟩ and |1⟩. 

These two basis states are identified by column vector:  

|0⟩ = [
1
0
] , |1⟩ = [

0
1
] 
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Based on the basis states, we can write an arbitrary state: 

|𝜑⟩ = 𝛼|0⟩ + 𝛽|1⟩ 

Where 𝛼 and 𝛽 are complex coefficients. If we measured |0⟩ in |𝜑⟩ then we got a 

probability |𝛼|2, and |1⟩ with probability |𝛽|2 that satisfy |𝛼|2 + |𝛽|2 = 1. The quantum 

measurement of the qubit provides the classical information of the qubits based on the 

observed qubits in the arbitrary state.  

2.1.1 Inner Product (dot product) 

The inner product is a generalization of the dot product which returns a scalar. The inner 

product of two vectors ⟨𝑎| a bra (row vector) and |𝑏⟩ a ket (column vector) is denoted as 

⟨𝑎|𝑏⟩ where ⟨𝑎| = [𝑎0
†, 𝑎1

†, … , 𝑎𝑛
†] and |𝑏⟩ = [

𝑏0
. .
𝑏𝑛

]. The inner product is:  

⟨𝑎|𝑏⟩ = 𝑎0
†𝑏0 + 𝑎1

†𝑏1 +⋯+ 𝑎𝑛
†𝑏𝑛 

The inner product of two orthogonal vectors is always zero. For example, if we have 

the orthogonal vectors |0⟩ and |1⟩, then the inner product is:   

⟨1|0⟩ = [0,1] [
1
0
] = 0 ∗ 1 + 1 ∗ 0 = 0 

The inner product of two equal vectors is always one: 

⟨1|1⟩ = [0,1] [
0
1
] = 1  ⟨0|0⟩ = [1,0] [

1
0
] = 1 
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2.1.2 Outer Product  

The outer product returns a matrix. Outer product of two vector |𝑎⟩⟨𝑏|, where ⟨𝑏| is equal 

the conjugate transpose of |𝑏⟩. 

|𝑎⟩⟨𝑏| = [

𝑎0
𝑎1
⋮
𝑎𝑛

] [𝑏0
†   𝑏1

†  …   𝑏𝑛
†] =  

[
 
 
 
 𝑎0𝑏0

†     𝑎0𝑏1
†  ⋯   𝑎0𝑏𝑛

†

𝑎1𝑏0
†     𝑎1𝑏1

†               ⋮
⋮            ⋱                   ⋮

𝑎𝑛𝑏0
†             ⋯   𝑎𝑛𝑏𝑛

†
]
 
 
 
 

 

2.1.3 Tensor Product  

Tensor products are multiplications of vector spaces together. Tensor product doesn’t 

require taking one of the vector’s conjugate transposes like the outer product. Every 

element in the first vector is multiplied with all elements of the second vector. If |𝑎⟩ =

[
𝑎0
𝑎1
] and |𝑏⟩ = [

𝑏0
𝑏1
] then the tensor product |𝑎⟩⨂|𝑏⟩ is:  

|𝑎⟩⨂|𝑏⟩ = [
𝑎0 × [

𝑏0
𝑏1
]

𝑎1 × [
𝑏0
𝑏1
]
] = [

𝑎0𝑏0
𝑎0𝑏1
𝑎1𝑏0
𝑎1𝑏1

] 

2.1.4 Orthogonal vs Orthonormal  

Two vectors are orthogonal if their inner product (dot product) is zero. Also, in geometric 

view, both vectors are perpendicular to each other. For example, |ω⟩ = [1, 0] and |ν⟩ =

[0, 1] are orthogonal with respect to inner product. 

⟨ω|ν⟩ = [1,0] [
0
1
] = 0 

We define the norm of vector |ν⟩ by 
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‖|ν⟩‖ =  √⟨ν|ν⟩ 

A unit vector is a vector |ν⟩  such ‖|ν⟩‖ = 1. We also say that |ν⟩  is normalized if 

‖|ν⟩‖ = 1. Another way of understanding the norm is a magnitude (size) of a vector by 

using the Euclidean norm.   

‖|𝜈⟩‖ = √∑𝜈𝑖2
𝑛

𝑖=1

 

Example: |𝜈⟩ = [
1
2
0
]  then  ‖|𝜈⟩‖ = √1 + 4  = √5. It is convenient to talk of 

normalization of a vector by dividing by its norm; thus  
|𝜈⟩  

‖|𝜈⟩‖
 is the normalized form of 

|𝜈⟩. 

A set of vectors is orthonormal if each vector is a unit vector and distinct vectors in 

the set are orthogonal. For instance: |ν⟩ and |ω⟩ are orthonormal if ⟨ω|ν⟩ = 0 (orthogonal) 

and ‖|ω⟩‖ =  ‖|ν⟩‖ = 1 (unit vector). For example, two vectors |ω⟩ = [1, 0] and |ν⟩ =

[0, 1] then: 

⟨ω|ν⟩ = [1,0] [
0
1
] = 0 

‖|𝜈⟩‖ = √0 + 1 = 1 

‖|ω⟩‖ = √1 + 0 = 1 
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2.1.5 Eigenvalues and Eigenvectors  

A square matrix 𝐴, eigenvector 𝑣 is a vector that corresponds to the matrix 𝐴 and satisfies 

the following equation: 

𝐴𝑣 =  𝜆𝑣     ⟹ (𝐴 −  𝜆𝐼)𝑣 = 0 

Where 𝜆 is scalar value called an eigenvalue of 𝐴 and 𝑣 is called an eigenvector of 𝐴. 

To determine the eigenvector of matrix 𝐴, first we need to solve the eigenvalues by using 

a characteristic equation, which is called the determinant (symbol || or denoted det A): 

|𝐴 −  𝜆𝐼| = 0 

Let say 𝐴 =  [
𝑎 𝑐
𝑏 𝑑

] then the determinant of 𝐴 is: 

det 𝐴 =  |[
𝑎 𝑏
𝑐 𝑑

]| = 𝑎𝑑 − 𝑏𝑐 

Inverse of matrix 𝐴−1 

𝐴 = [
𝑎 𝑏
𝑐 𝑑

]  ⟹ 𝐴−1 =  
1

det 𝐴
 [
𝑑 −𝑏
−𝑐 𝑎

] 

The eigenvalues and eigenvectors are fundamental properties in quantum computing, 

such that all measurements are calculated based on the eigenvalues of the operators to 

observe the real classical values. 

2.1.6 Unitary Operator 

Unitary operator is a very important property in which all quantum gates and circuits in 

quantum computing are unitary. A unitary operator 𝑈 does not change the norm of a 

vector (or, here, a norm of a quantum state). So, if state| 𝜓⟩ is normalized, then state 
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𝑈| 𝜓⟩  is normalized too. In general, unitary operator, technically is any operator that 

does not change the length (inner product) of the vectors or functions that it operates on. 

A unitary operator (which is represented as a unitary matrix) is an operator that can 

change either the coordinates or the state itself. The requirement is that it does not change 

the magnitude (norm) of the state. As a matrix, its inverse is the same as the transpose of 

the complex conjugate of the matrix. If 𝑨 is unitary matrix, then 𝑨𝑨† = 𝑨†𝑨 = 𝑰,  and 

𝑨𝑨𝑇 = 𝑨𝑇𝑨 = 𝑰 and hence 𝑨−1 = 𝑨𝑇. 

Operator is a transformation on a quantum state. Operator 𝑂 maps one state vector 

(quantum state), |𝜓⟩, into another |𝜓′⟩. In Figure 2.1, 𝑂|𝜓⟩ = |𝜓′⟩, operator 𝑂 is applied 

on the quantum state |𝜓⟩ that some action takes place, and a new state is created |𝜓′⟩. 

The operators are quantum gates such as any rotations, and quantum circuits on any 

number of qubits. 

 

Figure 2.1 Operator transformation. 

2.2 Quantum Gates  

A quantum gate is simply an operator that acts on qubits and changes qubits between 

states, such operators will be represented by unitary matrices. Mathematically, a quantum 

gate with 𝑛 qubit input can be represented as a 2𝑛 × 2𝑛 unitary matrix. Quantum gates 

are the analogues to classical logic gates for classical computers. Quantum gates are 

reversible such that their inverse operation recovers the original state of the qubits. When 
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quantum gate is controlled, it is known as a controlled gate. Controlled gate acts on 𝑛 

qubits such that some of 𝑛 qubits are controlling the operation of the gate. When the 

controlled qubits are active then the quantum gate performs an operation of other qubits. 

We describe a few common quantum gates such as Pauli gates, Hadamard gate and 

controlled NOT gate. The quantum state can be represented as a unit sphere known as the 

Bloch sphere. The Pauli X, Y, and Z gates can be easily viewed as geometric 

representation on Bloch sphere in Figure 2.2. More details about quantum gates and their 

operations can be found in [48]. 

 

Figure 2.2 Bloch sphere [8] 

2.2.1 Pauli gates 

Pauli gates are X, Y and Z gates. These gates can be represented by 2 by 2 matrices or 

rotations through 𝜋 radians around the X, Y and Z axis respectively. Pauli X gate is 
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single qubit gate that rotates 𝜋 around x-axis. X gate is known as a NOT gate, that is 

equivalent of the classical invert logic gate. X gate can be represented as a unitary Pauli-

X matrix: 

𝑋 = [
0 1
1 0

] = |0⟩⟨1| + |1⟩⟨0| 

If X gate applied on |0⟩ state, then it flips into |1⟩ state and if X gate is applied on |1⟩ 

state, then it flips into |0⟩ state.  

𝑋|0⟩  = [
0 1
1 0

] [
1
0
] = [

0
1
] = |1⟩ 

𝑋|1⟩  = [
0 1
1 0

] [
0
1
] = [

1
0
] = |0⟩ 

Pauli Y gate is single qubit gate that rotates 𝜋 around y-axis of the Bloch sphere. The 

rotation on the y-axis is imaginary space. Y gate is X gate multiplied by 𝑖 and phase flips 

when Y gate is applied on |1⟩ state. Thus, Y gate is bit and phase flip. 

𝑌 = [
0 −𝑖
𝑖 0

] = 𝑖|1⟩⟨0| − |0⟩⟨1| 

𝑌|0⟩  = 𝑖|1⟩ 

𝑌|1⟩  = −𝑖|0⟩ 

Pauli Z gate is a single qubit gate that rotates 𝜋 around z-axis of the Bloch sphere. Z 

gate flips the phase of the |1⟩ state. Z gate is called phase gate shift or zero phase shift 

gate. 

𝑍 = [
1 0
0 −1

] = |0⟩⟨0| − |1⟩⟨1| 
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𝑍|0⟩  = |0⟩ 

𝑍|1⟩  = −|1⟩ 

2.2.2 Hadamard Gate 

One of the main properties of the quantum system is superposition. There are many ways 

to create superposition, but the most well-known method is using the Hadamard gate 

operation. The Hadamard gate creates uniform superposition of the two basis states that 

the measurement of which will have equal probability to become 1 or 0. The Hadamard 

gate is a single qubit gate that rotates 𝜋 between 𝑥 and 𝑧-axes. The Hadamard gate 

rotation maps the x-axis to z-axis and vice versa and inverts the y-axis. The unitary 

matrix of Hadamard gate is: 

𝐻 =
1

√2
[
1 1
1 −1

] 

𝐻|1⟩ =
1

√2
(|0⟩ − |1⟩) = | −⟩ 

𝐻|0⟩ =
1

√2
(|0⟩ + |1⟩) = | +⟩ 

𝐻⨂𝑛 = 𝐻⨂𝐻⨂⋯⨂ 𝐻 repeated 𝑛 times  

𝐻⨂𝑛|0⟩⨂𝑛 = 𝐻|0⟩⨂𝐻|0⟩⨂⋯⨂𝐻|0⟩ 

=
1

√2
(|0⟩ + |1⟩)⨂

1

√2
(|0⟩ + |1⟩)⨂⋯⨂

1

√2
(|0⟩ + |1⟩) 

=
1

√2𝑛
(|00⋯ 00⟩ + |00⋯01⟩ + |00⋯10⟩ + ⋯+ |11⋯10⟩ + |11⋯11⟩) 
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=
1

√2𝑛
(|0⟩ + |1⟩ + |2⟩ + |3⟩ + ⋯+ |2𝑛 − 2⟩ + |2𝑛 − 1⟩) =

1

√2𝑛
∑|x⟩

2𝑛−1

𝑥=0

 

 

Figure 2.3 Symbol of single qubit quantum gates of X, Y, Z and Hadamard gates. 

The quantum gates such as Pauli gates and Hadamard gate are single qubit gates as 

can be seen in Figure 2.3. However, with two or more controlled qubits, the X, Y, and Z 

gates can be controlled gates. The operation of the controlled gates is performed only 

when the control qubits are active. 

2.2.3 Controlled NOT Gate 

Controlled NOT (CNOT) gate is X gate controlled by another qubit. The CNOT gate 

consist of two qubits that one qubit is the control qubit, and the other one is the target 

qubit. The target qubit flips when the control qubit is |1⟩ and the target qubit is 

unchanged when the control qubit is |0⟩. The CNOT gate can be represented as unitary 

matrix as can be seen in Figure 2.4. The ⨁ symbol is NOT gate that the operation is 

applied on the target qubit when the control qubit is one. For instance, |𝑞⟩ is the control 

qubit and |𝑎⟩ the target qubit in Figure 2.4. The unitary matrix, symbol of the gate and 

the truth table of CNOT gate can be seen in Figure 2.4. 
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Figure 2.4 Controlled NOT (CNOT) unitary matrix, gate symbol, and the truth table. 

2.2.4 Controlled-Z Gate 

Controlled-Z (CZ) gate is two qubit gate that flips the phase of the target qubit only when 

the target qubit is |1⟩ state and the control qubit is |1⟩. As can be seen in Figure 2.5, the 

phase of the target is flipped only when both |𝑞⟩ and |a⟩ are |1⟩. 

 

Figure 2.5 Controlled-Z unitary matrix, gate symbol, and the truth table. 

2.2.5 Toffoli Gate 

Toffoli gate consists of two control qubits and one target qubit. The Toffoli gate is also 

known as the controlled-controlled-NOT gate. The target qubit is flipped when the two 

control qubits are both |1⟩, otherwise the target unchanged if either of the control qubits 

is |0⟩. For instance, when both the control qubits |𝑎𝑏⟩ are 1 then the target qubit |𝑐⟩ is 

flipped as can be seen truth table in Figure 2.6. 
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Figure 2.6 Toffoli unitary matrix, gate symbol, and the truth table. 

The Toffoli gate that consist of 𝑛-controlled qubits and one target qubit is known as 

multi-control Toffoli gate or 𝑛-qubit Toffoli gate when 𝑛 is more than two qubits. When 

all the 𝑛 qubits are |1⟩, then target qubit is flipped. 

2.2.6 SWAP Gate 

SWAP gate is a two qubits gate such the two qubits are swapped. The SWAP gate can be 

represented as a unitary matrix as can be seen in Figure 2.7.     

 

Figure 2.7 SWAP unitary matrix and SWAP gate symbol. 

2.2.7 Fredkin Gate 

Fredkin gate is also known as a controlled SWAP gate. Fredkin gate is three qubit gate 

and SWAP operation is applied two target qubits when the controlled qubit is |1⟩. The 

controlled SWAP gate can be represented as a unitary matrix as can be seen in Figure 2.8.     
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Figure 2.8 Controlled SWAP unitary matrix and gate symbol. 

The field of quantum computing is an emerging technology where engineers, 

computer scientists, and physicists are developing two main parts: Discovering quantum 

algorithms that are faster than classical algorithms and building actual hardware for 

quantum computers. We introduce the significant milestones of quantum algorithms and 

quantum hardware technologies. 

2.3 Overview of the history of quantum algorithms  

In 1980 Paul Benioff [37] described a theoretical basis for quantum mechanical 

Hamiltonian models of computers. Also, in 1980 Yuri Manin [38] proposed an idea of 

quantum computing. In 1981 at MIT, Richard Feynman proposed the idea of using 

quantum computers to simulate quantum systems that are too complex to do so using 

classical computers. From there, the spark of quantum computing started.  

Many popular quantum algorithms have been proposed since the 1980s, which can be 

divided into stages [36] as can be seen in Figure 2.9. 
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Figure 2.9 Overview of the history of quantum algorithms [36] 

Stage 1: The initial stage of quantum algorithms was mathematical models that 

showed the quantum computer is better than the classical computer. In 1985 David 

Deutsch proposed a quantum Turing machine [27] to model quantum computation. This 

concept helped spark a lot of interest in creating quantum algorithms to take advantage of 

quantum physics properties. Later in 1992, David Deutsch and Richard Jozsa proposed 

the Deutsch-Jozsa algorithm [28]. The Deutsch-Jozsa algorithm was the first principle of 

quantum algorithm that performs better than the classical algorithm for this particular 

problem. In the Deutsch-Jozsa algorithm, we are given an oracle of Boolean function that 

takes an input of a bit string and returns 0 or 1. A constant of Boolean function returns 

either 0 or 1 for any input, and a balanced function returns half 0’s and the other half 

return 1’s. In a classical algorithm, we need to check half of the inputs plus one (2𝑛−1 +
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1) queries to determine if the function is constant or balanced. In the Deutsch-Jozsa 

algorithm, because of superposition, only one query determines if the function is constant 

or balanced. In 1994, Daniel Simon introduced the first example of a quantum algorithm 

(Simon’s algorithm) [29] that quantum computers can provide an exponential speedup 

over classical computers for solving a specific problem. Simon’s algorithm maps an input 

of bit strings to a unique output of bit strings.  

Stage 2: In 1994, Peter Shor developed a quantum algorithm [30] based on Quantum 

Fourier Transform that makes it possible for quantum computers to factorize large 

integers exponentially faster than the best classical algorithm on classical computers. 

Shor’s algorithm breaks the security of the RSA public-key cryptosystem, which is made 

of two large prime numbers. Finding these large prime numbers on which internet 

security is built allows for decrypting the messages. In 1996, Lov Grover proposed a 

quantum search algorithm that gives a quadratic speedup over the classical algorithm. 

Grover’s Algorithm [31] searches an unordered array of elements to find a particular 

element with a given property. Grover’s algorithm gives a quadratic speed up. Grover’s 

algorithm has many applications in search and optimization problems. In 2003, a 

quantum random-walk search algorithm [32] was proposed, which is a more general type 

of quantum search algorithm. Quantum walk for graph takes steps in directions 

determined by coin and shift operators, a quantum oracle circuit [32].   

Stage 3: In 2009, Aram Harrow, Avinatan Hassidim, and Seth Lloyd developed a new 

design of a quantum machine learning algorithm known as the HHL algorithm [33]. The 

HHL algorithm solves a linear system of equations with many machine learning 
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applications. Later on, following the HHL algorithm, many other quantum machine 

learning algorithms were proposed.  

Stage 4: The current practical quantum computers struggle greatly with noise and 

decoherence, known as Noisy Intermediate-Scale Quantum (NISQ) machines. Hybrid 

quantum-classical algorithms were proposed to mitigate the challenges in NISQ.  In 

2014, Peruzzo et al. [34] proposed the first variational quantum algorithm known as the 

Variational Quantum Eigensolver (VQE). Also, The Quantum Approximate Optimization 

Algorithm (QAOA) [35] was proposed for the quantum annealing system. Hybrid 

quantum-classical algorithms use classical algorithms to offload some optimization 

calculations.  

For the last decade, few new quantum algorithms have been introduced compared to 

the late 20th century, when the most well-known algorithms were discovered. However, 

there has still been significant progress in the quantum computing field. Why is the 

introduction of new quantum algorithms at a slow pace compared to classical algorithms? 

There are possible factors that contribute to the slowdown in the introduction of new 

quantum algorithms. Our method of developing new quantum algorithms faster than 

classical algorithms requires an understanding of quantum complexity and quantum 

mechanics that is different from our intuition of classical complexity [268]. A huge gap 

exists between the current available quantum hardware and the number of qubits needed 

for practical applications [267]. For the last decade, the race in the quantum computing 

research community has been to close the gap, such as by developing practical quantum 

hardware. Current efforts are focused in two directions. First, more applications for 
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current quantum algorithms in various domains (machine learning, chemistry, 

cryptography, communication, and finance) have been developed. The second is 

designing a practical quantum computer hardware system that is scalable and fault 

tolerant. In addition, the framework of programming tools and simulations for quantum 

algorithms in classical computers has also been developed. 

The research trend for quantum algorithms is hybrid quantum-classical algorithms 

that combine both quantum and classical algorithms. This method shows promising 

results for speeding up some existing classical algorithms, such as using quantum 

algorithms as basic subroutines to leverage the computation strengths of quantum 

algorithms. These hybrid algorithms and the development of quantum algorithms from 

classical algorithms may not be recognized as new quantum algorithms. Table 2.1 

provides some applications for quantum algorithms developed in the last decade. 

Table 2.1 Some practical applications for quantum algorithms. 

Application  Title  Year Refence  

 

 

 

 

Cryptography 

Multiparty quantum key agreement based on quantum search 

algorithm. 

2017 [269] 

Applying Grover’s algorithm to AES: quantum resource 

estimates. 

2016 [270] 

Quantum attacks without superposition queries: the offline 

Simon’s algorithm. 

2019 [271] 

An efficient quantum computing technique for cracking RSA 

using Shor’s algorithm. 

2020 [272] 

Quantum cryptography based on the Deutsch-Jozsa algorithm. 2017 [273] 

 

 
 

Machine 

learning 

Quantum algorithm for linear regression. 2017 [274] 

Quantum-assisted Gaussian process regression. 2019 [275] 

Quantum regularized least squares. 2023 [276] 

A quantum deep convolutional neural network for image 

recognition. 

2020 [277] 

Quantum generative adversarial learning. 2018 [278] 

Classical artificial neural network training using quantum 
walks as a search procedure. 

2021 [279] 

 

Chemistry 

Quantum algorithms for quantum chemistry and quantum 

materials science. 

2020 [280] 
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Quantum chemistry in the age of quantum computing. 2019 [281] 

 

 

 

Communication 

Quantum search algorithms for wireless communications. 2018 [282] 

Quantum machine learning for 6G communication networks: 

State-of-the-art and vision for the future. 

2019 [283] 

A secure information transmission protocol for healthcare 

cyber based on quantum image expansion and Grover search 

algorithm. 

2022 [284] 

 

Finance 

Quantum computing for finance: State-of-the-art and future 

prospects. 

2020 [285] 

Quantum computing for finance. 2023 [286] 

 

2.4 Quantum Computer Hardware and Software 

Quantum computing hardware technology can be divided into two main categories [39]:  

• First: Gate-based quantum computing, also known as gate modal or universal 

quantum computer. 

• Second: Quantum annealing based on analog quantum computers. 

2.4.1 Quantum Annealing 

Quantum annealing [40, 45] is an analog quantum computer mainly used to solve 

optimization problems. The problems are encoded into Quadratic Unconstrained Binary 

Optimization (QUBO), which is compatible with the quantum annealer architecture. The 

quantum annealer manipulates the qubits as analog values. Quantum annealing is less 

noise-sensitive than gate-based quantum computing [41]. However, to solve the real-

world application problems in quantum annealing hardware, the problems should be 

expressed in the form of QUBO model rather than in quantum gates [43]. Most quantum 

algorithms are designed in terms of quantum gates that make a problem easier to design 

in the same domain as a classical computer. A pioneer in quantum annealing architecture 
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is D-Wave Inc. [42], which developed quantum machines and offers compatible software 

called Ocean [44]. 

2.4.2 Gate-based Quantum Computing  

Gate-based quantum computing [39], or universal quantum computers, is based on 

quantum logical gates to perform computations. The sequence of gates is called a 

quantum circuit. The universal quantum computer is based on quantum circuits that can 

solve a broader range of problems using quantum algorithms. Universal quantum 

computers use quantum gates that are the counterparts of the classical logic gates of the 

classical computer. 

Qubit is the basic unit of quantum information. First, qubits are encoded using the 

quantum states of physical objects such as the spin of electrons, photons, or other objects. 

Second, the quantum gates perform an operation on the qubits. The quantum gate consists 

of different probes such as electric fields, microwaves, laser beams, and other types of 

technology. There are main metrics to evaluate the design of these technologies such as: 

1. Gate speed: how long the gate takes to perform a single operation. 

2. Coherence time (lifetime): how long the quantum state exists. 

3. Gate fidelity: related to the error rate introduced during gate operation. The error 

in a quantum system is related to noise and the environment surrounding the 

qubit.  

Many types of quantum technology were proposed [9, 10], such as superconducting 

qubits, trapped ions, photonics, and silicon quantum dots. The physical qubit 
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implementation is the heart of the quantum race, and multiple companies are 

investigating different technologies.  

2.4.3 Superconducting Qubits 

Superconducting qubits [11, 12] are built using superconducting circuits. The 

superconducting circuit is based on a resistance-free current oscillation circuit that 

contains an inductor and capacitor in series as can be seen in Figure 2.10. The 

superconducting circuit, based on the phenomenon of superconductivity, operates at low 

temperatures and conducts electricity with zero resistance without energy loss. A 

microwave signal controls the superconducting circuit, and the microwave resonator 

excites the current into superposition states. Technology-wise, superconducting qubits 

can be built using the existing semiconductor technology. Gate operations on 

superconducting qubits are faster, and this is critical because practical quantum 

computers would probably need millions of logical gates. Superconducting qubits have 

some challenges, such as decoherence (short lifetime), sensitivity to noise, large 

footprint, and requiring very low temperatures to operate appropriately. There are several 

major companies developing superconducting qubits, such as IBM [13], Google [14], 

Intel [15], and others (Oxford Quantum Circuits, Rigetti Computing, and Quantum 

Circuits Inc). 
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Figure 2.10 Superconducting qubits [10] 

2.4.4 Trapped Ions 

Ions are atoms that gained or lost an electron. Such atoms are electrically charged and 

trapped in an electric or magnetic field as can be seen in Figure 2.11. The trapped ions 

[16, 17] are controlled using lasers in a high vacuum environment that puts them in 

superposition states. Trapped ions have longer coherence time than the superconducting 

qubits; thus, trapped ions are more stable with high-quality qubits. The required cooling 

temperature is not as critical as for superconducting qubits. There are some main 

challenges for trapped ions such that trapped ions are slow gate operation. Technology-

wise, trapped ions technology is not mature yet because many laser and optical systems 

are required. The frequency of the lasers needs to be tuned to get precise frequencies. 

Companies that build trapped ions quantum computer include IonQ [18], Quantinuum, 

and Honeywell [19]. 
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Figure 2.11 Trapped Ions [10] 

2.4.5 Photonics 

Photonic qubits use particles of light (photons) as a source to process quantum 

information. Photonic qubits [20] are implemented using phase shifters, beam splitters, 

and photon detectors. Photonic technology has some key advantages, such as very fast 

gate operation, a small footprint that can be built on existing semiconductor fabs, no 

decoherence, thus being more stable, and requiring no cooling and therefore can operate 

at a room temperature. On the other side, there are some challenges, such as that photonic 

qubits are more prone to noise due to photon loss, and photons do not interact with each 

other, making it more difficult to implement multi-qubit gates. Xanadu [21] and 

PsiQuantum [22] are the leading companies working on photonic quantum computers. 

2.4.6 Silicon Quantum Dots / Silicon Spins 

Silicon quantum dot qubits [23] are silicon-based qubits that artificial atoms are made of 

by adding an electron to a pure silicon atom. The electrons are confined in silicon 

quantum dots, where quantum dots are tiny silicon-based structures. In Figure 2.12, a 

microwave is used to control the spin of the electron, which is a quantum state; thus, the 
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silicon quantum dot is also known as a silicon spin quantum dots. Intel [24] leads this 

domain by leveraging existing semiconductor manufacturing technology to build silicon-

based qubits. Still, silicon-based qubits need cooling like superconducting but have a 

longer coherence time [25]. Silicon qubits demonstrate fast gate speed and strong gate 

fidelity. However, the silicon qubit still has challenges, such as interference or crosstalk 

from atoms on the silicon chips. 

 

Figure 2.12 Silicon quantum dot qubits [10] 

There are other architecture designs of the quantum computer [9, 26], such as 

topological qubits, neutral atoms, nitrogen-vacancy centers, and nuclear magnetic 

resonance. 

Many applications and classical algorithms are developed as quantum algorithms. 

Quantum programming languages to describe those algorithms and software frameworks 

to compile the quantum operations and circuits are required in order to keep the progress 

of developing many applications for the current quantum algorithms. Although the 
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availability of quantum computer devices is limited to the public and research 

community, many quantum simulation frameworks are developed on classical computers. 

Table 2.2 shows some quantum frameworks and programming languages from leading 

quantum technology companies. 

Table 2.2 Some quantum software frameworks 

Name Description  

IBM Qiskit Python based open-source software. It can be tested to access in IBM’s real 

quantum device with small number of qubits. 

Google Cirq Python based open-source framework. 

Microsoft Q# Q# is standalone which domain-specific language for quantum 

programming. It’s part of the Quantum Development Kit (QDK) which also 

support Qiskit and Cirq 

Intel Quantum SDK quantum Software Development Kit (SDK) based on C++ 

 

Based on the availability of these programming languages, many real-world 

application problems are applied to quantum search algorithms. We use IBM Qiskit to 

simulate the problems presented in this dissertation. Also, the quantum circuit we 

designed is compatible with gate-based quantum computing technologies. Let's first 

discuss Grover’s search algorithm and the quantum walk algorithm. 
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3 GROVER’S SEARCH ALGORITHM 

Grover’s search algorithm [31] is a quantum search algorithm that searches an unordered 

array of 𝑁 elements to find a particular element with a given property. In classical 

computations, in the worst case, this search takes 𝑁 queries (tests and evaluations of the 

classical oracle). In the average case, a particular element will be found in 𝑁 2⁄  queries. 

Grover’s algorithm can find elements in √𝑁 queries. Grover’s algorithm speeds up a 

classical unordered search algorithm of complexity 𝑂(𝑁) to 𝑂(√𝑁) in the space of 𝑁 

objects. Hence, Grover’s algorithm gives a quadratic speedup, but please note that this 

speedup is only for classical algorithms that are based on exhaustive unordered search. 

My presentation of Grover’s algorithms is based on [46, 47, 48, 49, 50]. 

3.1 Finding an element in array using Grover’s algorithm 

We first introduce Grover’s search algorithm in a simple way, as a computer science 

version or in simple math formulas, without going into detail about quantum notations. 

This is easily understood as the number of elements in an array instead of using 

explanations based on rotations and angles. More details about Grover’s algorithm in the 

computer science version can be found in [46]. Grover’s search algorithm consists of two 

primary operations, which we define in a simplified way: 

1. Phase inversion: change the sign of the desired element 𝑎𝑥∗ to a negative sign in a 

given array. 

2. Inversion about the mean: calculate the average about the mean 𝜇 of every 

element 𝑎𝑥 in the array. This operation would amplify the desired element. 
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The mean 𝜇 is the average of given data set {𝑎0, 𝑎1,⋯ , 𝑎𝑁−1} of the array 𝑁 

𝜇 =
1

𝑁
∑ 𝑎𝑥

𝑁−1

𝑥=0

 

The inversion about the mean is calculated for every element in the data set such that: 

𝑎𝑥(𝑛𝑒𝑤) = (𝜇 − 𝑎𝑥(𝑜𝑙𝑑)) + 𝜇 

𝑎𝑥(𝑛𝑒𝑤) = 2𝜇 − 𝑎𝑥(𝑜𝑙𝑑) 

Example: Given an array of elements {8, 8, 8, 8, 8}, apply the two operations of Grover’s 

algorithm. First, we perform phase inversion. Let’s assume our desired element 𝑎𝑥∗ is the 

third element of the five numbers. 

{8, 8,−8, 8, 8} 

Second, calculate the mean: 

𝜇 =  
4 × 8 − 8

5
= 4.8 

Third, calculate the inversion about the mean of the desired element (-8). 

𝑎𝑥∗(𝑛𝑒𝑤) = 2𝜇 − 𝑎𝑥∗(𝑜𝑙𝑑) = 2 × 4.8 − (−8) = 17.6 

Fourth, calculate the inversion about the mean of the other elements (8, 8, 8, 8): 

𝑎𝑥(𝑛𝑒𝑤) = 2𝜇 − 𝑎𝑥(𝑜𝑙𝑑) = 2 × 4.8 − 8 = 1.6 

Thus, we got new values: 

{1.6, 1.6, 17.6, 1.6, 1.6 } 
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As can be seen, the third element, 17.6, is larger than the rest of the elements. This 

means, after performing the phase inversion and inversion about the mean, the desired 

element has a higher probability than the rest of the other elements. 

In the remaining of this chapter, we provide a detailed explanation for Grover’s 

search algorithm in mathematical analysis in different ways [46, 47, 48, 49, 50], such as 

the algebraic analysis based on the concepts of a matrix, eigenvalue, eigenvector, and the 

geometric representation based on the concept of rotations, as well as the comprehensive 

implementation step-by-step in phase oracle and Boolean oracle. The important concepts 

of phase oracle versus Boolean oracle will be introduced next.  

3.2 Quantum Oracle 

Grover’s search algorithm starts by applying a quantum oracle and then performing 

amplitude amplification. An oracle is a black box operation that takes an input and gives 

an output, a yes/no decision. The classical oracle function is defined as a Boolean 

function 𝑓(𝑥) that takes a tentative solution 𝑥 of the search problem of 𝑁 elements as can 

be seen in Figure 3.1. If 𝑥 is equal to 𝜔, which is called the marked element or a solution, 

then 𝑓(𝑥) = 1; If 𝑥 is not a solution, then 𝑓(𝑥) = 0.  

 

Figure 3.1 Classical oracle as a set of tentative solutions and marked element solution shown in blue. 

A Boolean quantum oracle is realized as a binary reversible circuit that is used in 

quantum algorithms for the estimation of the value of the Boolean function realized in it. 
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The quantum oracle also has to replicate all input variables on the respective output 

qubits. If the function of the oracle is not reversible, we use ancilla qubits to make the 

function reversible. If the oracle uses ancilla qubits initialized to |0⟩, this oracle has to 

return |0⟩ for every ancilla qubit.  

 

Figure 3.2 Quantum Boolean oracle in a schematic view 

The quantum oracle is a unitary operator 𝑈𝑓  such that: 

|𝑋⟩|𝑞⟩
𝑈𝑓
→ |𝑥⟩|𝑞⨁𝑓(𝑥)⟩ 

where 𝑋 is the value in search space, 𝑞 is a single qubit called the oracle workspace or the 

oracle qubit, and ⨁ is the EXOR operator (also called the addition modulo 2). Let derive 

the operation of the quantum oracle given in Figure 3.2. First, initialize the first qubit 

with |0⨂𝑛⟩ and the second qubit with |1⟩: 

|𝜑0⟩ = |0
⨂𝑛⟩|1⟩ 

Apply the Hadamard gate 𝐻⨂𝑛 on the initial state 𝑛 qubit of |0⨂𝑛⟩, the input qubits and 

𝐻on the oracle qubit |0⟩: 

|𝑋⟩ = 𝐻⨂𝑛|0⨂𝑛⟩ =  
1

√2𝑛
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛
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|𝑞⟩ = 𝐻|1⟩ =
1

√2
[|0⟩ − |1⟩] 

|𝜑1⟩ = 𝐻
⨂𝑛|0⨂𝑛⟩𝐻|0⟩ =  

1

√2𝑛
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

(
1

√2
[|0⟩ − |1⟩]) 

Apply the quantum oracle operation such that |𝑥⟩|𝑞⟩  
𝑈𝑓
→  |𝑥⟩|𝑞⨁𝑓(𝑥)⟩ 

|𝜑2⟩ =
1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

([|0⟩⨁𝑓(𝑥) − |1⟩⨁𝑓(𝑥)])

=
1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

([𝑓(𝑥) − |1⟩⨁𝑓(𝑥)]) 

|𝜑2⟩ =

{
 
 

 
 1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

([0 − |1⟩]), 𝑖𝑓 𝑓(𝑥) = 0

1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

([1 − 0]), 𝑖𝑓 𝑓(𝑥) = 1

 

|𝜑2⟩ =

{
 
 

 
 1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

((−1)𝑓(𝑥)[0 − |1⟩]), 𝑖𝑓 𝑓(𝑥) = 0

1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

((−1)𝑓(𝑥)[0 − 1]), 𝑖𝑓 𝑓(𝑥) = 1

 

|𝜑2⟩ =
1

√2𝑛+1
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

((−1)𝑓(𝑥)[0 − |1⟩]) 

|𝜑2⟩ = (−1)
𝑓(𝑥)

1

√2𝑛
∑ |𝑋⟩

2𝑛−1

𝑥∈{0,1}𝑛

(
1

√2
[|0⟩ − |1⟩]) 



36 
 

|𝜑2⟩ = (−1)
𝑓(𝑥)|𝑋⟩|𝑞⟩ 

Oracle qubit |𝑞⟩ is always unchanged, but if the oracle recognizes an element as the 

solution, the phase of the desired state |𝑋⟩ is changed by -1 if 𝑓(𝑥) = 1. This phase 

change is called phase inversion. Thus, a simplified formula for the quantum oracle can 

be written as:  

|𝑥⟩
𝑈𝑓
→ (−1)𝑓(𝑥)|𝑥⟩ 

3.3 Schematic View 

In general, the schematic view of Grover’s search algorithm consists of the Hadamard 

vector and Grover Loop operators. As shown in Figure 3.3, the 𝑛 qubits in the 

superposition state result from applying a vector of Hadamard gates to the initial state 

|0𝑛. Next, we applied a repeated operator 𝐺, called the Grover’s Loop. After the 

iteration 𝑂(√𝑁) times of the Grover’s Loop operator, the output is measured for all input 

qubits. Oracle can use an arbitrary number of ancilla qubits, but all these qubits must be 

returned to value |0⟩ inside the oracle. The Grover’s Loop 𝐺 is a quantum subroutine that 

can be broken into two steps, as shown in Figure 3.4:  

1. Apply the Oracle 𝑈𝑓 . This step is called the phase inversion.  

2. Perform amplitude amplification for desired states, known as inversion about the 

mean or diffusion operator. This step is broken into three sub steps: 

a. Apply the Hadamard transform 𝐻⨂𝑛 (𝐻 =
1

√2
[
1 1
1 −1

])  
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b. Perform the condition phase shift, also known as a zero-state phase shift, 

in which all states receive a phase shift of −1 except for the zero state |0⟩.  

c. Apply the Hadamard transform 𝐻⨂𝑛  

A measurement is applied after performing several repetitions of Grover Loop, the oracle 

and the amplitude amplification. 

 

Figure 3.3 Schematic circuit for Grover’s algorithm [48] 

 

Figure 3.4 Detailed view for the standard Grover’s algorithm [51] with Boolean Oracle 
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The phase inversion of the desired state is not sufficient to get a high probability that it 

cannot separate from unmarked states. When we apply a measurement of a marked state, 

the superposition would collapse to any one of the basic states with the same probability. 

We need one more trick to boost the phase of marked states, called amplitude 

amplification (also known as inversion about the mean, diffusion operator, or conditional 

phase shift).  

The quantum oracle 𝑈𝑓  is a unitary operation such that:  

𝑈𝑓|𝜔⟩ =  − |𝜔⟩, ∀ 𝑥 = 𝜔 

𝑈𝑓|𝑥⟩ =  |𝑥⟩, ∀ 𝑥 ≠  𝜔 

Where 𝜔 is desired state. We can write 𝑈𝑓  as a unitary operator such that:  

𝑈𝑓 = 𝐼 − 2|𝜔⟩⟨𝜔| 

This can be proven using the inner product: 

|𝑥⟩  ≡ |𝜔⟩ ⇒  𝑈𝑓|𝜔⟩ = (𝐼 − 2|𝜔⟩⟨𝜔|)|𝜔⟩ = |𝜔⟩ − 2|𝜔⟩⟨𝜔|𝜔⟩ = |𝜔⟩ − 2|𝜔⟩ = −|𝜔⟩ 

|𝑥⟩  ≢ |𝜔⟩ ⇒  𝑈𝑓|𝑥⟩ = (𝐼 − 2|𝜔⟩⟨𝜔|)|𝑥⟩ = |𝑥⟩ − 2|𝜔⟩⟨𝜔|𝑥⟩ = |𝑥⟩ 

3.4 Matrix Representation  

The oracle is a diagonal matrix, where the entry corresponding to the marked (solution) 

item will have a negative phase.  

𝑈𝑓 =  [

(−1)𝑓(𝑥)

0
⋮
0

0
(−1)𝑓(𝑥)

0
0

⋯ 0
⋯ 0
⋱ ⋮

⋯ (−1)𝑓(𝑥)

] 
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Conditional phase shift (𝑈𝑓0): inverts the phase of all states orthogonal to the |0⟩ state, 

meaning all signs are flipped except the |0⟩ state. Conditional phase shift is also known 

as zero state phase shift: 

𝑈𝑓0|0⟩
⨂𝑛 → |0⟩⨂𝑛 

𝑈𝑓0|𝑥⟩  →  −|𝑥⟩,∀𝑥 ≠ 00…0 

We can write 𝑈𝑓0 as unitary:  

𝑈𝑓0 = 2|0⟩⟨0| − 𝐼 

We can proof the 𝑈𝑓0 operation: 

|𝑥⟩  ≡ |0⟩ →  𝑈𝑓0|0⟩ = (2|0⟩⟨0|−𝐼)|0⟩ = 2|0⟩⟨0|0⟩ − |0⟩ = 2|0⟩ − |0⟩ = |0⟩ 

|𝑥⟩ ≢  |0⟩ → 𝑈𝑓0|𝑥⟩ = (2|0⟩⟨0|−𝐼)|𝑥⟩ = 2|0⟩⟨0|𝑥⟩ − |𝑥⟩ = −|𝑥⟩ 

The unitary matrix representation of 𝑈𝑓0: 

𝑈𝑓0  =   2|0⟩⟨0| − 𝐼 =  

[
 
 
 
 
2   0   …    0 
 0   0   …    0
0   0   ⋯    0
⋮       ⋱       ⋮
0   0   0   0 ]

 
 
 
 

− 

[
 
 
 
 
1   0   …    0 
 0   1   ⋯    0
0   0   1   0
⋮       ⋱       ⋮
0   0   0   1 ]

 
 
 
 

=   

[
 
 
 
 
1 0 0 0
0 −1 0 0
0
⋮
0

0
…
0

−1
⋱
0

0
⋮
−1]
 
 
 
 

 

The 𝑈𝑓0 is a diagonal matrix where all entries have a negative phase except the first 

entry. The matrix for the inversion about the mean can be driven using the diffusion 

operator 𝐷:  

𝐷 = 𝐻⨂𝑛𝑈𝑓0𝐻
⨂𝑛 
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 𝐷 = 𝐻⨂𝑛

[
 
 
 
 
 

[
 
 
 
 
2   0   …    0 
 0   0   …    0
0   0   ⋯    0
⋮       ⋱       ⋮
0   0   0   0 ]

 
 
 
 

−  𝐼

]
 
 
 
 
 

 𝐻⨂𝑛 = 𝐻⨂𝑛

[
 
 
 
 
2   0   …    0 
 0   0   …    0
0   0   ⋯    0
⋮       ⋱       ⋮
0   0   0   0 ]

 
 
 
 

𝐻⨂𝑛 − 𝐻⨂𝑛𝐼𝐻⨂𝑛 

= 𝐻⨂𝑛

[
 
 
 
 
 
2

√𝑁

2

√𝑁

2

√𝑁

2

√𝑁
0 0 0 0
0
⋮
0

0
…
0

0
⋱
0

0
⋮
0 ]
 
 
 
 
 

− 𝐼 =

[
 
 
 
 
 
 
 
2

𝑁

2

N

2

N

2

𝑁
2

N

2

N

2

N

2

N
⋮
⋮
2

N

⋮
…
2

N

⋮
⋱
2

N

⋮
⋮
2

N]
 
 
 
 
 
 
 

− 𝐼 

𝐷 =

[
 
 
 
 
 
 
 
2

𝑁
− 1

2

𝑁

2

𝑁
      

2

𝑁
2

𝑁

2

𝑁
− 1

2

𝑁
      

2

𝑁
⋮
⋮
2

𝑁

⋮
…
2

𝑁

⋮
⋱
2

𝑁

⋮
⋮

    
2

𝑁
− 1]
 
 
 
 
 
 
 

 

𝐷𝑖,𝑗 = {

2

𝑁
, 𝑖𝑓 𝑖 ≠ 𝑗

2

𝑁
− 1, 𝑖𝑓 𝑖 = 𝑗

 

if 𝐷 operation is applied to a general state |𝜑⟩ such that:  

|𝜑⟩ = ∑ 𝑎𝑘

𝑁−1

𝑘=0

|k⟩ 

Then we get: 
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𝐷|𝜑⟩ =

[
 
 
 
 
 
 
 
2

𝑁
− 1

2

𝑁

2

𝑁
      

2

𝑁
2

𝑁

2

𝑁
− 1

2

𝑁
      

2

𝑁
⋮
⋮
2

𝑁

⋮
…
2

𝑁

⋮
⋱
2

𝑁

⋮
⋮

    
2

𝑁
− 1]
 
 
 
 
 
 
 

[
 
 
 
 
 
 
𝑎0
𝑎1
⋮
⋮
𝑎𝑘
⋮

𝑎𝑁−1]
 
 
 
 
 
 

|k⟩ = [
2

𝑁
 ∑ 𝑎𝑥

𝑁−1

𝑥=0

−∑𝑎𝑘

𝑁−1

𝑘=0

] |k⟩ 

Recall: 

𝜇 =
1

𝑁
 ∑ 𝑎𝑥

𝑁−1

𝑥=0

 

Where 𝜇 is the mean value of 𝛼𝑘 , then: 

D|𝜑⟩ = [2𝜇 − ∑ 𝑎𝑘

𝑁−1

𝑘=0

] |k⟩ = ∑[2𝜇 − 𝑎𝑘]|k⟩

𝑁−1

𝑘=0

 

We can summarize the Grover iteration, as can be seen in Figure 3.5, as follows: 

𝐺 = 𝑈𝑓𝐻
⨂𝑛𝑈𝑓0𝐻

⨂𝑛 = 𝑈𝑓𝐷 

 

Figure 3.5 Simplified Grover iteration. 

Let’s assume an arbitrary superposition state |𝜓⟩ to represent the Grover iteration.  

|𝜓⟩ = 𝐻⨂𝑛|0⟩⨂𝑛 =
1

√2𝑛
∑|𝑥⟩

2𝑛−1

𝑥=0
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𝐷 =  𝐻𝑈𝑓0𝐻 = 𝐻(2|0⟩⟨0| − 𝐼 )𝐻 = 2𝐻|0⟩⟨0|𝐻 − 𝐻𝐼𝐻 = 2|𝜓⟩⟨𝜓| −  𝛪 

𝐺 = 𝑈𝑓(2|𝜓⟩⟨𝜓|  −  𝛪) 

Example matrix representation:  suppose we are given 2 qubits such that 𝑁 = 4 

and marked element is 𝑓(2) = 1, and the remaining values 𝑓(0) = 𝑓(1) = 𝑓(3) = 0. 

Here the details of the solution: 

The initial state is |𝜓0⟩ = |00⟩ 

Then apply the Hadamard operation. 

|𝜓1⟩ =  𝐻⨂2|00⟩  = (𝐻|0⟩ )⨂2 = [
1

√2
[
1 1
1 −1

] [
1
0
]]

⨂2

 = [
1

√2
[
1
1
]]

⨂2

 = 
1

2
[
1
1
]⨂ [

1
1
] = 

1

2
[

1
1
1
1

] 

All states have equal amplitude of 
1

2
. The oracle is diagonal matrix where the entry 

that corresponds to the marked item 𝑓(2) has a negative phase.  

𝑈𝑓 =   [

1 0 0 0
0 1 0 0
0
0
0
0
−1
0

0
1

] 

Apply oracle 𝑈𝑓  on |𝜓1⟩: 

|𝜓2⟩ = 𝑈𝑓|𝜓1⟩ = [

1 0 0 0
0 1 0 0
0
0
0
0
−1
0

0
1

]
1

2
[

1
1
1
1

] =
1

2
[

1
1
−1
1

] 

Now apply the inversion about the mean  
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𝐷 = 𝐻⨂𝑛𝑈𝑓0𝐻
⨂𝑛 =

[
 
 
 
 
 
 
 
2

𝑁
− 1

2

𝑁

2

𝑁
      

2

𝑁
2

𝑁

2

𝑁
− 1

2

𝑁
      

2

𝑁
⋮
⋮
2

𝑁

⋮
…
2

𝑁

⋮
⋱
2

𝑁

⋮
⋮

    
2

𝑁
− 1]
 
 
 
 
 
 
 

  

𝐷𝑖,𝑗 =  {

2

𝑁
=
2

4
=
1

2
 ,                         𝑖𝑓 𝑖 ≠ 𝑗

2

𝑁
− 1 = 

2

4
− 1 = −

1

2
,     𝑖𝑓 𝑖 = 𝑗

            =

[
 
 
 
 
 
 
 
 −
1

2

1

2

1

2

1

2
1

2
−
1

2

1

2

1

2
1

2

1

2
−
1

2

1

2
1

2

1

2

1

2
−
1

2]
 
 
 
 
 
 
 
 

 

|𝜓3⟩ = 𝐷|𝜓2⟩ =

[
 
 
 
 
 
 
 
 −
1

2

1

2

1

2

1

2
1

2
−
1

2

1

2

1

2
1

2

1

2
−
1

2

1

2
1

2

1

2

1

2
−
1

2]
 
 
 
 
 
 
 
 

1

2
[

1
1
−1
1

] =
1

2
[

0
0
2
0

] = [

0
0
1
0

] 

After applying the oracle and inversion about the mean, the amplitude of the marked 

element 2 is increased from 
1

2
 to 1 and the amplitude of other elements 0,1, and 3 is 

decreased from 
1

2
 to 0. If we apply measurement on the |𝜓3⟩, then after the measurement 

the marked element of 2 has a probability of 1.  

3.5 Geometric Representation 

We can prove Grover’s algorithm’s correctness in terms of geometric representation such 

that the arbitrary state |𝜓⟩ rotates towards the target state |𝜔⟩ after performing oracle and 
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diffusion operations. Grover iteration can be represented as a rotation in a two-

dimensional space spanned between vector |𝛼⟩ for non-solution states and vector |𝜔⟩ for 

solution states to the search problem. This two-dimensional space is included in a many 

dimensional spaces. The |𝛼⟩ is perpendicular to |𝜔⟩. 

|𝛼⟩ =
1

√𝑁 − 𝑀
∑|𝑥⟩

𝑥≠𝜔

 

|𝜔⟩ =
1

√𝑀
∑|𝑥⟩

𝑥

 

where 𝑁 is the number of elements in the search space, and 𝑀 is the number of solutions, 

with 1 ≤ 𝑀 ≤ 𝑁. Suppose an arbitrary state |𝜓⟩ is a superposition state that resides in the 

plane spanned by |𝛼⟩ and |𝜔⟩. 

|𝜓⟩ = √
𝑁 −𝑀

𝑁
|𝛼⟩ + √

𝑀

𝑁
|𝜔⟩ = √

𝑁 −𝑀

𝑁
(

1

√𝑁 −𝑀
∑|𝑥⟩

𝑥≠𝜔

)+ √
𝑀

𝑁
(
1

√𝑀
∑|𝑥⟩

𝑥

)

=
1

√𝑁
∑|𝑥⟩

𝑥

 

|𝜓⟩ is the sum of states from 0 to 𝑁 − 1. Let’s describe the Grover operation as a 

geometric operation. Step 1: Prepare |𝜓⟩ an arbitrary state. Let assume 
𝜃

2
 is the angle 

between |𝜓⟩ and |𝛼⟩ as can be seen in Figure 3.6. 
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Figure 3.6 Arbitrary state |𝜓⟩ is in between |𝜔⟩ and |𝛼⟩, where the amplitude for all |𝑁⟩ are equal. 

From Figure 3.6, we can derive the value of 𝜃 as follows:  

|𝜓⟩ = √
𝑁 −𝑀

𝑁
|𝛼⟩ + √

𝑀

𝑁
|𝜔⟩ = cos

𝜃

2
|𝛼⟩ + sin

𝜃

2
|𝜔⟩ 

sin
𝜃

2
= √

𝑀

𝑁
 

𝜃 = 2a𝑟𝑐𝑠𝑖𝑛√
𝑀

𝑁
 

Step 2: Apply the oracle reflection 𝑈𝑓  to |𝜓⟩. The oracle operation 𝑈𝑓  is a reflection 

of the state |𝛼⟩, which is the vector (line) perpendicular to |𝜔⟩. 

𝑈𝑓|𝜓⟩ = 𝑈𝑓(cos
𝜃

2
|𝛼⟩ + sin

𝜃

2
|𝜔⟩) = cos

𝜃

2
|𝛼⟩ − sin

𝜃

2
|𝜔⟩ 

The amplitude of the |𝜔⟩ state becomes a negative as can be seen in Figure 3.7. Thus, 

the average overall amplitude is decreased, which is less than 
1

√𝑁
. The reflection angle is 

𝜃

2
 from |𝛼⟩. 
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Figure 3.7 Oracle reflection 𝑈𝑓 is applied on |𝜓⟩ where the amplitude of the |𝜔⟩ becomes negative and 

the average overall amplitude is decreased. 

Step 3: Apply diffusion reflection 𝐷 on 𝑈𝑓|𝜓⟩, which reflects about |𝜓⟩ as can be 

seen in Figure 3.8. This reflection on 𝑈𝑓|𝜓⟩ maps to 𝐷𝑈𝑓|𝜓⟩ state. The reflection angle is 

𝜃 from |𝜓⟩. This reflection amplifies the amplitude of |𝜔⟩ and shrinks the non-solution 

states.  

 

Figure 3.8 Diffusion reflection 𝐷 is applied on 𝑈𝑓|𝜓⟩ where the |𝜔⟩ amplitude becomes positive and 

higher than the rest of the other amplitude. 

As can be seen after applying two reflections 𝐷𝑈𝑓 , the |𝜓⟩ state rotates closer to 

solution state |𝜔⟩. If we apply these reflections 𝑂(√𝑁) times, then |𝜓⟩ would be closer to 
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the solution, and when we measure the amplitude of the |𝜔⟩ than the solution state would 

have much higher probability than for the non-solution states. Let us write the Grover 

operator 𝐺 as a rotation of angle:   

𝐺 = 𝐷𝑈𝑓|𝜓⟩ = sin
3𝜃

2
|𝜔⟩ + cos

3𝜃

2
|𝛼⟩ 

in general, 𝑘 rotations(iterations)  

𝐺𝑘|𝜓⟩ = sin(
2𝑘 + 1

2
𝜃)|𝜔⟩ + cos(

2𝑘 + 1

2
𝜃) |𝛼⟩ 

𝜃𝑘 =  
2𝑘 + 1

2
𝜃 

𝐺𝑘|𝜓⟩ = sin𝜃𝑘|𝜔⟩ + cos𝜃𝑘 |𝛼⟩ 

In order to have a high probability of obtaining the solution |𝜔⟩, choose 𝑘 such that: 

sin (
2𝑘+1

2
𝜃) ≈ 1, which means that:  

𝑘𝜃 +
𝜃

2
≈
𝜋

2
⇒ 𝑘 ≈

𝜋

2𝜃
−
1

2
≈

𝜋

4arcsin√
𝑀
𝑁 

−
1

2
   ≈

𝜋

4
√
𝑁

𝑀
= 𝛰(√

𝑁

𝑀
) 

In general, it is required to have the optimal number of iterations 𝑘 such that:  

𝑘 ≤ ⌈
𝜋

4
√
𝑁

𝑀
   ⌉ 

after 𝑘 iterations, the final measurement will result in state |𝜔⟩ with the maximum 

probability. This probability satisfies the formula below: 
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𝑝(𝜔) ≥ 1 − 𝑠𝑖𝑛2
𝜃

2
= 1 −

𝑀

𝑁
 

As we can see, the Grover iteration is a product of two reflections 𝐷𝑈𝑓 , which is 

rotation through twice the 𝜃 angle per reflection of 𝐺. Also, we can see that the initial 

state |𝜓⟩ is closer to the solution |𝜔⟩. How many iterations are required? This will keep 

rotating Ο(√𝑁) to find a solution. For multiple solutions 𝑀,Ο(√𝑁 𝑀⁄ ) rotations will be 

needed to find a single of these solutions. 

3.6 Algebraic Representation 

Grover iteration can be represented as a rotation matrix. As can be seen in Figure 3.8, the 

Grover operation 𝐷𝑈𝑓 is a rotation by an angle 𝜃 in the direction from |𝜓⟩ to |𝜔⟩. The 

Grover rotation can be represented as a rotation matrix: 

𝐺 = [
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] 

Grover rotation matrix can be proved from Euler’s formula. In Figure 3.9, let’s 

convert a complex number to a matrix representation using Euler’s formula.  

 

Figure 3.9 Euler's Formula 
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Proof using the rotation matrix: 

 

Figure 3.10 Rotation vector 𝑟 from point (𝑥0, 𝑦0) for angle 𝜃 to (𝑥1, 𝑦1) for angle 𝜃 + 𝜙  

From Figure 3.10, we are rotating vector 𝑟 from point (𝑥0, 𝑦0) to (𝑥1, 𝑦1) while 

keeping the length of 𝑟 the same for both points but changing the angle. Angle 𝜙 is called 

the rotation angle. Let us derive the rotation matrix by using the trigonometry sum 

formulas:  

cos𝜃 =  
𝑥0
𝑟
⟹ 𝑥0 = 𝑟 cos𝜃  ;   sin 𝜃 =  

𝑦0
𝑟
 ⟹ 𝑦0 = 𝑟 sin 𝜃 

𝑥1 = 𝑟 cos(𝜃 + 𝜙) = 𝑟(cos𝜃 cos𝜙 − sin 𝜃 sin𝜙) = 𝑟 cos𝜃 cos𝜙 − 𝑟 sin 𝜃 sin 𝜙

= 𝑥0 cos𝜙 − 𝑦0 sin𝜙 

𝑦1 = 𝑟 sin(𝜃 + 𝜙) = 𝑟(sin 𝜃 cos𝜙 + cos𝜃 sin 𝜙) = 𝑟 sin 𝜃 cos𝜙 + 𝑟 cos 𝜃 sin 𝜙

=  𝑦0 cos𝜙 + 𝑥0 sin𝜙 

𝑥1 = 𝑥0 cos𝜙 − 𝑦0 sin𝜙 

𝑦1 = 𝑦0 cos 𝜙 + 𝑥0 sin 𝜙 
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These two equations can be written in a matrix form: 

[
𝑥1
𝑦1
] =  [

cos 𝜙 − sin𝜙
cos𝜙 sin𝜙

] [
𝑥0
𝑦0
] 

The rotation matrix is:  

𝑅𝜙 = [
cos𝜙 −sin 𝜙
cos𝜙 sin 𝜙

] 

Thus, the Grover rotation matrix is the same as the rotation matrix. Let drive the 

eigenvalues and eigenvectors of the rotation matrix. Consider the eigenvalue problem: 

𝑅𝜙 �⃗⃗� =  𝜆�⃗⃗� = (𝑅𝜙 −  𝜆𝛪)�⃗⃗� = 0 

Where 𝜆 is called an eigenvalue of 𝑅𝜙 and �⃗⃗�  is called an eigenvector of 𝑅𝜙. To find 

the eigenvalue, we calculate the determinant as follows: 

det(𝑅𝜙 −  𝜆𝛪) = 0 ⟹ det [
cos𝜙 − 𝜆 − sin 𝜙
sin 𝜙 cos𝜙 − 𝜆

] = 0 

Which yields: 

(cos𝜙 − 𝜆)2 + sin2𝜙 = 0 

𝜆2 − 2𝜆 cos𝜙 + cos2𝜙 + sin2𝜙 = 𝜆2 − 2𝜆 cos𝜙 + 1 = 0 

𝜆 =  cos𝜙  ± √𝑐𝑜𝑠2𝜙 − 1 =  cos𝜙  ± 𝑖 sin𝜙 =  𝑒±𝑖𝜙 

So, from the Grover rotation matrix, we proved that the Grover operator has a 

corresponding eigenvalue 𝑒±𝑖𝜙. The eigenvalue 𝑒±𝑖𝜙 is used to derive the quantum 
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counting formulas and quantum walk formulas. A simple calculation shows that two 

independent eigenvectors for this matrix are:  

[
𝑖
1
] , [
−𝑖
1
] 

Proof 

(𝑅𝜙 −  𝜆𝛪)�⃗⃗� = 0 → [
cos𝜙 − 𝜆 − sin 𝜙
sin 𝜙 cos𝜙 − 𝜆

] [
𝑣1
𝑣2
] = 0 

Let’s first find the eigenvectors corresponding to the eigenvalue  𝜆 = cos𝜙 + 𝑖 sin 𝜙 

[
−𝑖 sin 𝜙 − sin𝜙
sin𝜙 −𝑖 sin 𝜙

] [
𝑣1
𝑣2
] = 0 → {

−𝑖𝑣1 sin 𝜙 − 𝑣2 sin 𝜙 = 0 
𝑣1 sin 𝜙 − 𝑖𝑣2 sin𝜙 = 0 

→ {
−𝑖𝑣1 − 𝑣2 = 0 
𝑣1 − 𝑖𝑣2 = 0 

 

If 𝑣2 = 1 𝑡ℎ𝑒𝑛 𝑣1 =  𝑖 

[
𝑣1
𝑣2
] =  [

𝑖
1
] 

Also, if 𝜆 = cos𝜙 − 𝑖 sin 𝜙 then  

[
𝑣1
𝑣2
] =  [

−𝑖
1
] 

The Grover operator has a corresponding eigenvalue 𝑒±𝑖𝜙with two independent 

eigenvectors [
𝑖
1
] , [
−𝑖
1
]. The eigenvectors are expressed in the |α⟩ and |ω⟩ vectors basis: 

|𝜓+⟩ =  
1

√2
|α⟩ + 

𝑖

√2
|ω⟩ 

|𝜓−⟩ =  
1

√2
|α⟩ − 

𝑖

√2
|ω⟩ 
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Using both equations for the eigenvectors:  

|𝜓⟩ =
1

√𝑁
∑|𝑥⟩

𝑁−1

𝑥=0

 

|𝜓⟩ =  𝑒𝑖𝜙
1

√2
|𝜓+⟩ + 𝑒

−𝑖𝜙
1

√2
|𝜓−⟩   

|𝜓⟩ is an equally weighted superposition of eigenvectors for 𝐺 having eigenvalues 

𝑒𝑖𝜙 and 𝑒−𝑖𝜙 . 

Grover's search technique can be represented in different ways, such as a matrix, a 

geometric angle rotation, and an algebraic formulation with eigenvectors and 

eigenvalues. However, in all variations of representations, the Grover's algorithm consists 

of the following steps: 

• Initialize a uniform superposition by applying the Hadamard gate. 

• Apply an oracle to recognize the solution. This step is called phase inversion. 

• Apply diffusion operation to amplify the amplitude of solution states. The 

oracle and diffusion operations are repeated 𝑂(√𝑁) times. 

• Apply measurement operators.  

3.7 Type of oracles and their implementation  

The oracle design is the main part of Grover’s search algorithm, such that any real 

problem implementation needs a unique quantum oracle design. There are two types of 

oracles: Phase oracle and Boolean oracle [51]. 
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Phase oracle: Recall the goal of the oracle, if the oracle recognizes an element as the 

solution, then the phase of the desired state is inverted. A phase oracle can be constructed 

by 𝑍 gate or a controlled- 𝑍 gate. If the 𝑍 gate is applied to the |0⟩ state, then there is no 

change in the phase of the |0⟩ state, but if the 𝑍 gate is applied to the |1⟩ state, then the 

phase of the |1⟩ state is inverted. The phase oracle applies a phase to mark the solution 

states. There is no need for ancilla qubit to store the result of oracle. Also, there is no 

need to mirror the phase oracle since it’s using only the 𝑍 gate or a controlled- 𝑍 gate. 

𝑍|0⟩ =  |0⟩ 

𝑍|1⟩ =  −|1⟩ 

Boolean oracle: the phase oracle is difficult to construct for the practical applications 

of Grover’s search algorithm. In the Boolean oracle, if the function of the oracle is not 

reversible, we use ancilla qubits to make the function reversible. Also, the result yes/no 

of the Boolean oracle is stored in one ancilla qubit. The Boolean oracle can be 

constructed by NOT, CNOT, SWAP, and multi-Toffoli gates. After the final result is 

completed, the Boolean oracle needs to mirror for each computation to get the original 

input because of the reversibility principle.   

In the literature, there are many different diffusor operator designs [32, 259-266] that 

are used for Boolean oracle. The oracle output is used as a control for the diffusor 

operator in [266] and similar to Grover’s diffusor used in Quantum Walk algorithm in 

[32], as can be seen in Figure 3.11. The diffusor operator proposed in [261] is used with 

phase kickback so that the output of the oracle is applied as a control to an ancilla qubit 
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and then applied to the Z gate operation, as can be seen in Figure 3.12. We have verified 

the diffusor operator in Figure 3.11 by manual and QISKIT simulation. Also, we verified 

the diffusor operator proposed in [261] after we changed the multi-controlled Toffoli gate 

to a multi-controlled Z gate (Z gate is the native gate used for the diffusor of the phase 

oracle) in Figure 3.12. 

 

Figure 3.11 Grover schematic for Boolean oracle with diffusor operator from [266] 

 

Figure 3.12 Grover schematic for Boolean oracle with modified diffusor operator from [261] 
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|1⟩ state in Figure 3.12 is a base state that is not equal to 1. In the case of simulation 

or manual verification, it should initialize as a base state, not as zero applied with NOT 

gate. 

Example of phase oracle: suppose we are given 3 qubits, and we need to recognize 

010 and 110 as marked solutions from 000, 001,⋯ , 111.  

The oracle in Figure 3.13 is a phase oracle to recognize the 010 and 110 with stander 

diffusion.  

 

Figure 3.13 Phase oracle in Grover algorithm. 

Let start to analyze step by step from 𝜓0 to 𝜓7 in Figure 3.13:  

The initial state is |𝜓0⟩ = |000⟩ 

Apply the Hadamard gate to create the superposition states.  

|𝜓1⟩ = 𝐻|0⟩ 𝐻|0⟩ 𝐻|0⟩ =
1

√2
(|0⟩ + |1⟩)

1

√2
(|0⟩ + |1⟩)

1

√2
(|0⟩ + |1⟩)

1

√2
(|0⟩ + |1⟩) 

=
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩) 
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Apply oracle operation such that 𝑍 and controlled-𝑍 gates are applied 1 and 2 qubits on 

|𝜓1⟩. This means flipping the sign for only |010⟩ and |110⟩ states. 

|𝜓2⟩ =
1

√8
(|000⟩ + |001⟩ − |010⟩ + |011⟩ + |100⟩ + |101⟩−|110⟩ + |111⟩) 

Apply the Hadamard gates to each state in |𝜓2⟩ 

𝐻⨂3|000⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩) 

𝐻⨂3|001⟩ =
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩) 

−𝐻⨂3|010⟩ = −
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩

− |111⟩) 

𝐻⨂3|011⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩) 

𝐻⨂3|100⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ − |110⟩ − |111⟩) 

𝐻⨂3|101⟩ =
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩) 

−𝐻⨂3|110⟩ = −
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩

+ |111⟩) 

𝐻⨂3|111⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩) 
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Adding all the states we get: 

|𝜓3⟩ =
1

2
(|000⟩ − |001⟩ + |010⟩ + |011⟩) 

Applying the 𝑋 gates to |𝜓3⟩ 

|𝜓4⟩ =
1

2
(|111⟩ − |110⟩ + |101⟩ + |100⟩) 

Apply a 2-qubit controlled-𝑍 gate between the 1, 2 (controls) qubits and qubit 3 (target). 

This operation flips the sign of |111⟩ state: 

|𝜓5⟩ =
1

2
(−|111⟩ − |110⟩ + |101⟩ + |100⟩) 

Apply the 𝑋 gates to |𝜓5⟩ 

|𝜓6⟩ =
1

2
(−|000⟩ − |001⟩ + |010⟩ + |011⟩) 

Apply the Hadamard gates to |𝜓6⟩ 

−𝐻⨂3|000⟩ = −
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩

+ |111⟩) 

−𝐻⨂3|001⟩ = −
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩

− |111⟩) 

𝐻⨂3|010⟩ =
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩) 
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𝐻⨂3|011⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩) 

Adding all the states we get: 

|𝜓7⟩ =
1

√2
(−|010⟩ − |110⟩) 

Finally, the three qubits are measured to retrieve states |010⟩ and |110⟩. This 

example represents the case of two solutions. It is needed only to run one iteration for the 

Grover operator since there are two solution states out of eight possible states. 

Example of a Boolean oracle: Suppose we are given a SAT Boolean function 𝑓 =

𝑥1 + 𝑥2𝑥3. Let’s design a traditional oracle circuit as can be seen in Figure 3.14 and 

apply it to Grover’s search algorithm. 

 

Figure 3.14 Oracle design of 𝑓 = 𝑥1 + 𝑥2𝑥3 

Let’s solve without relying on the simulation that we start from 𝜑1to 𝜑10 step by step 

as it shows in Figure 3.15. In this example, we use the diffuser operator in Figure 3.11. 

Also, it can be used with the other diffuser in Figure 3.12.  The initial value of 𝑥1𝑥2𝑥3 =

000. 
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Figure 3.15 Oracle design 𝑓 = 𝑥1 + 𝑥2𝑥3 with diffusor operator from [266] 

|𝜑1⟩ =  |000001⟩ 

|𝜑2⟩ = 𝐻|0⟩𝐻|0⟩𝐻|0⟩|001⟩ =
1

√2
(|0⟩ + |1⟩)

1

√2
(|0⟩ + |1⟩

1

√2
(|0⟩ + |1⟩)|001⟩ 

|𝜑2⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩)|001⟩ 

|𝜑3⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩)|000⟩ +

1

√8
(|011⟩ + |100⟩ + |101⟩ + |110⟩

+ |111⟩)|001⟩ 

The 𝑓 value is 0 or 1 depending on the oracle result in |𝜑3⟩. This can be verified 

manually. 

𝑓 = 0 ⟹ |000⟩, |001⟩, |010⟩ 

|𝜑3⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩)|000⟩ 
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𝑓 = 1 ⟹ |011⟩, |100⟩, |101⟩, |110⟩, |111⟩ 

|𝜑3⟩ =
1

√8
(|011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩)|001⟩ 

Apply the Hadamard gate operation to each state.  

𝐻⨂3|000⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩) 

𝐻⨂3|001⟩ =
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩) 

𝐻⨂3|010⟩ =
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩) 

𝐻⨂3|011⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩) 

𝐻⨂3|100⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ − |110⟩ − |111⟩) 

𝐻⨂3|101⟩ =
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩) 

𝐻⨂3|110⟩ =
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩) 

𝐻⨂3|111⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩) 

𝑓 = 0:  

|𝜑4⟩ apply three Hadamard operation.  
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|𝜑4⟩ =
1

√8
(𝐻⨂3|000⟩ + 𝐻⨂3|001⟩ + 𝐻⨂3|010⟩)|000⟩ = 

1

8
{|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩ 

+|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩ 

+|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩} |000⟩ 

=
1

8
{3|000⟩ + |001⟩ + |010⟩ − |011⟩ + 3|100⟩ + |101⟩ + |110⟩ − |111⟩} |000⟩ 

Apply the 𝑋 gate to 𝑓 the last qubit. 

|𝜑5⟩ =  
1

8
{3|000⟩ + |001⟩ + |010⟩ − |011⟩ + 3|100⟩ + |101⟩ + |110⟩ − |111⟩} |001⟩ 

Apply three 𝑋 gate operation: 

|𝜑6⟩ =  
1

8
{3|111⟩ + |110⟩ + |101⟩ − |100⟩ + 3|011⟩ + |010⟩ + |001⟩ − |000⟩} |001⟩ 

Apply the 𝑍 gate operation that flips the sign of  |111⟩ state. 

|𝜑7⟩ =  
1

8
{−3|111⟩ + |110⟩ + |101⟩ − |100⟩ + 3|011⟩ + |010⟩ + |001⟩

− |000⟩} |001⟩ 

Apply three 𝑋 gate operation: 

|𝜑8⟩ =  
1

8
{−3|000⟩ + |001⟩ + |010⟩ − |011⟩ + 3|100⟩ + |101⟩ + |110⟩

− |111⟩} |001⟩ 



62 
 

Apply 𝑋 gate on 𝑓 the last qubit.  

|𝜑9⟩ =  
1

8
{−3|000⟩ + |001⟩ + |010⟩ − |011⟩ + 3|100⟩ + |101⟩ + |110⟩

− |111⟩} |000⟩ 

Apply Hadamard gate operation.  

|𝜑9⟩ =  
1

8
{−3𝐻⨂3|000⟩ + 𝐻⨂3|001⟩ + 𝐻⨂3|010⟩ − 𝐻⨂3|011⟩ + 𝐻⨂33|100⟩

+ 𝐻⨂3|101⟩ + 𝐻⨂3|110⟩ − 𝐻⨂3|111⟩} |000⟩ 

|𝜑10⟩ =  
1

8√8
{−3|000⟩ − 3|001⟩ − 3|010⟩ − 3|011⟩ − 3|100⟩ − 3|101⟩ − 3|110⟩

− 3|111⟩ 

+|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩ 

+|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩ 

−|000⟩ + |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩ 

+3|000⟩ +  3|001⟩ + 3|010⟩ + 3|011⟩ − 3|100⟩ − 3|101⟩ − 3|110⟩ − 3|111⟩ 

+|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩ 

+|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩ 

−|000⟩ + |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩}|000⟩ 

|𝜑10⟩ =
1

8√8
{2|000⟩ + 2|001⟩ + 2|010⟩ − 6|011⟩ − 6|100⟩ − 6|101⟩ − 6|110⟩ −

6|111⟩}|000⟩ 
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Let’s look the second case when 𝑓 = 1 in |𝜑3⟩ 

|𝜑4⟩ apply Hadamard operation.  

|𝜑4⟩ =
1

√8
(𝐻⨂3|011⟩ + 𝐻⨂3|100⟩ + 𝐻⨂3|101⟩ + 𝐻⨂3|110⟩ + 𝐻⨂3|111⟩)|001⟩ 

=
1

8
{|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩ 

+|000⟩ + |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ − |110⟩ − |111⟩ 

+|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩ 

+|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩ 

+|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩ 

}|001⟩ 

=
1

8
{6|000⟩ − |001⟩ − |010⟩ + |011⟩ − 3|100⟩ − |101⟩ − |110⟩ + |111⟩} |001⟩ 

Apply 𝑋 gate in the last qubit for 𝑓 

|𝜑5⟩ =
1

8
{6|000⟩ − |001⟩ − |010⟩ + |011⟩ − 3|100⟩ − |101⟩ − |110⟩ + |111⟩} |000⟩ 

Apply three 𝑋 gate operation: 

|𝜑6⟩ =
1

8
{6|111⟩ − |110⟩ − |101⟩ + |100⟩ − 3|011⟩ − |010⟩ − |001⟩ + |000⟩} |000⟩ 

Apply 𝑍 gate operation but the 𝑓 value is 0 which controlled the 𝑍 gate, so no sign 

change for the |111⟩ 
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|𝜑7⟩ =
1

8
{6|111⟩ − |110⟩ − |101⟩ + |100⟩ − 3|011⟩ − |010⟩ − |001⟩ + |000⟩} |000⟩ 

Apply three 𝑋 gate operation: 

|𝜑8⟩ =
1

8
{6|000⟩ − |001⟩ − |010⟩ + |011⟩ − 3|100⟩ − |101⟩ − |110⟩ + |111⟩} |000⟩ 

Apply 𝑋 gate on 𝑓 the last qubit. 

|𝜑9⟩ =
1

8
{6|000⟩ − |001⟩ − |010⟩ + |011⟩ − 3|100⟩ − |101⟩ − |110⟩ + |111⟩} |001⟩ 

Apply the Hadamard gate operation.  

|𝜑10⟩ =
1

8
{𝐻⨂36|000⟩ − 𝐻⨂3|001⟩ − 𝐻⨂3|010⟩ + 𝐻⨂3|011⟩ − 3𝐻⨂3|100⟩

− 𝐻⨂3|101⟩ − 𝐻⨂3|110⟩ + 𝐻⨂3|111⟩} |001⟩ 

=
1

8√8
{6|000⟩ +  6|001⟩ + 6|010⟩ + 6|011⟩ + 6|100⟩ + 6|101⟩ + 6|110⟩ + 6|111⟩ 

−|000⟩ + |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩ 

−|000⟩ − |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩ 

+|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩ 

−3|000⟩ − 3 |001⟩ − 3|010⟩ − 3|011⟩ + 3|100⟩ + 3|101⟩ + 3|110⟩ + 3|111⟩ 

−|000⟩ + |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩ 

−|000⟩ − |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩ 

+|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩ 
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}|001⟩ 

|𝜑10⟩ =
1

8√8
{|000⟩ + |001⟩ + |010⟩ + 9|011⟩ + 9|100⟩ + 9|101⟩ + 9|110⟩ +

9|111⟩}|001⟩ 

Finally, the measurement is applied to the input value for 𝑥1𝑥2𝑥3 from both |𝜑10⟩ for the 

two cases 𝑓 = 0 and 𝑓 = 1  

1

8√8
{2|000⟩ + 2|001⟩ + 2|010⟩ − 6|011⟩ − 6|100⟩ − 6|101⟩ − 6|110⟩ − 6|111⟩} + 

1

8√8
{|000⟩ + |001⟩ + |010⟩ + 9|011⟩ + 9|100⟩ + 9|101⟩ + 9|110⟩ + 9|111⟩} 

The easy way to understand the measurement is by adding the absolute value of the 

coefficient of each state and then apply squaring: 

|000⟩ = (|
2

8√8
| + |

1

8√8
|)
2

=
5

512
 

|001⟩ = (|
2

8√8
| + |

1

8√8
|)
2

=
5

512
 

|010⟩ = (|
2

8√8
| + |

1

8√8
|)
2

=
5

512
 

|011⟩ = (|−
6

8√8
| + |

9

8√8
|)
2

=
117

512
 

|100⟩ = (|−
6

8√8
| + |

9

8√8
|)
2

=
117

512
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|101⟩ = (|−
6

8√8
| + |

9

8√8
|)
2

=
117

512
 

|110⟩ = (|−
6

8√8
| + |

9

8√8
|)
2

=
117

512
 

|111⟩ = (|−
6

8√8
| + |

9

8√8
|)
2

=
117

512
 

As can be seen, these states |011⟩, |100⟩, |101⟩, |110⟩, |111⟩ have a high probability, 

such that 𝑓 = 1 from the oracle in |𝜑3⟩. Also, these state |000⟩, |001⟩, |010⟩ have a low 

probability, such that 𝑓 = 0 from the oracle in |𝜑3⟩. Thus, 

|011⟩, |100⟩, |101⟩, |110⟩, |111⟩ states with the high probability are the solutions and can 

be verified by simple truth table in Table 3.1.  

Table 3.1 Truth table 𝑓 = 𝑥1 + 𝑥2𝑥3 

𝑥1𝑥2𝑥3 𝑥1 + 𝑥2𝑥3 
000 0 

001 0 

010 0 

011 1 

100 1 

101 1 

110 1 

111 1 

 

Let solve 𝑓 = 𝑥1 + 𝑥2𝑥3 with different diffusor as in Figure 3.16.  The initial value of 

𝑥1𝑥2𝑥3 = 000 
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Figure 3.16 Oracle 𝑓 = 𝑥1 + 𝑥2𝑥3 with modified diffusor operator from [261] 

|𝜑1⟩ =  |000001⟩ 

|𝜑2⟩ apply Hadamard gates.  

|𝜑2⟩ = 𝐻|0⟩𝐻|0⟩𝐻|0⟩|001⟩𝐻|1⟩ =
1

√2
(|0⟩ + |1⟩)

1

√2
(|0⟩ + |1⟩)

1

√2
(|0⟩ +

|1⟩)|001⟩
1

√2
(|0⟩ − |1⟩)  

|𝜑2⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ +

|111⟩)|001⟩
1

√2
(|0⟩ − |1⟩)  

Apply the oracle which gives the following values. 

|𝜑3⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩)|000⟩

1

√2
(|0⟩ − |1⟩) +

1

√8
(|011⟩ + |100⟩ + |101⟩ +

|110⟩ + |111⟩)|001⟩
1

√2
(|0⟩ − |1⟩)  

We get two values for 𝑓: 
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• 𝑓 = 0 for these value |000⟩ + |001⟩ + |010⟩ 

• 𝑓 = 1  for these value |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩ 

|𝜑4⟩ 
1

√2
(|0⟩ − |1⟩) is controlled by 𝑓 value that 

1

√2
(|0⟩ − |1⟩) changes only when  𝑓 = 1   

 𝑓 = 0 

|𝜑4⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩)|000⟩

1

√2
(|0⟩ − |1⟩) 

𝑓 = 1  

|𝜑4⟩ =
1

√8
(|011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩)|001⟩

1

√2
(|1⟩ − |0⟩) 

Apply the Hadamard gate operation for each state. 

𝐻⨂3|000⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩) 

𝐻⨂3|001⟩ =
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩) 

𝐻⨂3|010⟩ =
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩) 

𝐻⨂3|011⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩) 

𝐻⨂3|100⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ − |110⟩ − |111⟩) 

𝐻⨂3|101⟩ =
1

√8
(|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩) 
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𝐻⨂3|110⟩ =
1

√8
(|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩) 

𝐻⨂3|111⟩ =
1

√8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩) 

𝑓 = 0  

|𝜑4⟩ =
1

√8
(|000⟩ + |001⟩ + |010⟩)|000⟩

1

√2
(|0⟩ − |1⟩) 

|𝜑5⟩ apply three Hadamard gate operation. 

|𝜑5⟩ =
1

8
{(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩) 

+(|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩) 

+(|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩)}
1

√2
(|0⟩ − |1⟩) 

|𝜑5⟩ =
1

8
{3|000⟩ + |001⟩ + |010⟩ − |011⟩ + 3|100⟩ + |101⟩ + |110⟩

− |111⟩} |000⟩
1

√2
(|0⟩ − |1⟩) 

|𝜑6⟩ apply three 𝑋 gate operation. 

|𝜑6⟩ =
1

8
{3|111⟩ + |110⟩ + |101⟩ − |100⟩ + 3|011⟩ + |010⟩ + |001⟩

− |000⟩} |000⟩
1

√2
(|0⟩ − |1⟩) 
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|𝜑7⟩ is eqaul to |𝜑6⟩ because 𝑓 is eqaul to 0; the least significant qubit in |000⟩; 

therefore, 𝑍 gate is not performing any operation.    

|𝜑7⟩ =
1

8
{3|111⟩ + |110⟩ + |101⟩ − |100⟩ + 3|011⟩ + |010⟩ + |001⟩

− |000⟩} |000⟩
1

√2
(|0⟩ − |1⟩) 

|𝜑8⟩ apply three 𝑋 gate operation. 

|𝜑8⟩ =
1

8
{3|000⟩ + |001⟩ + |010⟩ − |011⟩ + 3|100⟩ + |101⟩ + |110⟩

− |111⟩} |000⟩
1

√2
(|0⟩ − |1⟩) 

|𝜑9⟩ apply three Hadamard gate operation. 

|𝜑9⟩ =
1

8
{3𝐻⨂3|000⟩ + 𝐻⨂3|001⟩ + 𝐻⨂3|010⟩ − 𝐻⨂3|011⟩ + 𝐻⨂33|100⟩

+ 𝐻⨂3|101⟩ + 𝐻⨂3|110⟩ − 𝐻⨂3|111⟩} |000⟩
1

√2
(|0⟩ − |1⟩) 

|𝜑9⟩ =  

=
1

8√8
{(3|000⟩ + 3|001⟩ + 3|010⟩ + 3|011⟩ + 3|100⟩ + 3|101⟩ + 3|110⟩ + 3|111⟩) 

+(|000⟩ − |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩) 

+(|000⟩ + |001⟩ − |010⟩ − |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩) 

+(−|000⟩ + |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩) 
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+(3|000⟩ +  3|001⟩ + 3|010⟩ + 3|011⟩ − 3|100⟩ − 3|101⟩ − 3|110⟩ − 3|111⟩) 

+(|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩) 

+(|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩) 

+(−|000⟩ + |001⟩ + |010⟩ − |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩)} |000⟩
1

√2
(|0⟩

− |1⟩) 

|𝜑9⟩ =
1

8√8
{8|000⟩ +  8|001⟩ + 8|010⟩} |000⟩

1

√2
(|0⟩ − |1⟩) 

|𝜑9⟩ =
1

√8
{|000⟩ + |001⟩ + |010⟩} |000⟩

1

√2
(|0⟩ − |1⟩) 

𝑓 = 1  

|𝜑4⟩ =
1

√8
(|011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩)|001⟩

1

√2
(|1⟩ − |0⟩) 

|𝜑5⟩ apply three Hadamard operation. 

|𝜑5⟩ =
1

8
(|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩) 

+(|000⟩ + |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ − |110⟩ − |111⟩) 

+(|000⟩ − |001⟩ + |010⟩ − |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩) 

+(|000⟩ + |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩) 
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+(|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩)}|001⟩
1

√2
(|1⟩

− |0⟩) 

|𝜑5⟩ =
1

8
(5|000⟩ − |001⟩ − |010⟩ + |011⟩ − 3|100⟩ − |101⟩ − |110⟩

+ |111⟩) |001⟩
1

√2
(|1⟩ − |0⟩) 

|𝜑6⟩ apply three 𝑋 operation. 

|𝜑6⟩ =
1

8
(5|111⟩ − |110⟩ − |101⟩ + |100⟩ − 3|011⟩ − |010⟩ − |001⟩

+ |000⟩) |001⟩
1

√2
(|1⟩ − |0⟩) 

In |𝜑7⟩,  
1

√2
(|1⟩ − |0⟩) will apply 𝑍 gate operation only when the first three qubits are 

equal to |111⟩ and always 𝑓 = 1 in this case. The value of 
1

√2
(|1⟩ − |0⟩) changes to 

1

√2
(−|1⟩ − |0⟩) because 𝑍 gate only changes the phase (sign) of |1⟩ state. Here the result 

will be: 

|𝜑7⟩ =
1

8
(5|111⟩)|001⟩

1

√2
(−|1⟩ − |0⟩) +

1

8
(− |110⟩ − |101⟩ + |100⟩ − 3|011⟩

− |010⟩ − |001⟩ + |000⟩) |001⟩
1

√2
(|1⟩ − |0⟩) 

|𝜑8⟩ apply three 𝑋 gate operation. 
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|𝜑8⟩ =
1

8
(5|000⟩)|001⟩

1

√2
(−|1⟩ − |0⟩) +

1

8
(− |001⟩ − |010⟩ + |011⟩ − 3|100⟩

− |101⟩ − |110⟩ + |111⟩) |001⟩
1

√2
(|1⟩ − |0⟩) 

|𝜑9⟩ apply three Hadamard gate operation. 

|𝜑9⟩  = (
5

8√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩

+ |111⟩) |001⟩
1

√2
(−|1⟩ − |0⟩)) 

+ 

1

8√8
{(−|000⟩ + |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ − |110⟩ + |111⟩) 

+(−|000⟩ − |001⟩ + |010⟩ + |011⟩ − |100⟩ − |101⟩ + |110⟩ + |111⟩) 

+(|000⟩ − |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ − |110⟩ + |111⟩) 

+(−3|000⟩ − 3 |001⟩ − 3|010⟩ − 3|011⟩ + 3|100⟩ + 3|101⟩ + 3|110⟩ + 3|111⟩) 

+(−|000⟩ + |001⟩ − |010⟩ + |011⟩ + |100⟩ − |101⟩ + |110⟩ − |111⟩) 

+(−|000⟩ − |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ − |110⟩ − |111⟩) 

+(|000⟩ − |001⟩ − |010⟩ + |011⟩ − |100⟩ + |101⟩ + |110⟩ − |111⟩)}|001⟩
1

√2
(|1⟩

− |0⟩) 
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|𝜑9⟩  = (
5

8√8
(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩

+ |111⟩) |001⟩
1

√2
(−|1⟩ − |0⟩))

+ (
1

8√8
{(−5|000⟩ − 5 |001⟩ − 5|010⟩ + 3|011⟩ + 3|100⟩ + 3|101⟩

+ 3|110⟩ + 3|111⟩)}|001⟩
1

√2
(|1⟩ − |0⟩)) 

To simplify 

1

√2
(−|1⟩ − |0⟩) =  −

1

√2
(|0⟩ + |1⟩) 

1

√2
(|1⟩ − |0⟩) = −

1

√2
(|0⟩ − |1⟩) 

Thus, we need to apply phase kickback which flips the sign of the input value: 

|𝜑9⟩  = (
5

8√8
(−|000⟩ − |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ − |110⟩

− |111⟩) |001⟩
1

√2
(|0⟩ + |1⟩))

+ (
1

8√8
{(5|000⟩ + 5 |001⟩ + 5|010⟩ − 3|011⟩ − 3|100⟩ − 3|101⟩

− 3|110⟩ − 3|111⟩)}|001⟩
1

√2
(|0⟩ − |1⟩)) 

The final result is the combination of 𝑓 = 0 and 𝑓 = 1 



75 
 

𝑓 = 0 ⇒ 

|𝜑9⟩ =
1

√8
{|000⟩ + |001⟩ + |010⟩} |000⟩

1

√2
(|0⟩ − |1⟩) 

𝑓 = 1 ⇒ 

|𝜑9⟩  = (
5

8√8
(−|000⟩ − |001⟩ − |010⟩ − |011⟩ − |100⟩ − |101⟩ − |110⟩

− |111⟩) |001⟩
1

√2
(|0⟩ + |1⟩))

+ (
1

8√8
{(5|000⟩ + 5 |001⟩ + 5|010⟩ − 3|011⟩ − 3|100⟩ − 3|101⟩

− 3|110⟩ − 3|111⟩)}|001⟩
1

√2
(|0⟩ − |1⟩)) 

To find a coefficient for each state, because of phase kickback, we add coefficients and 

normalized for both 𝑓 = 0 and 𝑓 = 1 in |𝜑9⟩: 

|000⟩ = |001⟩ = |010⟩ =

1

√8
+

5

8√8
−

5

8√8

√|
1

√8
|
2

+ |
5

8√8
|
2

+ |−
5

8√8
|
2

=

1

√8

√114
512

=
1

√8
× √

512

114

= 0.75 
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|011⟩ = |100⟩ = |101⟩ = |110⟩ = |111⟩ =

−
5

8√8
−

3

8√8

√|−
5

8√8
|
2

+ |−
3

8√8
|
2

=

−
1

√8

√ 34
512

= −
1

√8
× √

512

34
= −1.37 

The final value will be: 

0.75|000⟩ + 0.75 |001⟩ + 0.75|010⟩ − 1.37|011⟩ − 1.37|100⟩ − 1.37|101⟩

− 1.37|110⟩ − 1.37|111⟩ 

The measurement of each state is square root of the corresponding coefficient for each 

state. Recall 𝑓 has two values: 𝑓 = 0 for non-solution states and 𝑓 = 1 for solution 

states: 

𝑓 = 0 ⇒ |000⟩, |001⟩, |010⟩ 

𝑓 = 1 ⇒ |011⟩, |100⟩, |101⟩, |110⟩, |111⟩ 

As can be seen, the square root of the corresponding coefficient for each value of 𝑓 = 1 

is |−1.37|2 while 𝑓 = 0 is |0.75|2. The solutions of the Boolean function 𝑓 = 𝑥1 + 𝑥2𝑥3 

are all values |011⟩, |100⟩, |101⟩, |110⟩, and |111⟩ that have high probability. Also, these 

values |000⟩, |001⟩, and |010⟩ are non-solutions with low probability. 

3.8 Applications of Grover’s Algorithm 

The Grover’s algorithm has many applications and is also used as a subroutine or a 

building block in other modern quantum algorithms. Database search is one of the most 
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significant applications in science and engineering and has many applications in real-

world problems. In Grover's original paper, the algorithm was referred to as a database 

search algorithm; however, the fundamental concepts of Grover’s algorithm are 

applicable in various fields such as cryptography, data mining, machine learning, and 

constraint satisfaction and optimization problems [55]. In theory, every discrete 

constraint satisfaction problem can be solved using Grover search algorithm. In addition, 

every discrete optimization problem can be reduced to several calls of Grover’s 

algorithm.  

3.8.1 Cryptography 

Quantum computers can be used to break cryptographic schemes using Grover's 

algorithm. There are many different quantum oracle designs presented in [52, 53, 54, 56] 

for symmetric cryptography, that the block cipher can be implemented as a quantum 

oracle to recover the key from the given ciphertext. A block cipher is a method of 

encrypting plaintext (unencrypted data) with a secret key (also known as a cipher key) to 

produce ciphertext (encrypted data) using a cryptographic algorithm. Grover's algorithm 

can be used to identify the secret key by going through all possible binary keys, assuming 

that the block cipher was implemented on quantum computers. Grover's algorithm can be 

used to attack the Advanced Encryption Standard (AES) algorithm, which will accelerate 

the process of finding the encrypted key. 

3.8.2 Quantum machine learning 

Many machine algorithms classify data in high-dimensional vector spaces, which take 

polynomial time depending on the data size. Quantum machine learning algorithms [59, 
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60] can provide an exponential speed-up over classical algorithms, such that quantum 

machine learning can take logarithmic time to classify data in high-dimensional vector 

spaces. Many machine learning algorithms [58] are proposed to use Grover’s algorithm 

as their subroutine. 

3.8.3 K-medians 

K-medians clustering based on Grover’s algorithm was proposed [57]. The k-medians 

algorithm aims to partition a given dataset into k clusters by minimizing the distance 

between each data point belonging to a cluster and its closest cluster center of the actual 

point of the dataset. Grover's algorithm is used to locate the median in a cluster. 

3.8.4 K-means 

k-means clustering assigns a given dataset into k clusters, and each cluster has a virtual 

centroid center that corresponds to the average distance that belongs to each cluster. The 

goal is to minimize the average distance to the centroid of the cluster. The Grover’s-

based algorithm [58, 61] is used to determine the index of the cluster centroid and assign 

vectors to the closest centroids. 

3.8.5 Reinforcement Learning 

Reinforcement learning is a machine learning method in which an agent learns from a 

sequence of actions, it rewards desired behaviors, and punishes negative behaviors. 

Grover’s search algorithm for reinforcement learning [62, 63] is used to find sequences of 

actions that lead to high rewards by improving the decision rules. For each Grover 

iteration, the amplitude of the given state represents the reward value, such that the good 

actions are amplified. 



79 
 

There are other machine learning algorithms based on Grover’s search algorithm, 

such as quantum support vector machines [64], quantum neural networks [65], and 

quantum K-Nearest-Neighbor [66], and there are still other potential machine learning 

algorithms. 

3.8.6 Constraint satisfaction and optimization problems 

Combinatorial optimization problems require exhaustive search, and many of them are 

NP-hard problems that can be improved at runtime by using Grover’s search algorithm. 

The goal of constraint satisfaction is to find a set of solutions that satisfy a set of 

constraints, while optimization is to find the best solution from the possible solutions. 

There are many constraint satisfaction and optimization problems that can be solved 

using Grover’s algorithm, such as graph coloring [67], maximum clique [68], maximum 

cut [69], and maximum independent set [70]. 
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4 QUANTUM ALGORITHM FOR VARIANT SATISFIABILITY AND 

MAXIMUM SATISFIABILITY 

Chapter 4 

Quantum Algorithm for Variant Satisfiability and Maximum Satisfiability 
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In this Chapter, we proposed a novel quantum algorithm for the maximum satisfiability 

problem. Satisfiability (SAT) is to find the set of assignment values of input variables for 

the given Boolean function that evaluates this function as TRUE or proves that such 

satisfying values do not exist. For a POS SAT problem, we proposed a novel quantum 

algorithm for the maximum satisfiability (MAX-SAT), which returns the maximum 

number of OR terms that are satisfied for the SAT-unsatisfiable function, providing us 

with information on how far the given Boolean function is from the SAT satisfaction. We 

used Grover ’s algorithm with a new block called quantum counter in the oracle circuit. 

The proposed circuit can be adapted for various forms of satisfiability expressions and 

several satisfiability-like problems. Using the quantum counter and mirrors for SAT 

terms reduces the need for ancilla qubits and realizes a large Toffoli gate that is then not 

needed. Our circuit reduces the number of ancilla qubits for the terms 𝑇 of the Boolean 

function from 𝑇 of ancilla qubits to ≈ ⌈log2 𝑇⌉ + 1. We analyzed and compared the 

quantum cost of the traditional oracle design with our design which gives a low quantum 

cost. 

4.1 Introduction 

4.1.1 Satisfiability 

The satisfiability (SAT) problem for a given Boolean function is the problem of 

determining if there exists a set of assignment values of input variables for the given 

Boolean function that evaluates this function to TRUE. Boolean or propositional-logic 

expressions are formed using operators AND, OR, EXOR, and NOT from input 

variables. Satisfiability expression (circuit) is often expressed as a product-of-sum (POS) 
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form. POS is a logical ANDs of OR terms, where each OR term is an inclusive sum of 

literals. For instance, the POS SAT function 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 

is satisfiable because when 𝑐 = 1 and either 𝑎 or 𝑏 is equal to 1, then 𝑓(𝑎, 𝑏, 𝑐) evaluates 

to 1. Another example, 𝑓(𝑎, 𝑏) = (𝑎 + 𝑏)(�̅� + �̅�)(�̅� + 𝑏)(𝑎 + �̅�)  is not satisfiable 

because no binary assignment of values for variables a and b, 𝑓(𝑎, 𝑏) would evaluate to 

1. 

Satisfiability problems have a wide range of applications, such as model checking in 

electronic design automation (EDA) [71], automatic test pattern generation (ATPG) [72], 

software and hardware verification [73], and circuit design [74]. Satisfiability problems 

also have many applications in Artificial Intelligence [75], robotics, and electronic 

design. Based on Cook’s theorem [76], satisfiability is an NP-complete problem. Solving 

a satisfiability problem involving many variables and terms using traditional algorithms 

is computationally expensive. 

4.1.2 Maximum Satisfiability 

Maximum satisfiability (MAX-SAT) is an optimization version of the SAT problem. 

MAX-SAT finds the maximum number of constraints of a given Boolean function that 

are satisfied. Suppose a Boolean function in the POS form contains thousands of sum 

(OR) terms (also called clauses). The MAX-SAT problem is to examine the maximum 

number of terms that are satisfied. For example, 𝑓(𝑎, 𝑏, 𝑐,… , 𝑁) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� +

𝑐)(𝑏 + 𝑐)… (. . , … ) = 1. The function 𝑓 is true for a binary assignment of values to 

variables 𝑎, 𝑏, 𝑐,… , 𝑁 for which all terms are true. This is the SAT satisfiability. In 
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contrast, the goal of MAX-SAT is not only to find the decision satisfied/unsatisfied 

(yes/no) but also to provide the maximum number of terms (clauses) that are satisfied 

with the actual satisfying assignment values for the variables in case the formula is not 

SAT satisfiable. The MAX-SAT is considered to be an NP-hard problem [77].  

There are several extensions and modifications to the MAX-SAT problem formulated 

as above. For instance, sometimes not all constraints of a problem can be satisfied, but 

some of them must be satisfied. In such a case, MAX-SAT constraints can be divided 

into two sets of clauses:  

• Hard clauses: The constraints that must be satisfied.  

• Soft clauses: The constraints that may or may not be satisfied, but we want to 

satisfy as many as possible.  

There are three main variants of MAX-SATs [78,79]:  

1. Weighted MAX-SAT: Each clause has an associated weight cost, and the 

objective is to maximize the sum of the weights of the satisfied clauses.  

2. Partial MAX-SAT: Finds the assignment values for the variables that must be 

satisfied for all hard clauses and must be maximized on the soft clauses.  

3. Weighted partial MAX-SAT is a combination of the partial and weighted MAX-

SAT. 

The applications of these different variants will be discussed in the next section. 
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4.2 Related Work 

4.2.1 Maximum Satisfiability Applications 

There are many optimization problems and real-world applications that can be encoded to 

MAX-SAT. Some of the successful applications used for MAX-SAT are data analysis 

and machine learning, planning and scheduling, verification and security, bioinformatics, 

and combinatorial optimization [78]. We will briefly discuss some of these applications. 

4.2.1.1 Data Analysis and Machine Learning 

MAX-SAT has been used in many problems in Data Analysis, Artificial Intelligence (AI) 

and Machine Learning [80]. Correlation clustering is a well-studied problem in data 

analysis and AI in which data are divided into subgroups in a meaningful way. 

Discovering an optimal way of making such a division is a computational challenge. 

There are many approaches to find the optimal clustering, including a greedy local-search 

and approximation algorithms, which cannot find optimal clusterings. Solving exact 

formulations of the correlation clustering as MAX-SAT based approach leads to cost-

optimal correlation clustering [81]. Bayesian Network Structure Learning (BNSL) is a 

computationally hard problem of finding a directed acyclic graph structure that optimally 

describes a given data structure. These problems use learning that can be based on 

probabilistic or exact inference methods. Using MAX-SAT as exact inference has been 

shown to yield a competitive approach to learning optimal bounded tree-width Bayesian 

network structures (BTW-BNSL) [82]. There are many other AI applications and data 

analysis approaches formulated as MAX-SAT, including causal structure discovery [83], 

and deriving interpretable classification rules [84]. 
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4.2.1.2 Planning and Scheduling 

MAX-SAT can be applied in linear temporal logic (LTL) specifications for robotic 

motion planning and control of autonomous systems. Suppose that we want to design a 

controller for a robotic museum guide; the robot has to give a tour of the exhibitions in a 

specific order, which constitutes the hard specification. Preferably, it also avoids certain 

locations, such as the staff’s office, the library, or the passage when it is occupied. These 

preferences are encoded in the soft specifications [85]. This is an example of a partial 

MAX-SAT formulation. There are other planning problems that can be encoded as 

MAX-SAT for cost-optimal planning [86,87].  

Scheduling problems are well-known problems that appear in various contexts, 

including health care, airlines, transportation services, and various financial and money 

transfer problems in organizations. These scheduling problems can be encoded as a 

weighted partial MAX-SAT problem [88].  

4.2.1.3 Verification and Security 

Functional verification tasks dominate the effort of contemporary VLSI and SoC design 

cycles. A major step of functional verification is design debugging, which determines the 

root cause of failed verification tasks such as simulation or equivalence checking. The 

MAX-SAT formulation is used as a pre-processing step to construct a highly optimized 

debugging framework [89–91]. One of the techniques for debugging both hardware and 

software is fault localization, where the goal is to pinpoint the localization of bugs. Fault 

localization is performed using the MAX-SAT approach to reduce and improve 

automation for error localization, which can speed up the debugging process [92,93]. 
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MAX-SAT has many applications in security. Starting with solving the user 

authorization query problem [94], reconstructing AES key schedule images [95], 

detecting hardware Trojans [96], and malware detection [97]. 

4.2.1.4 Bioinformatics 

MAX-SAT has many applications in the bioinformatics field, such as cancer therapy, 

finding the optimal set of drugs to fix or rectify the fault areas of the gene regulatory 

network [98], modeling biological networks and checking their consistency [99], finding 

the maximum similarity between RNA sequences [100] and finding the minimum-

cardinality set of haplotypes that explains a given set of genotypes [101]. 

4.2.1.5 Combinatorial Optimization Problems 

Combinatorial optimization problems are widely studied in fundamental academic 

research and in solving real-life problems. Many of these problems are NP-hard, where 

an exhaustive search is not tractable. For instance, MAX-SAT has been used to encode 

and solve such problems as the Max-Clique problem [102–104], given a group of vertices 

and edges. The maximal clique is the largest subset of vertices in which each point is 

directly connected to every other vertex in the subset.  

Other applications within this domain that have been encoded into MAX-SAT consist 

of determining the Treewidth of a graph [105] and finding solutions for the maximum 

quartet consistency problem [106]. 
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4.2.2 Classical Algorithm for Maximum Satisfiability Problem  

There are many classical algorithms for solving MAX-SAT problems: exact algorithms, 

stochastic local search algorithms [107–109], evolutionary algorithms [110,111], and 

hybrids of local search and evolutionary algorithms [112,113]. Exact algorithms are often 

used for small or medium size problems that can be easily verified as satisfied or 

unsatisfied. The exact algorithms are based on the Davis–Putnam–Logemann–Loveland 

algorithm (DPLL) [114], an example being the Branch-and-Bound algorithm [115,116] 

which represents the search space of all possible value assignments to variables as a 

search tree. Branch-and-Bound explores the branch of the tree and creates new formulas 

with partial assignments in the internal nodes until the solution is found. The solution is 

stored in the leaf nodes, which are bound to prevent unnecessary branches. Large size 

problems use stochastic local search algorithms and evolutionary algorithms which can 

potentially provide a high-quality solution [112,117]. 

4.2.3 Quantum Algorithms for Maximum Satisfiability Problem 

MAX-SAT is an NP-hard problem and is one of the most widely studied optimization 

problems in classical algorithms. These NP-hard problems can be potentially solved by 

quantum algorithms which would offer significant improvements over the classical 

algorithms, assuming the existence of quantum computers with sufficiently many qubits. 

There is some active research to solve the SAT and MAX-SAT problems using the 

currently available quantum computers, especially the D-wave quantum annealer (QA) 

systems [118]. The SAT and MAX-SAT are encoded into Quadratic Unconstrained 

Binary Optimization (QUBO) compatible with the quantum annealer architecture. QUBO 
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is a mathematical class of problems expressed in binary variables as linear or pairwise 

quadratic terms, which may include constraints. 

Practical MAX-SAT problems contain hundreds of variables and terms/clauses which 

cannot be handled by the currently available quantum computers. Thus, due to the limited 

number of qubits available, some algorithms suggested reducing the number of qubits. 

For instance, the quantum cooperative search algorithm for 3-SAT [119] proposed 

Grover’s search algorithm combined with a classical algorithm that decreases the total 

number of variables by replacing some qubits with classical bits. However, still, the 

number of needed ancilla qubits is equal to the number of terms when applied to POS 3-

SAT problems. 

We propose a new quantum circuit using Grover’s search algorithm, which can be 

applied to both SAT and MAX-SAT problems with a reduced quantum cost. The main 

idea is to avoid large Toffoli gates that have high quantum costs and lead to decoherence. 

Our novel quantum oracle circuit design requires fewer logical qubits to implement the 

maximum satisfiability problem. This is based on replacing large AND gate collecting 

results from clauses by a quantum counter that counts the number of satisfied clauses 

inside the SAT oracle upgraded MAX-SAT oracle. Because modern quantum computers 

and simulators have a limited total number of qubits, our quantum algorithm allows us to 

solve larger MAX-SAT problems. However, because of a limited number of qubits, it is 

not competing with modern software MAX-SAT solvers. 



90 
 

4.3 Definitions and Preliminaries 

In this section, we will define some basic concepts related to quantum gates and quantum 

cost. A few useful gates are shown in Figure 4.1. 

Definition 1: Reversible gate is 𝑛*𝑛 quantum gate that has 𝑛 input variables and 𝑛 

output variables. A quantum gate is reversible if it maps an 𝑛-input binary vector into a 

unique 𝑛-output binary vector. In addition, it is a one-to-one mapping or a permutation of 

vectors. For example, the 𝑁𝑂𝑇 gate is reversible because if the output is 0, then you 

know the input must be 1, and vice versa.  

Definition 2: Controlled-𝑁𝑂𝑇 (𝐶𝑁𝑂𝑇) is a 2-qubit gate, where the first qubit is called 

control, and the second qubit is called target. 𝐶𝑁𝑂𝑇 applies the 𝑁𝑂𝑇 gate on the target 

qubit when the control qubit is one. The value of the control qubit is not affected. Thus 

𝐴 = 𝑎, 𝐵 =  𝑎⨁𝑏. The 𝐶𝑁𝑂𝑇 gate is also called the Feynman gate. Using Definition 1, 

the reader can check that this function is reversible. 

Definition 3: 𝑛-control Toffoli gate consists of 𝑛-control qubits and one target qubit. 

The target qubit is inverted if all control qubits are 1. Otherwise, the target qubit is 

unchanged: 𝐶 = 𝑎𝑏⨁c. The values of all control qubits are not changed, thus A = a, B =

b, etc. This is the universal reversible gate; it realizes AND with c = 0 and NAND with c 

= 1. 

Definition 4: Ancilla qubits are extra qubits to allow extra working space during 

computation. They are necessary to convert arbitrary Boolean functions to reversible 
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Boolean functions. For instance, the Boolean function X =  a · b is not reversible, but 

function X =  a · b  c is a reversible gate with c =  0. 

 

Figure 4.1 Gate symbol: NOT, CNOT, 3-qubit Toffoli gates. 

Although the iterative quantum counter can be built from 𝑁𝑂𝑇, 𝐶𝑁𝑂𝑇, and multi-

qubit Toffoli gates, our design uses Peres gates because the design with Peres gates leads 

in many cases to substantial circuit cost reduction. Peres gates are built from truly 

quantum gates CV and CV+ and other Controlled-Nth Root of 𝑁𝑂𝑇 gates, which requires 

explaining these gates first. 

4.3.1 Nth Root of NOT gate 

Mathematically, a quantum gate with 𝑛 qubit input can be represented as a 2𝑛 ×  2𝑛 

unitary matrix. 𝑁-th root of 𝑁𝑂𝑇 gate can be constructed from matrix representation as 

follows: 

√𝑁𝑂𝑇
𝑛

 =  
1

2
|1 + 𝑒

𝑖𝜋
𝑛 1 − 𝑒

𝑖𝜋
𝑛

1 − 𝑒
𝑖𝜋
𝑛 1 + 𝑒

𝑖𝜋
𝑛

| 

Below given are notations and properties that will be used in the paper to design 

larger Peres gates:  

• 𝑉 gate = √𝑁𝑂𝑇 gate  
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• 𝑉†gate is inverse of 𝑉 gate. Where 𝑉† is called 𝑉 dagger or conjugate of 𝑉. 

• 𝑊 = √𝑉 = √𝑁𝑂𝑇
4

  

• 𝐺 = √𝑊 = √𝑁𝑂𝑇
8

  

• 𝑉𝑉 = 𝑁𝑂𝑇  

• 𝑉𝑉† = 𝐼  

• 𝑊𝑊 = 𝑉  

• 𝐺𝐺 = 𝑊  

4.3.2 Controlled-Nth Root of NOT Gate 

The controlled-Nth root of 𝑁𝑂𝑇 gate is a 2-qubit gate, where the first qubit is the control, 

and the second qubit is the target. When the control is one (|1>) then the target qubit 

calculates the 𝑁-th root of 𝑁𝑂𝑇 gate applied to its input value. Otherwise, with control 

|0> the target qubit is not changed. The matrix representation of controlled-Nth root of 

𝑁𝑂𝑇 gate is: 

Controlled-√𝑁𝑂𝑇
𝑛

 =  
|

|

1   0     0               0    
0   1     0               0    

0   0   
1+𝑒

𝑖𝜋
𝑛

2
    
1−𝑒

𝑖𝜋
𝑛

2
  

0   0   
1−𝑒

𝑖𝜋
𝑛

2
    
1+𝑒

𝑖𝜋
𝑛

2

|

|
 

The inverse of 𝑁-th root of 𝑁𝑂𝑇 gate and controlled-𝑁th root of 𝑁𝑂𝑇 gate are 

constructed from a matrix where the plus and minus signs are reversed. 
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Figure 4.2 shows examples of various controlled-𝑁th root of 𝑁𝑂𝑇 gates that we will 

use in our design of large Peres gates used in counters. 

 

Figure 4.2 Some symbols for quantum gates of Controlled-nth root of NOT gate and their inverse (†) 

dagger or conjugate. 

4.3.3 Quantum Cost 

Quantum cost of a quantum circuit is the number of elementary quantum gates used to 

build the circuit. The elementary quantum gates are primitive gates which are 1×1 and 

2×2 reversible gates. The cost of the primitive gates is equal to 1; therefore, the quantum 

cost is just the number of primitive gates. For illustration, these are three elementary 

quantum gates that are used to calculate the quantum cost: 𝑁𝑂𝑇, controlled-nth root of 

𝑁𝑂𝑇, and 𝐶𝑁𝑂𝑇 gates where cost of each gate is equal to 1. (There are some more 

accurate characterizations of costs of primitive quantum gates [120] but for this paper we 

use the approximate costs defined as above.)  

Toffoli gate could be built using controlled-𝑛th root of 𝑁𝑂𝑇 gate [121]. A 3-bit 

Toffoli gate from Figure 4.3 has two control qubits and one target qubit and is built from 

controlled V/V† gates and 𝐶𝑁𝑂𝑇 gates. The quantum cost of the 3-bit Toffoli gate is 5. 

The generalized formula for quantum cost of 𝑚-control Toffoli gate [122] is equal to 

2𝑚+1 − 3. 
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Figure 4.3 3-bit Toffoli gate represented as controlled−𝑉/ 𝑉† and CNOT gates. 

4.3.4 Peres Gate 

The Peres gate [123] can be characterized as a sequence of 𝑛-Toffoli followed by 

Feynman (𝐶𝑁𝑂𝑇) gates. For instance, a 3-bit Peres gate consists of a 3-bit Toffoli and a 

𝐶𝑁𝑂𝑇 gates (Figure 4.4I). When the 3-bit Toffoli and 𝐶𝑁𝑂𝑇 gates are implemented 

separately using 𝑉/ 𝑉†, the cost would be six (Figure 4.4II). However, the 3-bit Peres 

gate costs four (Figure 4.4III) because the adjacent 𝐶𝑁𝑂𝑇 gates cancel each other. Thus, 

the Peres gates are used for quantum cost reduction of quantum circuits and for blocks of 

the iterative counter in this paper specifically. 

 

Figure 4.4 (I) Three-bit Peres gate and its representation using controlled-𝑉/ 𝑉†. 

The Figure 4.4III:  

• If 𝑥1 is 1 and 𝑥2 is equal to 0 or vice versa, then the transformation applied to 𝑥3 

and one of the 𝑉-gate will become active, and the other one will be inactive which 

behaves as the identity. Also, 𝐶𝑁𝑂𝑇 will become active which produces 1 that 

will activate 𝑉†-gate, thus 𝑉𝑉† = 𝐼.  



95 
 

• If both 𝑥1 and 𝑥2 are equal to 1, then the transformation applied to 𝑥3 and two of 

the 𝑉-gate will become active. Also, 𝐶𝑁𝑂𝑇 will become inactive which produces 

0 that will inactivate 𝑉†-gate, thus 𝑉𝑉 = 𝑁𝑂𝑇.  

• If both 𝑥1 and 𝑥2 are equal to 0, then no transformation is applied on the gates.  

In general, 𝑛-controlled Peres gate consists of 𝑛 − 1 Toffoli and one 𝐶𝑁𝑂𝑇 gate. Each 𝑛-

qubit Peres gate can be built recursively using the 𝑛 − 1 Peres gate block and a few 

additional controlled gates. The reader can appreciate this recursive way of building 

counter blocks of any size by analyzing Figure 4.5 in which a 4-controlled gate at the 

right uses the 3-controlled Peres gate in four upper qubits. 

 

Figure 4.5 A Peres gate realized on five qubits. 

As shown in Figure 4.5, the 5-qubit Peres gate uses the 4-qubit Peres gate as its sub-

circuit. Figures 4.4 and 4.5 illustrate that the general formula for the quantum cost of 𝑚-

controlled Peres gate [124] is equal to 𝑚2. For a larger design, the Peres gate can be 

designed as recursive blocks as shown in Figure 4.6. 
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Figure 4.6 Generalized Peres gate realized on 𝑛 qubits. 

4.4 Quantum Algorithm for Maximum Satisfiability 

In traditional Grover’s algorithm, oracles are composed of Toffoli and NOT gates; one 

needs to keep the results of all OR terms for the final AND gate being the decision output 

of the oracle. The answer to each OR term is stored in a separate ancilla qubit; thus, we 

need the number of ancilla qubits equal to the number of terms in the function. In 

Boolean functions involving thousands of terms, this would mean Grover’s oracle needs 

thousands of ancilla qubits. If there are 𝑇 terms in a function, we would need 𝑇 ancilla 

qubits. For large 𝑇, the number of required ancilla qubits becomes unrealistically large, 

even for future large quantum computers with thousands of logical qubits. Therefore, we 

present here a novel quantum oracle circuit design that requires ⌈log2 𝑇⌉ + 1 ancilla 

qubits when 𝑇 is not a power of 2 or ⌈log2 𝑇⌉ + 2 ancilla qubits when 𝑇 is a power of 2 in 

order to keep the circuit from growing too large. Our design also improves the overall 

runtime. For example, in traditional oracles if there are 1,000,000 terms, then we need the 

same number as 1,000,000 ancilla qubits, but for our design, we need only 21 ancilla 

qubits. To eliminate the need for ancilla qubits, we make use of the concept of an 

iterative quantum counter built from blocks, with each block built from controlled Peres 
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gates. We connect one block of the iterative quantum counter after each Toffoli gate 

representing the OR term of the function POS formula. The satisfiability value of this 

term controls the block of the counter by activating this block or not. It then increments 

the count by 1 or 0, depending on the truth value of the OR term. Thus, our quantum 

counter counts the number of satisfied OR terms in the Boolean function implemented as 

a POS. 

We assign a counter block for each OR term, where the result of the term is used as 

one of the control qubits of the counter. When the term evaluates to 0, nothing is 

registered in the counter. When it evaluates to 1, the counter outputs the binary number 

𝑣𝑎𝑙𝑢𝑒 + 1 to the previously accumulated count value. The use of a quantum counter 

allows us to send the result from the Toffoli gate representing one OR term to the counter 

circuit, hence eliminating the need for an ancilla qubit. We can set the function qubit 

back to 1 by mirroring the Toffoli gate used to compute the result and set the input qubits 

back to the original by applying NOT gates when appropriate. Our design drastically 

reduces the number of qubits needed for a function at the cost of replicating Toffoli gates 

in the POS expression and the costs of the iterative counter. 

The MAX-SAT contains 𝑛 variables from the given Boolean function which is used 

to represent the search space of 𝑁 =  2𝑛 elements. To apply the MAX-SAT in Grover’s 

algorithm, these 𝑁 elements are applied in a superposition state which is the input to the 

oracle. If the oracle recognizes an element as the solution, then the phase of the marked 

state is inverted. The marked element is a true minterm of function 𝑓 from the oracle. The 

true minterm is a product of all variables of function f that evaluates to 𝑓 = 1. Thus, 
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Grover’s algorithm can be used to solve the decision maximum satisfiability 𝑘-SAT for 

every value of 𝑘. To solve the optimization problem of finding MAX-SAT with 

maximum value of 𝑘 the Grover’s Algorithm has to be repeated. 

4.4.1 Quantum Counter 

As described in Section 3.3, the quantum counter block should be constructed from 

multiple-controlled Peres gates, where the first qubit of the Peres gate is applied a 

constant 1 with other variables combined, and the Peres gate is then turned into a 

quantum counter. (This qubit will be next taken from the OR term of the satisfiability 

formula to activate the counter block realized from Peres gates). For simplicity of 

explanation, we assume that the counter block is built from Toffoli and CNOT gates, as 

shown in Figure 4.7. 

 

Figure 4.7 Three-qubit quantum counter. 

As can be seen in Figure 4.7 and Table 4.1, 𝑧 is the least significant qubit and 𝑥 the 

most significant. The outputs of CNOT and two of the Toffoli gates are 1⨁𝑧, 1 ∙

𝑧⨁𝑦, and 1 ∙ 𝑧 ∙ 𝑦⨁𝑥 , respectively. When 𝑥𝑦𝑧 = 000, the first Toffoli gate outputs 1 ∙ 𝑧 ∙

𝑦⨁𝑥 = 1 ∙ 0 ∙ 0⨁0 = 0⨁0 = 0 and the second 1 ∙ 𝑧⨁𝑦 = 1 ∙ 0 ∙ ⨁0 = 0⨁0 = 0. 

The outputs of the qubits y and x are both zeros. The output of the qubit z is 1⨁𝑧 =
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1⨁0 = 1. Hence the circuit incremented 000 by 1 to 001. Quantum counter circuit 

indeed outputs the value input+1. 

Table 4.1 Analysis of 3-qubit quantum counter block from Figure 4.7 

input Toffoli Gate Action output 

𝑥 𝑦 𝑧 𝑥 𝑦 𝑧 
0 0 0 𝑥 = 1 ∙ 0 ∙ 0⨁0 = 0⨁0 = 0 

𝑦 = 1 ∙ 0⨁0 = 0⨁0 = 0 

𝑧 = 1⨁0 = 1 

0 0 1 

0 0 1 𝑥 = 1 ∙ 1 ∙ 0⨁0 = 0⨁0 = 0 

𝑦 = 1 ∙ 1⨁0 = 1⨁0 = 1 

𝑧 = 1⨁1 = 0 

0 1 0 

0 1 0 𝑥 = 1 ∙ 0 ∙ 1⨁0 = 0⨁0 = 0 

𝑦 = 1 ∙ 0⨁1 = 0⨁1 = 1 

𝑧 = 1⨁0 = 1 

0 1 1 

0 1 1 𝑥 = 1 ∙ 1 ∙ 1⨁0 = 1⨁0 = 1 

𝑦 = 1 ∙ 1⨁1 = 1⨁1 = 0 

𝑧 = 1⨁1 = 0 

1 0 0 

1 0 0 𝑥 = 1 ∙ 0 ∙ 0⨁1 = 0⨁1 = 1 

𝑦 = 1 ∙ 0⨁0 = 0⨁0 = 0 

𝑧 = 1⨁0 = 1 

1 0 1 

1 0 1 𝑥 = 1 ∙ 1 ∙ 0⨁1 = 0⨁1 = 1 

𝑦 = 1 ∙ 0⨁1 = 0⨁1 = 1 

𝑧 = 1⨁1 = 0 

1 1 0 

1 1 0 𝑥 = 1 ∙ 0 ∙ 1⨁1 = 0⨁1 = 1 

𝑦 = 1 ∙ 0⨁1 = 0⨁1 = 1 

𝑧 = 1⨁0 = 1 

1 1 1 

1 1 1 𝑥 = 1 ∙ 1 ∙ 1⨁1 = 1⨁1 = 0 

𝑦 = 1 ∙ 1⨁1 = 1⨁1 = 0 

𝑧 = 1⨁1 = 0 

0 0 0 

 

If we connect the first control input of the quantum counter block to a circuit, then the 

output of the connected circuit (a term of the POS) will either activate or deactivate the 

counter. When the output of the connected circuit is equal to 1, the output of the counter 

block is incremented by 1. When the output of the circuit is equal to 0, the output of the 

counter block is unchanged. 
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4.4.2 Traditional Oracle for Satisfiability Boolean function 

To build an OR term using a Toffoli gate, we use De Morgan’s Law to convert the term 

into a product of the same variables 𝑎 + 𝑏 + 𝑐 = 𝑎 + 𝑏 + 𝑐̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ = �̅� ∙ �̅� ∙ 𝑐̅̅̅ ̅̅ ̅̅ ̅̅ ̅. With the XOR 

operation, 1⨁𝑎 = �̅�. Hence 𝑎 + 𝑏 + 𝑐 = �̅� ∙ �̅� ∙ 𝑐̅̅̅ ̅̅ ̅̅ ̅̅ ̅ = 1⨁�̅��̅�𝑐̅. The corresponding quantum 

circuit using a Toffoli gate is shown in Figure 4.8. 

 

Figure 4.8 Convert sum term to product term using De Morgan’s law. 

Suppose we have a Boolean function 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 

from Karnaugh map in Table 4.2. As one can see in Table 4.2, there are four ones in the 

Karnaugh Map, which means the solution of the Boolean variables in binaries are (𝑎𝑏𝑐 = 

010, 011, 111, 101), which are satisfied for the Boolean function. Every true minterm in 

the Karnaugh map from Table 4.2 is a marked element and potential solution to the 

Grover’s algorithm. However, in one run of Grover’s search algorithm, only one solution 

is found. 

We build a quantum oracle for the Grover’s Loop using Toffoli gates, in which the 

XOR gate is controlled by the product of variables. We need to first convert the Sum 

expressions into Products using De Morgan’s Law. 

𝑎 + 𝑏 + 𝑐̅ = 𝑎 + 𝑏 + 𝑐̅̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿  = �̅��̅�𝑐̿̅̅ ̅̅ ̅ = �̅��̅�𝑐̅̅ ̅̅ ̅ 
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�̅� + �̅� + 𝑐 = �̅� + �̅� + 𝑐̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿  = �̅̿��̿�𝑐̅̅̅ ̅̅ ̅ = 𝑎𝑏𝑐̅̅̅ ̅̅ ̅ 

𝑏 + 𝑐 = 𝑏 + 𝑐̿̿ ̿̿ ̿̿ ̿  = �̅�𝑐̅̅̅ ̅ 

After building each term with the corresponding product expression, each with an 

assigned ancilla qubit for the output, we need to put the terms together as the product of 

the OR terms for the entire function 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐). Since 

𝑥𝑦𝑧⨁0 = 𝑥𝑦𝑧, we use another Toffoli gate controlled by the product of the OR terms 

XORed with 0. The schematic of the entire circuit for 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� +

𝑐)(𝑏 + 𝑐) is shown in Figure 4.9. 

Table 4.2 Karnaugh map of POS for the Boolean function 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 

ab\c 0 1 

00 0 0 

01 1 1 

11 0 1 

10 0 1 

 

Figure 4.9 Traditional oracle for Multiple input Toffoli gate used as global AND gate 𝑓 =

(𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 
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To set the input qubits and ancilla qubits back to their original states, we mirror all 

the circuits up to the 𝑓(𝑎, 𝑏, 𝑐) on the right-hand side of the function gate. 

Let is define 𝑛 number for variables and 𝑡 number for terms then the number of qubits 

𝑞 needed for the oracle is: 𝑞 = 𝑛 + 𝑡 + 1.Where 1 is for the OR terms XORed with 0. 

Notice that we need three ancilla qubits, which is equal to the number of terms. For a 

function involving thousands of terms, we would need an equal number of ancilla qubits. 

4.4.3 Construction of a Quantum Oracle for MAX-SAT 

Our proposed circuit does not require keeping the OR terms for the later calculation of 

the function. All we need to know is whether each term is satisfied or not, and we pass 

the result to the counter block assigned to it. Thereafter, we put the ancilla qubit back to 

the original state 1 by mirroring. Depending on neighboring expressions, there are 

opportunities to cancel double NOT gates, yet saving the number of gates needed. 

 

Figure 4.10 Improved version of the part the oracle 𝑓 = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐). 

The target output of each Toffoli gate realizing an OR term is used to activate the 

counter block corresponding to it. In Figure 4.10, notice that there are two NOT gates 

adjacent to each other, canceling each other out. Hence, we can remove those gates from 

our circuit. 

There are eight NOT and six Toffoli gates in this design in Figure 4.11 as opposed to 

12 NOT and 7 Toffoli gates in the traditional design in Figure 4.9. We need ancilla qubits 



103 
 

in the traditional design because we need the outputs from the Toffoli gates recorded in 

the ancilla qubits for counting the number of satisfied terms. By sending the satisfaction 

result for each term to the quantum counter, we are able to reset the output line back to 1. 

 

Figure 4.11 Improved and optimized version of the part the oracle 𝑓 = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 

The count for the number of satisfied terms is output on the 𝑥𝑦 qubits. In this case, 

we have three satisfied terms and want to have three as the output expressed as 11 which 

are expressed as 𝑥𝑦⨁𝑜𝑢𝑡0 = 𝑥𝑦⨁0 on a Toffoli gate. If the Boolean function 𝑓 is 

satisfied, then the outcome 𝑜𝑢𝑡0 should be 1. The entire oracle with the function and the 

iterative counter is shown in Figure 4.12. We applied this oracle in the Grover search 

algorithms for R = 2 iterations from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
 ⌉where 𝑀 = 4 is the 

number of solutions in our problem from Table 4.2, and N = 8 is the number of all search 

space elements (cells of the Karnaugh map from Table 4.2). In general, the value of 𝑀 is 

calculated using Quantum Counting algorithm [48], but an unsolved problem, the value 

of 𝑀, is taken as 1 to run the Grover iterations 𝑅. 

In Figure 4.13, we run the circuit on the ‘qasm_simulator’ from QISKIT for 1024 

shots (independent runs to obtain high precision probability) for which the circuit 

produces the correct answers. We measured 𝑎0, 𝑎1, 𝑎2 and 𝑜𝑢𝑡0 in Figure 4.13 where 𝑎0, 

𝑎1, 𝑎2 correspond to the Boolean variables, 𝑎, 𝑏, 𝑐, respectively in Figure 4.12. As can be 
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seen in Figure 4.14, it illustrates the QISKIT [125] output graphics for the simulated 

circuit. The measured values with high probability are 1010, 1101, 1110, and 1111, 

where the most significant qubit is 𝑜𝑢𝑡0 which is 1, and the least three significant qubits 

010, 101, 110, 111 are all satisfied values for the Boolean function. These solutions 

correspond to the true minterms from Table 4.2. For the unsatisfied, the measured values 

with low probability are 0000, 0001, 0011, and 0100, where the most significant qubit is 

𝑜𝑢𝑡0 which is 0, and the least three significant qubits 000, 001, 011, 100 are all 

unsatisfied values for the Boolean function. 

 

Figure 4.12 Improved complete oracle using the quantum counter. 

 

Figure 4.13 Oracle from Figure 4.12 is used twice inside the Grover’s algorithm. 



105 
 

 

Figure 4.14 Measurement of the Boolean variables and the outcome of function from Figure 4.13 

As can be seen in Figure 4.14, the four values 000, 001, 011, and 100 have some 

value with less probability because of noise created by the simulator. However, we 

verified the solutions by applying the number of iterations 𝑅, and the output from the 

simulation with high probability 010, 101, 110, and 111 matches the theoretical values, 

which can be verified manually. We also applied different shots to test, and the results 

were closely similar, with a high probability for all satisfying values. 

4.4.4 Verifying an Unsatisfiable Function 

Suppose a function with four OR terms 𝑓(𝑎, 𝑏) = (𝑎 + 𝑏)(�̅� + 𝑏)(𝑎 + �̅�)(�̅� + �̅�), for 

which no assignment of values 𝑎 and 𝑏 evaluates the function to 1. We need to first 

convert the OR terms into Products using De Morgan’s Law and then build the oracle for 

the given Boolean function. 
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𝑎 + 𝑏 = 𝑎 + 𝑏̿̿ ̿̿ ̿̿ ̿ =  �̅�. �̅�̅̅ ̅̅̅ 

𝑎 + 𝑏 = 𝑎 + 𝑏̿̿ ̿̿ ̿̿ ̿ =  �̅�. �̅�̅̅ ̅̅̅ 

𝑎 + �̅� =  𝑎 + �̅�̿̿ ̿̿ ̿̿ ̿ =  �̅�. �̿�̅̅ ̅̅̅ =  �̅�. 𝑏̅̅ ̅̅̅ 

�̅� + �̅� =  �̅� + �̅�̿̿ ̿̿ ̿̿ ̿ =  �̿�. �̿�̅̅ ̅̅̅ =  𝑎. 𝑏̅̅ ̅̅̅ 

The four qubits (1, 𝑧, 𝑦, 𝑥) in block (A) realize the counter, which can count from 0 to 

7. We need the last qubit with 𝑜𝑢𝑡0 ancilla bit to produce 1 when all terms are satisfied 

for Grover’s algorithm. Since this function has four terms, to check satisfiability which is 

the last qubit should be 1, we need to add two NOT gates in the block (B) which makes 

the last qubit to produce 1 if the Boolean function is satisfied. The function 𝑓(𝑎, 𝑏) from 

Figure 4.15 is not satisfiable, so comparing to a value of 4 in the last gate would not 

generate any correct solution. Grover’s algorithm will give a few random values that can 

be verified on the satisfiability formula outside Grover’s Algorithm using function 

𝑓(𝑎, 𝑏). Therefore, we remove the two NOT gates in block (B) to get the maximum 

satisfied terms of the function. 

 

Figure 4.15 Oracle with counter 𝑓(𝑎, 𝑏) = (𝑎 + 𝑏)(�̅� + 𝑏)(𝑎 + �̅�)(�̅� + �̅�) 
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In a more general case in Figure 4.16, we repeat the Grover Algorithm with tuning 

values of thresholds until equal to counter value 𝑥𝑦𝑧. The comparator 𝐺 = 𝐻 compares 

the output from the counter with the threshold value given as constant values 𝑛1, 𝑛1, and 

𝑛3. For instance, 𝑓(𝑎, 𝑏) = (𝑎 + 𝑏)(�̅� + 𝑏)(𝑎 + �̅�)(�̅� + �̅�) has 4 terms, we tune the 

threshold value from 4, 3, 2, and 1 until the condition is met. The value of the counter 

where the condition is met is the MAX-SAT value. If the condition is met, the ancilla 

qubit 𝑜𝑢𝑡0 will be flipped. It changes the quantum phase of the solution so that the 

elements that satisfy all constraints are marked. This method of the threshold with 

comparator is useful to check when the exact number of terms (constraints) are known, 

which can be checked whether the threshold is equal to the counter value. For instance, if 

there are 10 constraints in a given function, but it should satisfy a minimum seven 

constraints, then set the threshold to seven and check if the counter equals to seven. There 

are applications based on the method of the threshold with a comparator, such as finding 

the minimum set of support [126]. 

Every binary vector |a, b of a solution can be verified by running outside of the 

Grover Algorithm, as can be seen in Figure 4.17 in which the maximum number of 

satisfied terms is 3 out of 4. We applied one Grover’s Loop iteration for this oracle to get 

the MAX-SAT. In Figure 4.18, we run the circuit on the ‘qasm_simulator’ from QISKIT 

for 1024 shots. 
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Figure 4.16 Oracle with a “counter circuit” and with a “threshold with comparator” circuit. 

In Figure 4.18, we measured the Boolean variables, counter, and output. In Figure 

4.19, the most significant qubit 𝑜𝑢𝑡0 always is 0, which means the Boolean function is 

not satisfied because there are no such binary values for the least two significant qubits 

00, 01, 10, and 11, which would satisfy the Boolean function. However, the novelty of 

our design is that the counter qubits give the maximum numbers of satisfied terms in the 

Boolean function. The counter qubits are the second, third, and fourth qubits from the 

most significant qubit, which in this case is 011. 
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Figure 4.17 MAX-SAT verification such that 00, 01, 10, 11 for ab has always MAX-SAT terms equal 

to 3 for 𝑓(𝑎, 𝑏) = (𝑎 + 𝑏)(�̅� + 𝑏)(𝑎 + �̅�)(�̅� + �̅�). 
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Figure 4.18 Oracle from Figure 4.15 applied Grover’s algorithm. 

 

Figure 4.19 Measurement from Figure 4.18 

4.5 Calculation of Quantum Cost 

4.5.1 Calculation of Quantum Counter Size 

Table 4.3 shows the required number of qubits for the quantum counter, in which each 

term is not required for one ancilla qubit, but many terms require a few ancilla qubits. 
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Table 4.3 Quantum counter size; total qubits for counter 

Number of Terms (clauses)  Total qubits for Quantum Counter 

2 ⌈log2 𝑇⌉ + 2= 3 

3  ⌈log2 𝑇⌉ + 1= 3 

4 ⌈log2 𝑇⌉ + 2= 4 

5… 7 ⌈log2 𝑇⌉ + 1= 4 

8 ⌈log2 𝑇⌉ + 2= 5 

9…15 ⌈log2 𝑇⌉ + 1= 5 

16 ⌈log2 𝑇⌉ + 2= 6 

17…31 ⌈log2 𝑇⌉ + 1= 6 

32 ⌈log2 𝑇⌉ + 1= 7 

33… 63 ⌈log2 𝑇⌉ + 1= 7 

64 ⌈log2 𝑇⌉ + 2= 8 

65…127 ⌈log2 𝑇⌉ + 1= 8 

128 ⌈log2 𝑇⌉ + 2= 9 

129…255 ⌈log2 𝑇⌉ + 1= 9 

256 ⌈log2 𝑇⌉ + 2= 10 

257…511 ⌈log2 𝑇⌉ + 1= 10 

… …  

T 
{
⌈log2 𝑇⌉ + 1, 𝑖𝑓  𝑇 is not power of 2
⌈log2 𝑇⌉ + 2,                𝑖𝑓  𝑇 is power of 2

 

 

In general, if there are 𝑇 terms in a given Boolean function then the total number of 

qubits that is needed for the quantum counter is the following: 

• ⌈log2 𝑇⌉ + 1 ancilla qubits when 𝑇 is not a power of 2 

• ⌈log2 𝑇⌉ + 2 ancilla qubits when 𝑇 is power of 2 

As shown in Figure 4.20, for instance, if there are 100,000 terms, then the number of 

required ancilla qubits in traditional oracle is 100,000, but in our design, the quantum 

counter requires only ⌈log2 𝑇⌉ + 1 = 18 ancilla qubits. Using the quantum counter, each 

term is not required for one ancilla qubit, but many terms are required for a few ancilla 

qubits. 
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Figure 4.20 Comparison of required numbers of ancilla qubits for our oracle and the traditional oracle. 

4.5.2 Quantum Cost Calculation for Quantum Counter 

Each term in the Boolean function is represented as 𝑛-bit Toffoli gate, and the 

satisfiability result is passed down to the counter. We need as many counter blocks as 

there are terms in the given POS Boolean function. The counter can be built from Toffoli 

gates or Peres gates. It is important to have low cost quantum circuits for this high 

demand 𝑛-bit Toffoli gates. Since the Peres gate is a low-cost quantum circuit, we 

replaced the Toffoli gates with Peres gates for cost reduction [122]. The formula of 

quantum cost for 𝑚-controlled bits of Peres gate is 𝑚2 and for Toffoli gate is 2𝑚+1 − 3. 

In Figure 4.21 a three-qubit counter (3-control qubits) consists of three Toffoli gates 

which are 3-control, 2-control, and 1-control (CNOT) gates. for each of these Toffoli 

gates, the quantum cost is calculated separately: (23+1 − 3) + (22+1 − 3) + (21+1 −

3) =  28 − 9 = 19. Four-qubit counter consists of four Toffoli gates, and the quantum 

cost is also calculated separately: (24+1 − 3) + (23+1 − 3) + (22+1 − 3) + (21+1 −

3) =  60 − 12 = 48. 
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Figure 4.21 Calculation of the quantum cost for the 3-bit counter. 

Thus, we can derive a general formula for the quantum cost of 𝑚-bit quantum counter 

using the Toffoli gate: 2𝑚+2 − 4− 3𝑚 

The total quantum cost of the quantum counter for each term 𝑇 is: 

Peres cost = 𝑇 ∗ 𝑚2      (4.1) 

Toffoli cost = 𝑇 ∗ (2𝑚+2 − 4 − 3𝑚)    (4.2) 

Based on these two Formulas (4.1) and (4.2), the Toffoli gate has a higher quantum 

cost than Peres gate. Thus, we used in our design the Peres gates. As we mentioned 

before, our final counter uses Peres gates, so we built our oracle using the Peres gate, and 

it is mapping to the 𝑛th root of NOT gates which leads to low quantum cost. The 

recursive design method from Peres gate was used. 

4.6 Variants of SAT Oracles Using Quantum Counter 

Following our preliminary work [127], in this section, we discuss some other applications 

of the quantum counter in variants of satisfiability problems, such as the product of SOPs 

SAT. 
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4.6.1 Oracle for SOPs 

MAX-SAT can be solved for a Product of any function. In particular, this can be a 

Product of SOPs. The SOP functions can be implemented with a counter by summing the 

digits of the counter at the end, using De Morgan’s rule. Each product term is simply a 

Toffoli gate, and the counter can be checked in a similar way to a regular sum term. 

Figure 4.22 presents an example circuit for the function 𝑎𝑏 + 𝑏𝑐̅ + �̅�𝑐̅. 

 

Figure 4.22 Part of the product of SOP oracle that realizes SOP function 𝑓 = 𝑎𝑏 + 𝑏𝑐̅ + �̅�𝑐̅. 

4.6.2 Oracle for Product of SOPs (POSOP SAT) 

POSOP functions consist of products of SOP functions. We were not able to find any 

references to this form of SAT. However, we can take advantage of the fact that every 

term must be true in a product for the product to be true, and thus we can check against a 

counter value of the number of terms in order to construct the oracle for POSOP. For 

example, Figure 4.23 presents the circuit for function (𝑎�̅� + �̅�𝑐)(𝑎𝑏𝑐 + �̅�𝑐̅). 
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Figure 4.23 Realization of the Oracle for 𝑓 = (𝑎�̅� + �̅�𝑐)(𝑎𝑏𝑐 + �̅�𝑐̅), with POSOP SAT. 

POSOP circuits are much larger than traditional SOP circuits since an additional 

counter is required for each SOP term. As such, it may be more advantageous to convert 

POSOP to a more standard form, such as SOP or POS to be implemented in reversible 

logic. This depends on a particular problem instance. 

4.6.3 Oracle for Exclusive-or-Sum-of-Products (ESOP) 

An Exclusive-or-Sum-of-Products (ESOP) form is an exclusive sum (using the ‘⨁’) 

operator of product terms. There is not much published on ESOP SAT except for [128], 

although this is an interesting subject for research. Grover’s Oracle can be trivially 

applied to ESOP SAT, a problem that has also not been discussed yet in the literature on 

the subject. The advantage of ESOP SAT over OR SAT presented in the previous section 

is that ESOP SAT can be realized without the need for a large AND gate or a counter. 

Since every product in the EXOR sum can be implemented as a Toffoli gate, SAT with 

ESOP can be formulated with just the input qubits and one output qubit. For example, 
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given a function such as 𝑎𝑏⨁𝑏𝑐̅⨁�̅�𝑐,̅ we can implement Grover’s Oracle, as shown in 

Figure 4.24. 

 

Figure 4.24 Realization of Oracle 𝑓 = 𝑎𝑏⨁𝑏𝑐̅⨁�̅�𝑐̅ for ESOP SAT realized in Grover’s Algorithm. 

4.7 OR Satisfiability Problems for Electronic Design Automation 

In this section, we will show that many EDA (Electronic Design Automation) problems 

can be reduced to SAT and MAX-SAT. In the most general case, the Satisfiability 

Decision Function problem is formulated as an arbitrary binary-valued-input, binary-

output, and single-output function. For instance, a product of sums of literals, (the literals 

are variables negated or not), EXOR of products of literals, and product of sums of 

products of literals. These functions are created by transforming some natural language or 

mathematical decision problems, such as, for instance, cryptographic puzzles. The 

question is to find out for which values of variables the formula for SAT or MAX-SAT is 

satisfied. In some problems, one has to find all solutions; in some other problems we look 

for just one solution or only some solutions. For all these variants, we have some freedom 

to modify Grover’s Algorithm, and/or call it several times with modified oracles [126]. 

Below we will systematically formulate several satisfiability types of problems, 

starting from the simplest ones. We concentrate on problems that have applications in 

EDA. Each of these basic problems below can have in addition several variants related to 

specific applications. Given is a product of terms, each term being a Boolean sum of 
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literals, and each literal being a Boolean variable or its negation. We are interested in the 

following problems. 

Problem 7.1 (Satisfiability): Answer Yes if there exists a product of literals that 

satisfies all terms or No if such a product does not exist. Give the solution as a set of 

literals. 

Problem 7.2 (Optimization of the Generalized Petrick function): Find a product with 

the minimum number of literals that satisfies all terms or prove that such a product does 

not exist. 

Problem 7.3 (Optimization of the Generalized Petrick function-nonnegated literal 

variant): Find such a product of literals that satisfies all terms and in which a minimum 

number of literals is not negated or prove that no such product exists. (The not negated 

literals will also be called positive literals). In particular, the Petrick Function is positive 

unate, which it means has only positive literals. 

Problem 7.4 (MAX-SAT): Find such set of literals that satisfies the maximum 

number of terms. 

Problem 7.5 (Tautology Checking): Verify whether a function is a Sum of Product 

Form is a Boolean tautology. Function 𝐹 is a tautology (all input combinations are 1) 

when its negation �̅� is not satisfiable (all combinations are 0). 

In some variants of these problems, depending on a particular application, we can 

look for all solutions, all optimal solutions, some optimal solutions, or for a single 

optimal solution. The central role of Problem 7.1 is well-established in computer science. 
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All NP-complete combinational decision problems are equivalent to the Satisfiability 

Problem [129]. Many reductions of practically important problems to other above 

problems were shown, including problems from VLSI Design Automation, especially in 

logic design and state machine design. SAT and MAX-SAT also have many applications 

in logistics, scheduling, AI, and robotics. Ashenhurt/Curtis Decomposition of Boolean 

functions can be done in an algorithm that repeatedly applies Satisfiability [130]. 

Generalized Ashenhurst/Curtis Decomposition was also realized by building a complex 

oracle for Grover’s Algorithm based on the mathematics of Partition Calculus [131]. 

These SAT-like problem formulations are also of fundamental importance in many 

algorithms for Boolean minimization, factorization, and multi-level design. The set 

covering problem is reduced to the minimization of Petrick Function. The reductions of 

many practically important NP-hard combinatorial optimization problems can also be 

found in the literature. For instance, the minimization of the Sum of Products Boolean 

functions can be reduced to the Covering Problem [132] and Covering Problem can be 

further reduced to the Petrick Function Optimization Problem (PFOP) [133]. Many other 

problems, like test minimization, can also be reduced to the Covering Problem [132,134]. 

The problems of Partial Satisfiability and its applications are discussed by K. Lieberherr 

[135]. Many other reductions to the formulated above problems are discussed in 

[129,136]. Paper [137] discusses the reduction of three-level NAND circuits, TANT, to 

the covering-closure problem solved similarly to SAT. A similar problem of the synthesis 

of networks from negative gates uses the same reduction [138]. A design automation 

system [139] was created, in which many problems were first reduced to the few selected 
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“generic” combinatorial optimization problems. These problems include some of the 

problems listed above. 

The problem of minimization of Finite State Machines includes: (1) the Maximum 

Clique Problem and (2) the problem of finding the minimum closed and a complete 

subgraph of a graph (Closure/Covering Problem) [137]. The first of these problems, (1), 

can be reduced to the Petrick Function Optimization Problem (PFOP). The problem of 

optimum output phase optimization of PLA [140] can be reduced to PFOP. The second 

problem, (2), can be reduced to the Generalized Petrick Function Optimization Problem 

(GPFOP), introduced above and illustrated below. Many other problems, like AND/OR 

graph searching [141], were reduced to the Closure/Covering Problem. 

A number of problems (including Boolean minimization [142], layout compaction, 

and minimization of the number of registers in hardware compilation can be reduced to 

the Minimal Graph Coloring Problem. Regular layout problems can be reduced to SAT 

[143]. The Minimal Graph Coloring can be reduced to the Problem of Finding the 

Maximum Independent Sets, and next the Covering Problem (Maghout algorithm). The 

Problem of Finding the Maximum Independent Sets can be reduced to PFOP. The PFOP 

is a particular case of the GPFOP. The role and importance of Tautology and conversion 

methods from SOP to POS and vice versa in logic design are well known. These 

problems can also be solved using the SAT. 

Concluding on OR SAT. In theory, every NP problem can be polynomially reduced 

to SAT and also to OR 3-SAT. But this is not practical. Many problems can be reduced to 
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graph coloring or maximum clique problems that can be in turn reduced to satisfiability 

problems. 

As we see now, many problems can be solved with quadratic speedup using future 

quantum computers. A hybrid classical/quantum computer based on Grover tuned to 

solve variants of SAT problems of various types would be a tremendous asset to all these 

problems [126]. 

4.8 XOR SAT 

Recent satisfiability solvers are extended to handle XOR clauses as an input language 

rather than only using CNF clauses, the native input of SAT solvers. XOR and CNF 

clauses are handled separately in different data structures. The XOR clauses are encoded 

to CNF clauses and performed Gaussian Elimination to accept the SAT solvers. These 

techniques revealed the inefficiency and performance issues of the classical SAT solvers. 

The XOR clauses are well-known in cryptographic problems, which are one area of the 

research to test and use in SAT solvers to enhance confidentiality and authenticity. The 

challenges in cryptography are even more difficult when it comes to post-quantum 

cryptography, which motivated the need for a quantum algorithm to handle the XOR 

clause in SAT solvers even more efficiently. We proposed a uniform quantum oracle 

design for quantum SAT solvers that can adapt all these forms of SAT formats, like XOR 

clauses, CNF clauses, and CNF-XOR clauses. Our proposed oracle design can be applied 

to both XOR SAT and MAX-XOR SAT problems.  

XOR operator ⨁ in Boolean logic performs a logical operation. If the input values are 

different, then the output is 1; else if the input values are same, then the output is 0. The 
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XOR operator has many applications throughout engineering and computer science, such 

as applications in encryption, error detecting, error correcting codes, machine learning 

[162], data structure [160, 161], and binary optimization [159], and others. Exclusive-or 

(XOR) constraint, also known as parity constraint, is a Boolean constraint of a series of 

XOR operations (⨁) over a set of literals 𝑥1⨁𝑥2… ⨁𝑥𝑛 = 𝜀 where 𝑥1, … , 𝑥𝑛 and 𝜀 ∈

{0,1}, and ⨁ is modulo two arithmetic. A literal is a variable or negation of a variable. In 

classical SAT, a constraint is a disjunction of a set of literals. In XOR SAT it is a XOR of 

literals. In general, it can be an arbitrary Boolean function that describes some condition 

that must be satisfied. Note that constraint, clause, and term are interchangeable words in 

this paper. ESOP, Exclusive-or-Sum-of-Products, is an exclusive sum (using the ‘⨁’) 

operator of product terms such as 𝑎𝑏⨁𝑏𝑐̅⨁�̅�𝑐.̅ The Product of ESOPs function such that 

(𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅), is called Product of ESOPs Satisfiability. XOR-SAT is a Product of 

ESOPs Satisfiability [153]. 

 Satisfiability solvers are programs that employ highly optimized mathematical 

algorithms to decide whether a set of constraints has a solution. Most SAT solvers 

natively take the Boolean logic formula as input as the Conjunctive Normal Form (CNF) 

and return the decision. While the standard theoretical notation for SAT input formula is 

the CNF-SAT based, there are many real-world problems that are not in the CNF 

formula. There are many real-world problems that are easily formulated as XOR 

constraints, such as model counting [148, 151] and cryptanalysis [152]. For instance, 

many cryptographic problems are represented as XOR operation that is common in 

cryptography. CNF-XOR SAT was proposed [144] to extend SAT solvers to support 
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XOR operation as input language to the SAT solvers. CryptoMiniSat [145] is a SAT 

solver designed to accept a mixture of CNF and XOR-clauses as its input language. 

4.8.1 Classical XOR SAT 

The XOR-SAT problem is the problem of deciding whether there is a satisfying truth 

assignment for a given XOR formula. Most SAT solvers that are based on Davis-Putnam-

Logemann-Loveland (DPLL) algorithm [158] only understand the conjunctive Normal 

Form (CNF) such that each clause contains ‘or’ operator. The constraints are presented to 

the SAT solvers as a product of sum (POS) ‘and of ors’ form. However, XOR-SAT 

problem uses the XOR ‘exclusive or’ instead of the usual ‘or’. There are pre- and in-

processing techniques [148] that the SAT solver needs to process the XOR clauses. The 

two main techniques are: encoding XOR clauses into standard CNF clauses and 

performing Gaussian Elimination for XOR clauses. 

4.8.2 Translating XOR clauses to CNF clauses 

It is widely believed that XOR based constraints are empirically hard [146, 147, 153] for 

SAT solvers. When the XOR constraints are encoded to CNF representation, the number 

of constraints grows exponentially in size. An XOR clause that includes 𝑘 variables is 

equivalently represented by 2𝑘−1 CNF clauses with 𝑘 variables in each CNF clause. This 

is because the XOR constraint’s Karnaugh table contains 2𝑘−1 minterms, and hence 

needs 2𝑘−1 clauses to describe in CNF. XOR clause can be converted to equivalent CNF 

clauses by listing the truth assignments from XOR clause. As can be seen in the Table 

4.4, the XOR clause (𝑎⨁𝑏⨁𝑐) corresponds to CNF clauses (𝑎 + 𝑏 + 𝑐)(𝑎 + �̅� + 𝑐̅)(�̅� +

𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐). This encoded operation yields a large amount of CNF clauses which 
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means expensive overhead for SAT solvers. It is well known that the performance of 

SAT solvers depends on the width of the XOR clauses [149]. 

Table 4.4 XOR clause to CNF clauses 

𝒂 𝒃 𝒄 𝒂⨁𝒃⨁𝒄 𝑪𝑵𝑭 

0 0 0 0 𝑎 + 𝑏 + 𝑐 
0 0 1 1  

0 1 0 1  

0 1 1 0 𝑎 + �̅� + 𝑐̅ 
1 0 0 1  

1 0 1 0 �̅� + 𝑏 + 𝑐̅ 
1 1 0 0 �̅� + �̅� + 𝑐 
1 1 1 1  

 

4.8.3 Gaussian Elimination of XOR constraints 

Let 𝑛 a set of XOR clauses over 𝑘 variables 𝒙 = {𝑥1, 𝑥2, … , 𝑥𝑘} such that each XOR 

clause can be expressed as a linear equation as matrix form of 𝑨𝒙 = 𝒃, where 𝑨 is an 

𝑛 × 𝑘 matrix, 𝒃 is an 𝑛 × 1 constant vector from set {0,1} and 𝒙 is variables from XOR 

clause. Gaussian Elimination is a classical algorithm for solving systems of linear 

equations that expressed as matrix form of 𝑨𝒙 = 𝒃. The proposed CNF-XOR SAT solver 

in [144] combines Gaussian Elimination with DPPL-based algorithms. XOR constraints 

can be solved individually in polynomial time [150] by using Gaussian Elimination since 

each XOR-constraint is a linear equation. A system of 𝑛 XOR constraints on 𝑘 variables, 

Gaussian Elimination solves with time complexity of Ο(𝑘𝑛2) [154]. To solve XOR 

constraints in Gaussian Elimination, first, XOR constraints should be in the standard form 

in which all variables appear as positive form. A system of series of XOR clauses can be 

formulated as a system of linear equations, where each clause is a linear equation. If each 



124 
 

equation has a solution, then the series of XOR clauses are satisfied. For instance, 

(𝑥1⨁𝑥3⨁𝑥4)(𝑥1̅̅̅⨁𝑥2⨁𝑥3) is satisfied only if both clauses are satisfied, such as: 

𝑥1⨁𝑥3⨁𝑥4 ≡ 1 

𝑥1̅̅̅⨁𝑥2⨁𝑥3 ≡ 1⟹ 𝑥1⨁𝑥2⨁𝑥3⨁1 ≡ 1 ⟹ 𝑥1⨁𝑥2⨁𝑥3 ≡ 0 

 Note that the XOR operator is associative and commutative. As can be seen, each 

linear equation can be built as a matrix form of 𝑨𝒙 = 𝒃. Such a system of linear 

equations is easily solvable using Gaussian Elimination. To perform Gaussian 

Elimination, XOR clauses are expressed in matrix form such that XOR clauses are 

represented as rows and variables are represented as columns. For instance, given four 

XOR clause 𝑐1: (𝑥1⨁𝑥3⨁𝑥4), 𝑐2: (𝑥1̅̅̅⨁𝑥2⨁𝑥3), 𝑐3: (𝑥2⨁𝑥3⨁𝑥4), 

𝑐4: (𝑥1⨁𝑥2̅̅ ̅⨁𝑥3̅̅ ̅⨁𝑥4). To solve these XOR clauses in Gaussian Elimination, first, the 

XOR clauses can be written in standard form as a linear equation.  

𝑥1⨁𝑥3⨁𝑥4 ≡ 1 

𝑥1̅̅̅⨁𝑥2⨁𝑥3 ≡ 1 ⟹ 𝑥1⨁𝑥2⨁𝑥3⨁1 ≡ 1⟹ 𝑥1⨁𝑥2⨁𝑥3  = 0 

𝑥2⨁𝑥3⨁𝑥4 ≡ 1 

𝑥1⨁𝑥2̅̅ ̅⨁𝑥3̅̅ ̅⨁𝑥4  ≡ 1 ⟹ 𝑥1⨁𝑥2⨁𝑥3⨁𝑥4⨁1⨁1 ≡ 1 ⟹ 𝑥1⨁𝑥2⨁𝑥3⨁𝑥4 = 1 

These linear equations can be represented as matrix form as in Figure 4.25. 
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Figure 4.25 XOR clauses solved by Gaussian Elimination 

The standard method of Gaussian Elimination applies row reduction until the lower 

triangular matrix becomes 0. In Figure 4.25(4), 𝑥4 = 1, 𝑥3 = 0, 𝑥2⨁𝑥4 = 1 ⟹

 𝑥2⨁1 = 1 ⟹ 𝑥2  = 0 and 𝑥1⨁𝑥3⨁𝑥4 = 1⟹ 𝑥1⨁0⨁1 ⟹ 𝑥1⨁1 = 1 ⟹ 𝑥1 = 0. So, 

the solution for (𝑥1, 𝑥2, 𝑥3, 𝑥4)  = (0,0,0,1). Also, the XOR clauses can be solved by 

substitution method by following these four rules: 𝑥⨁1 = �̅�, and 𝑥⨁0 = 𝑥, and 

𝑥⨁�̅�  = 1, and 𝑥⨁𝑥 = 0. 

CryptoMiniSat [145] SAT solver XOR clauses encoded into CNF then performed 

recovery steps for the XOR clauses to perform Gaussian Elimination. These in-

processing steps to keep XOR and CNF clauses separately in different data structures had 

a significant overhead to process. Although various enhancements [154 -157] were 

proposed to increase the performance of the CNF-XOR SAT solvers, there are still some 

bottlenecks in the runtime of the SAT solvers. Performing XOR translations to CNF form 

and using Gaussian Elimination is very time and memory consuming.  

We get motivated in terms of computation time and memory; quantum computing has 

the privilege of overcoming these challenges compared to classical computing. Also, in 
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the era of post-quantum cryptography, we would need powerful quantum SAT solvers in 

the cryptography environment to test the hardness of the problems such that they would 

be able to withstand attackers equipped with quantum computers. We propose a uniform 

quantum oracle design for Grover’s search algorithm that can solve XOR-SAT, mixed 

CNF-XOR SAT, and CNF-SAT, the native SAT. To our best knowledge, this first 

quantum XOR SAT design was proposed using Grover’s search algorithm. For instance, 

for the POS SAT function  𝑓(𝑎, 𝑏) = (𝑎 + 𝑏)(�̅� + �̅�)(�̅� + 𝑏)(𝑎 + �̅�) to build a quantum 

oracle, we need first to convert the OR terms into Products using De Morgan’s Law. On 

the other hand, a XOR-SAT function  𝑓(𝑎, 𝑏, 𝑐) = (𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅) there is no need 

De Morgan’s law because each clause is AND formula of ESOP, which is simple to build 

the circuit with corresponding Toffoli gates. We use a quantum counter to count the 

number of satisfied clauses. We present a uniform novel quantum oracle design to handle 

CNF-SAT, XOR-SAT, and CNF-XOR SAT. We assign a quantum counter block for 

each clause, and the output of each clause is used as the first qubit of the quantum 

counter.  

4.8.4 Quantum Oracle for XOR-SAT 

Suppose we have a Boolean function as of XOR SAT, a series of XOR clauses that are a 

conjunction (and) of a set of clauses, where each clause is an exclusive-or disjunction 

(xor) of 𝑛 variables. For instance, given a product of ESOPs function 𝑓(𝑎, 𝑏, 𝑐) =

(𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅) we want to solve MAX-XOR SAT such that to find the values of the 

Boolean variables for all possible solutions that make the function 𝑓(𝑎, 𝑏, 𝑐) true. To 

build the quantum oracle, we do not need to convert into Products using De Morgan’s 
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Law since each product of the variables can be represented as Toffoli gate. Each ESOP 

clause needs one ancilla qubit to save the result, and then all products of ESOP clauses 

need one Toffoli gate. Then we set the input qubits back to the original by applying 

Toffoli and NOT gates when appropriate, as can be seen in Figure 4.26.   

 

Figure 4.26 Classical oracle design for XOR SAT function 𝑓 = (𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅). 

If we have many clauses, we will need many ancilla qubits, as many as clauses in 

function, and then one ancilla qubit for all products of ESOP. We propose a quantum 

counter block that each clause is connected to the first qubit of the counter block, which 

counts the number of clauses such that if a clause is true, then the counter is added by 1 to 

the previous accumulated value. The output of the counter is connected to 𝑜𝑢𝑡0. If all 

clauses are satisfied, then the output of the quantum counter is equal to the number of 

clauses in the given function.    

In Figure 4.27, if the two clauses are satisfied, the binary output of the counter circuit 

of 𝑐2𝑐1 is 10. We need the last qubit with 𝑜𝑢𝑡0 ancilla bit to produce 1 when all clauses 

are satisfied for Grover’s algorithm. We need to add a NOT gate in the output circuit and 
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mirror it, which makes the last qubit 𝑜𝑢𝑡0 to produce 1 if the Boolean function 𝑓 is 

satisfied. Then the oracle recognized the solution.   

 

Figure 4.27 Quantum oracle for XOR SAT 𝑓 = (𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅) with quantum counter block. 

 

Figure 4.28 Grover’s algorithm applied XOR SAT oracle in Figure 4.27 

In Figure 4.28, we applied the oracle circuit in Figure 4.27 in Grover’s search 

algorithm for iterations 𝑅 = 2 from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
 ⌉ where 𝑁 = 23 = 8 is the 

number of all search space elements since there are 3 variables for 𝑎, 𝑏, 𝑐. 𝑀 = 2 is the 

number of solutions. In general, the value of 𝑀 is calculated using the Quantum Counting 
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algorithm [48], but for unsolvable problems, the value of 𝑀 is taken as 1 to run the 

Grover iterations 𝑅. We run the circuit on the ‘qasm_simulator’ from QISKIT for 1024 

shots (independent runs to get high precision probability) and the circuit produces the 

correct answers (verified in Table 4.5). We measured 𝑎0, 𝑎1, and 𝑎2 in Figure 4.28 where 

𝑎0, 𝑎1, 𝑎2 correspond to the Boolean variables 𝑐, 𝑏, 𝑎 respectively in Figure 4.27. 

 

Figure 4.29 Measurement of the Boolean variables from Figure 4.28 

As can be seen in Figure 4.29, the diagram illustrates the QISKIT [125] output graphics 

for the simulated circuit. The measured values 𝑎2𝑎1𝑎0 with high probability are 110, 001. 

These are the only two values 𝑐𝑏𝑎 = 110 and 𝑐𝑏𝑎 = 001 for which the Boolean function 

𝑓(𝑎, 𝑏, 𝑐) = (𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅) is satisfied. The two values of the solution can be 

verified without using Grover’s search algorithm, as can be seen Table 4.5. 
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Table 4.5 Truth table for XOR SAT function 𝑓 = (𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅) 

𝑐𝑏𝑎 𝑎�̅�⨁�̅�𝑐 �̅�𝑏𝑐⨁�̅�𝑐 ̅ 𝑓 = (𝑎�̅�⨁�̅�𝑐)(�̅�𝑏𝑐⨁�̅�𝑐̅) 
000 0⨁0 = 0 0⨁1 = 1 0 

001 1⨁0 = 1 0⨁1 = 1 1 

010 0⨁0 = 0 0⨁0 = 0 0 

011 0⨁0 = 0 0⨁0 = 0 0 

100 0⨁1 = 1 0⨁0 = 0 0 

101 1⨁0 = 1 0⨁0 = 0 0 

110 0⨁1 = 1 1⨁0 = 1 1 

111 0⨁0 =0 0⨁0 = 1 0 

 

4.8.5 Quantum Oracle for CNF-XOR SAT 

Suppose we have mixed CNF clauses and XOR clauses  𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� +

�̅� + 𝑐)(𝑏 + 𝑐)(𝑎�̅� ⨁ �̅�𝑐)(�̅�𝑏𝑐 ⨁ �̅�𝑐̅). As we solved the previous example in Quantum 

CNF SAT Section, the POS clauses convert to the Sum expressions into Products using 

De Morgan’s Law. On the other hand, the XOR clauses are used without any conversion. 

 

Figure 4.30 Quantum oracle for CNF-XOR SAT function 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 +

𝑐)(𝑎�̅� ⨁ �̅�𝑐)(�̅�𝑏𝑐 ⨁ �̅�𝑐̅). 

In Figure 4.30, if the five clauses are satisfied, the binary output of the counter circuit 

of  𝑐3𝑐2𝑐1 is 101. We need the last qubit with 𝑜𝑢𝑡0 ancilla bit to produce 1 when all 

clauses are satisfied for Grover’s algorithm. We need to add a NOT gate in the output 
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circuit and mirror it, which makes the last qubit 𝑜𝑢𝑡0 to produce one if the Boolean 

function 𝑓 is satisfied. 

 

Figure 4.31 Grover’s algorithm applied CNF-XOR SAT oracle form Figure 4.30 

 

Figure 4.32 Measurement of the Boolean variables of function from Figure 4.31. 
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In Figure 4.31, we applied the oracle circuit in Figure 4.30 in Grover’s search 

algorithm for iterations 𝑅 = 3 from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
 ⌉ where 𝑁 = 23 = 8 is the 

number of all search space elements since there are 3 variables for 𝑎, 𝑏, 𝑐. 𝑀 = 1 is the 

number of solutions. As we found in the previous two examples, XOR SAT example 

gives two solutions 110 and 001 for 𝑎2𝑎1𝑎0 and CNF SAT example gives 010, 101, 110, 

111 for 𝑎2𝑎1𝑎0. So, we built the oracle for CNF-XOR SAT from those examples and 

gives the command value 110, which satisfies for 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� +

𝑐)(𝑏 + 𝑐)(𝑎�̅� ⨁ �̅�𝑐)(�̅�𝑏𝑐 ⨁ �̅�𝑐̅). We run the circuit on the ‘qasm_simulator’. We 

measured 𝑎0, 𝑎1, and 𝑎2 in Figure 4.31 where 𝑎0, 𝑎1, 𝑎2 correspond to the Boolean 

variables 𝑎, 𝑏, 𝑐 respectively. As can be seen in Figure 4.32, the diagram illustrates the 

QISKIT output graphics for the simulated circuit. The measured values 𝑎2𝑎1𝑎0 with high 

probability is 110. This is the only value 𝑐𝑏𝑎 = 110 which the Boolean function 

𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐)(𝑎�̅� ⨁ �̅�𝑐)(�̅�𝑏𝑐 ⨁ �̅�𝑐̅) is satisfied. 

All these different propositional formulas with one design without factoring XOR 

clauses into CNF clauses show promising performance improvement that quantum SAT 

solvers can achieve, especially in post-quantum cryptography. Comparatively, the 

classical XOR SAT and CNF-XOR SAT are required to factor XOR formulas into CNF 

formulas which can take a substantial amount of memory and time. 
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5 QUANTUM ALGORITHM FOR MINING FREQUENT PATTERNS FOR 

ASSOCIATION RULE MINING 

Chapter 5 

Quantum Algorithm for Mining Frequent Patterns for Association Rule Mining 
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Maximum frequent pattern generation from a large database of transactions and items for 

association rule mining is an important research topic in data mining. Association rule 

mining aims to discover interesting correlations, frequent patterns, associations, or causal 

structures between items hidden in a large database. By exploiting quantum computing, 

we propose an efficient quantum search algorithm design to discover the maximum 

frequent patterns. We modified Grover’s search algorithm so that a subspace of arbitrary 

symmetric states is used instead of the whole search space. We presented a novel 

quantum oracle design that employs a quantum counter to count the maximum frequent 

items and a quantum comparator to check with a minimum support threshold. The 

proposed derived algorithm increases the rate of the correct solutions since the search is 

only in a subspace. Furthermore, our algorithm significantly scales and optimizes the 

required number of qubits in design, which directly reflected positively on the 

performance. Our proposed design can accommodate more transactions and items and 

still have a good performance with a small number of qubits.  

5.1 Introduction 

We live in a digitalized era where vast amounts of data are collected daily. Data mining is 

a process of extracting interesting information, which is called knowledge discovery 

(KDD) in a database. According to [163], data mining is a field related to machine 

learning, but data mining is more applied than machine learning. Data mining has a 

broader spectrum of applications in engineering, science, business, medical applications, 

and many other areas. Data mining is used to process raw data on a larger scale of data. 

There are various types of data mining techniques, such as association rules, 
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classification, and clustering [164]. Association rule mining (ARM) is one of the most 

important research topics in data mining. ARM aims to discover interesting correlations, 

frequent patterns, associations, or causal structures between items hidden in a large 

database. Association rule mining is a branch of unsupervised learning processes that 

discover hidden patterns in data in the form of easily recognizable rules. Association rule 

mining is often termed as market basket analysis which studies the buying behaviors of 

customers by searching for sets of items that are frequently purchased together. 

Association rule mining is widely used in the retail analysis of transactions [165, 166], 

recommendation engines [167, 168, 169], web mining [170, 171], medical diagnosis, 

bioinformatics [172], and other applications [173] in various areas. 

• Retail analysis of transactions: The data from past transactions can be used to 

generate items that the customers most like to be purchased together. The retailer 

can then adjust the store layout, sales strategy, bundling prices, and inventory 

control to take advantage of the extracted rules that are generated from association 

rule mining.  

• Recommendation engines: Recommendation systems such as entertainment, 

news, and social media can be designed using association rule mining to 

recommend the most interesting content based on the user’s past behavior. 

• Web mining: Web usage mining is used in e-commerce applications to get useful 

information about the behavior of customers. Association rule mining is applied 

to the data from past behavior of the customers, and then rules based on customer 
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preferences are generated. The developers can optimize and improve websites to 

personalize the web portals based on the association rules.  

• Medical diagnosis: Association rule mining can be used to help diagnose patients. 

The symptoms of diseases and illnesses can be identified to find the conditional 

probability of the occurrence of illness using associate rule mining.  

• Bioinformatics: There are many applications in bioinformatics problems, such as 

protein interaction networks, gene expression data, and others [172], that can be 

applied to association rule mining to identify biologically relevant patterns. These 

patterns can be translated into a biological context. 

Association rule mining increases revenue by ensuring customer satisfaction based on 

customized web portals. as well as enhances medical treatment by relating the severity of 

the sickness and its symptoms. 

Given a set of transactions in a database, the goal is to find the association rules that 

connect between itemsets. For example, 𝑋 ⇒ 𝑌 (𝑋 implies 𝑌), which means the customer 

who buys the items in 𝑋 also tends to buy the items in 𝑌. The implication means the co-

occurrence of 𝑋 and 𝑌 items. If patterns within transaction data tell us that baby formula 

and diapers are usually purchased together in the same transaction, a retailer can take 

advantage of this association for bundle pricing, product placement, and even shelf space 

optimization within the store layout. Association rules are considered interesting and 

called strong if they satisfy the user-predefined thresholds, which are minimum support 
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(minsup) and minimum confidence (minconf) thresholds. These threshold values are pre-

defined by users or domain experts.  

The original association rule mining problem was first introduced in [174]. Let 𝐼 =

{𝐼1, 𝐼2, … , 𝐼𝑀} be the set of all items. Let 𝑇 be a set of database transactions where 𝑇 =

{𝑇1, 𝑇2, … , 𝑇𝑁} and 𝑇 ⊆ 𝐼. Each transaction is associated with an identifier, called a 𝑇𝐼𝐷. 

A set of items is referred to as an itemset. An itemset that contains 𝑘 items is called a 𝑘-

itemset. An 𝑘-itemsets that occur frequently are called the frequent 𝑘-itemsets. 

Association rules of the form 𝑋 ⇒ 𝑌 (𝑋 implies 𝑌) are measured by the so-called support, 

which is the percentage of transactions that contain both 𝑋 and 𝑌, the union of itemsets 𝑋 

and 𝑌. The support is taken to be the probability, 𝑃(𝑋 ∪ 𝑌).  

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋 ⇒ 𝑌) = 𝑃(𝑋 ∪ 𝑌) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑏𝑜𝑡ℎ 𝑋 𝑎𝑛𝑑 𝑌

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
 

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋) =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑋 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠
 

The support in the above equation is called relative support, where the frequency or 

occurrence of an item is called an absolute support or a support count. Another objective 

measure for association rules is confidence, which assesses the degree of certainty of the 

detected association [175]. The rule 𝑋 ⇒ 𝑌 has confidence, the percentage of transactions 

that containing 𝑋 also contains 𝑌. The confidence is taken to be the conditional 

probability, 𝑃(𝑌|𝑋).  
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𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑋 ⇒ 𝑌) = 𝑃(𝑌|𝑋) =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑋 𝑎𝑛𝑑 𝑌

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑋

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋 ∪ 𝑌)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋)
 

The main objective of ARM is to discover the itemsets that frequently appear in the 

transactions. The support (occurrence frequency) for each of these itemsets is generated 

from a number of candidate itemsets and not less than a pre-defined threshold [175, 176]. 

In Figure 5.1, association rule mining is decomposed into two phases: First, find out all 

the frequent itemsets such that each of these itemsets will occur at least as frequently as 

the pre-defined minimum support threshold. Those itemsets are called frequent or large 

itemsets. Second, generate association rules from those frequent itemsets with the 

constraints of minimum confidence threshold. There are many algorithms for mining 

frequent itemsets; the first phase of the association rule mining task. This first phase 

dominates the complexity of the whole process. 

 

Figure 5.1 Association rule mining phases. 
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5.2 Related Works 

5.2.1 Classical Algorithms for Association Rule Mining 

The AIS (Agrawal, Imielinski, Swami) algorithm was the first algorithm proposed for 

mining association rules in [174]. In the AIS algorithm, the database was scanned many 

times to get maximum frequent or large itemsets. During the first pass, 𝐶1, the candidate 

1-itemsets are generated, and the support count of each individual item was accumulated. 

From candidate 1-itemsets, 𝐹1 frequent 1-itemsets are generated by eliminating itemsets 

whose support count less than the value of minsup. Candidate 2-itemsets are generated by 

extending frequent 1-itemsets with other items in the same transaction. During the second 

pass over the database, the support counts of those candidate 2-itemsets are accumulated 

and checked against the minsup. Similarly, those candidate (𝑘+1)-itemsets are generated 

by extending frequent 𝑘-itemsets with items in the same transaction. However, extending 

the itemsets that are not present in the previous pass results in unnecessarily generating 

and counting too many candidate itemsets that turn out to be small. 

A number of ARM algorithms were proposed. Among these, the most well-known 

algorithm is the Apriori algorithm [176] that makes additional use of prune property to 

those candidates which have an infrequent subset before counting their supports. This 

optimization is possible because the support values of all subsets of a candidate are 

known in advance. The Apriori algorithm employs an iterative approach known as level-

wise search, where 𝑘-itemsets are used to explore (𝑘+1)-itemsets. First, the set of 

candidate 1-itemsets is found by scanning the database to accumulate the count for each 

item and collecting those items that satisfy the minimum support threshold. The resulting 
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set is denoted by 𝐹1, the set of frequent 1-itemsets. Next, 𝐹1 is used to find 𝐶2, the set of 

candidate 2-itemsets, which is used to find 𝐹2, and so on, until no more frequent 𝑘-

itemsets can be found. The finding of each 𝐶𝑘 requires one full scan of the database, 

which becomes the dilemma of performance in ARM when the transaction database is 

very large.  

In the Apriori algorithm, finding of each 𝐶𝑘 requires one full scan of the database. To 

improve the efficiency of the level-wise generation of frequent itemsets, an important 

property called the Apriori property is used to reduce the search space. Apriori property 

is: 

• If an itemset is frequent, then all its subsets must also be frequent. 

• If an itemset is not frequent, then all its supersets cannot be frequent. 

To construct candidate 𝐶𝑘 combine frequent itemsets of size 𝑘. If 𝑘 = 1, take all 1-

itemset. If 𝑘 > 1, join pairs of itemset that differ by just one item. For each generated 

candidate itemset ensure that all subsets of size 𝑘 are frequent. The first pass of the 

Apriori algorithm simply counts item occurrences to determine the frequent 1-itemsets. A 

subsequent pass, say pass 𝑘, consists of two phases. First, the frequent itemsets 𝐹𝑘−1 

found in the 𝑘 − 1 pass are used to generate the candidate itemsets 𝐶𝑘, using two step 

processes: self-join and prune.  

• Self-join 𝐹𝑘−1:  Generate set 𝐶𝑘 by joining 𝐹𝑘−1 itemsets that share the first 𝑘 − 1 

items.  
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• Prune: Remove from 𝐶𝑘 the itemsets that contain a subset 𝑘-itemset that is not 

frequent 

Second, the database is scanned and the support of candidates in 𝐶𝑘 is counted.  

Example: Let a store promote certain computer accessories, and the store manager 

bundles some accessories with other discounted accessories. The manager wants to know 

which accessories the customers pay for mostly when purchased together. Table 5.1 

contains transactions with items. 

Table 5.1 Transaction with Items. 

Transaction ID Computer accessories items  

𝑇1 Mouse, Keyboard, Monitor, Headphone 

𝑇2  Webcam, Monitor 

𝑇3  Mouse, Keyboard, Monitor 

𝑇4 Printer 

𝑇5 Mouse, Keyboard, Headphone 

𝑇6  Webcam, Headphone 

𝑇7  Mouse, Monitor, Headphone 

𝑇8  Monitor, Headphone 

𝑇9 Mouse, Keyboard, Monitor 

𝑇10  Mouse, Webcam, Monitor 

 

Let 𝑚𝑖𝑛𝑠𝑢𝑝 = 2 and 𝑚𝑖𝑛𝑐𝑜𝑓 = 70%. We need first to generate a maximum frequent 

itemset. The transaction database in Table 5.1 is applied in the Apriori algorithm, as can 

be seen in Figure 5.2. The set of candidate 1-itemsets, 𝐶1, obtained and then scanned the 

database to count the support of each itemset. The set of frequent 1-itemsets, 𝐹1, whose 

support is equal to or greater than 2, the minsup value, are generated from 𝐶1. Items in 𝐹1 

are joined to get candidate 2-itemsets, 𝐶2. The database is scanned, and the support of 
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each candidate itemset in 𝐶2 is counted. The set of frequent 2-itemsets, 𝐹2, is determined 

based on the support count of each candidate 2-itemset in 𝐶2. From 𝐹2 pairs of itemset are 

joined that differ by just one item to get candidate 3-itemsets, 𝐶3. The support of each 

itemset in 𝐶3 is counted by scanning the database and 𝐹3 is generated based on the 

minsup value. The candidate of 4-itemset, 𝐶4, is created by joining itemsets that differ by 

just two items in 𝐹3. The support count of 𝐶4 itemset is less than the minsup value, so 

there is no frequent 4-itemsets, 𝐹4. Thus, in this case the maximum frequent itemset is 𝐹3. 

So, the maximum frequent itemset are: {Mouse, Keyboard, Monitor}, {Mouse, 

Keyboard, Headphone} and {Mouse, Monitor, Headphone} as can be seen in Figure 5.2. 
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Figure 5.2 Generating maximum frequent itemsets using the Apriori Algorithm. 

Let generate association rules based on 𝑚𝑖𝑛𝑐𝑜𝑓 = 70% for {Mouse, Keyboard, 

Monitor}: 

Rule 1: {Mouse, Keyboard} ⟶ {Monitor} 
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𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ({Mouse, Keyboard} ⟶ {Monitor})

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard,Monitor}

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard}
=
3

4
= 75% 

Rule 2: {Mouse, Monitor} ⟶ {Keyboard} 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ({Mouse,Monitor}  ⟶ {Keyboard})

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard,Monitor}

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse,Monitor}
=
3

5
= 60% 

Rule 3: {Keyboard, Monitor} ⟶ {Mouse} 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ({Keyboard,Monitor} ⟶ {Mouse})

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard,Monitor}

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Keyboard,Monitor}
=
3

3
= 100% 

Rule 4: {Mouse} ⟶ {Keyboard, Monitor} 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ({Mouse}  ⟶ {Keyboard,Monitor})

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard,Monitor}

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse}
=
3

6
= 50% 

Rule 5: {Keyboard} ⟶ {Mouse, Monitor} 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ({Keyboard}  ⟶ {Mouse, Monitor})

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard,Monitor}

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Keyboard}
=
3

4
= 75% 

Rule 6: {Monitor} ⟶ {Mouse, Keyboard} 
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𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 ({Monitor}  ⟶ {Mouse, Keyboard})

=  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Mouse, Keyboard,Monitor}

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 {Monitor}
=
3

7
= 42.9% 

If the desired 𝑚𝑖𝑛𝑐𝑜𝑓 is 70%, then all interested rules that satisfy the 𝑚𝑖𝑛𝑐𝑜𝑓 are 

rules 1, 3, and 5. Based on rule 1, 75% of the customers who purchase {Mouse, 

Keyboard} also purchase a Monitor. Also, based on rule 3, 100% of the customers who 

purchase {Keyboard,Monitor} always purchase {Mouse}. 

Although research related to the Apriori algorithm has grown in recent years [177], 

the drawback of the Apriori algorithm is the necessity of scanning the whole database 

many times. Based on the Apriori algorithm, many new algorithms were designed with 

some modifications or improvements. Generally, there were two approaches: one is to 

reduce the number of passes over the whole database or replace the whole database with 

only part of it based on the current frequent itemsets, and another approach is to explore 

different kinds of pruning techniques to make the number of candidate itemsets much 

smaller [178]. Direct hash and pruning (DHP) [179] and partitioning [180] are 

modifications of the Apriori algorithm. Another mining technique is to simultaneously 

mine both frequent and infrequent itemsets [181]. 

Associate rule mining aims to extract interesting correlations from a raw dataset that 

contains a huge number of database transactions and items in each transaction. 

Computing such a large scale of raw data in classical computing is very expensive. 

Leveraging the quantum search algorithm can solve such a problem significantly faster 



146 
 

than the classical algorithm. Grover’s search algorithm gives a quadratic speedup 

compared to an exhaustive classical algorithm for the same problem. 

5.2.2 Quantum Algorithms for Association Rule Mining 

Quantum algorithms for association rule mining [182, 183] was proposed using a 

quantum counting algorithm [48]. The quantum circuit design that was proposed in [182, 

183] presented experimental implementation for 2 × 2 (two transactions and two items). 

The experiment for 2 × 2 required 9 qubits. Let 𝑇, the number of the transaction and 𝐼, 

the number of the items, the required number of qubits is equal to 2𝑇𝐼 + 1 for each 

iteration to find the maximum frequent 𝑘-itemset. Also, for each iteration, the whole 

database is a search space.  

To find the maximum frequent 𝑘-itemsets from 𝑛 items, we are interested only in the 

subspace of states of Hamming weight 𝑘. We propose an efficient method that the search 

space is reduced from a 2𝑛-dimensional Hilbert space to an (𝑛
𝑘
)-dimensional subspace. 

Also, we presented an efficient quantum circuit design that the required number of qubits 

is reduced significantly compared with [182, 183]. We present a new quantum design 

method for association rule mining to generate the maximum frequent 𝑘-itemsets, which 

required fewer qubits, and the search space based only on the candidate 𝑘-itemset to 

discover the maximum frequent 𝑘-itemsets. We modified Grover’s search algorithm [48] 

by employing the Dicke state [184] to create the superposition for 𝑘-itemset, quantum 

counter [185, 127] to count the frequent of 𝑘-itemset and quantum comparator to check 

the frequent 𝑘-itemset equal or greater than to 𝑚𝑖𝑛𝑠𝑢𝑝 threshold. We start to transform 

the transaction database into a binary matrix such that the item value is ‘1’ if the item is 
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present in a transaction and ‘0’ otherwise. The database is converted to binary matrix 

𝐴𝑁∗𝑀, where each row corresponds to transaction in 𝑇, each column corresponds to an 

item in the set of all items 𝐼, and 𝑁 is the number of transactions, and 𝑀 is the number of 

items. A Boolean function in the sum-of-product (SOP) form is generated from the binary 

matrix such that each row of the matrix corresponds to one product term of the SOP 

function expression. In the presented case, the term is a product of variables for all items 

that have a value of one.  

The Apriori algorithm for associate rule mining, the maximum frequent k-itemset is 

required to scan the database for every 1-itemset, 2-itemset, etc. until to find the 

maximum k-itemset. The candidate itemset generated during an early iteration are 

generally of larger magnitude than the maximum frequent 𝑘-itemset, which likelihood 

can be found in later iterations. Therefore, the initial candidate itemset generation is the 

key issue in improving the performance of association rule mining [179]. In this case, we 

started the search from the maximum 𝑘-itemsets as the candidate to search the maximum 

frequent 𝑘-itemsets, which may be a better chance to be the actual choice, or close to the 

maximum, frequent 𝑘-itemsets rather than starting the search from the candidate 1-

itemsets. Thus, the database size and the computation cost are reduced substantially. We 

choose only all the terms that have the maximum 𝑘-itemset from the SOP function. We 

built the quantum oracle design from the optimized SOP function that contained only the 

maximum 𝑘-itemset combined with the quantum counter and quantum comparator. We 

run an experiment and perform analysis using QISKIT, an IBM quantum simulator [125].  
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5.3 Quantum Oracle Design for ARM 

First, let us create a binary matrix in Table 5.2 such that the item value is ‘1’ if the item is 

present in a transaction and ‘0’ otherwise. The binary matrix is based on items from 

Table 5.1. 

Table 5.2 Binary Matrix Corresponds from Table 5.1. 

 a b c d e f 

Transaction ID Mouse Keyboar

d 

Webcam Monitor Headphon

e 

Printer 

𝑇1 1 1  1 1  

𝑇2    1 1   

𝑇3  1 1  1   

𝑇4      1 

𝑇5 1 1   1  

𝑇6    1  1  

𝑇7  1   1 1  

𝑇8     1 1  

𝑇9 1 1  1   

𝑇10  1  1 1   

 

To simplify, we change each item’s name to a letter so that we can build the SOP 

function. Let us observe that the SOP expressions used here are different from those 

applied in binary circuit synthesis. This is because here we can use repeated products or 

products included in other products, which can’t happen in SOP expressions used for 

binary circuit synthesis. Therefore, our expression compiled from Table 5.2 is as follows:  

𝑎𝑏𝑑𝑒 + 𝑐𝑑 + 𝑎𝑏𝑑 + 𝑓 + 𝑎𝑏𝑒 + 𝑐𝑒 + 𝑎𝑑𝑒 + 𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 
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Please note that the above formula mixes Boolean notation and arithmetic addition 

operation. Let 𝑚𝑖𝑛𝑠𝑢𝑝 = 2 and we need to find the maximum frequent 3-itemset. First, 

extract all itemsets equal to or greater than the 3-itemset.  

𝑎𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 

Second, we decompose any itemset that is greater than 3-itemset. In this case, we 

have 𝑎𝑏𝑑𝑒 which is decomposed into 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑏𝑑𝑒 such that: 

𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 

Third, we build the quantum oracle for SOP function expression: 

𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 ≥ 2   (5.1) 

Each term in the traditional quantum oracle design for the SOP function is a Toffoli 

gate, and the outcome is stored in an additional ancilla qubit. One large Toffoli gate that 

is controlled for all results is used to compute the output of the SOP function. The 

problem with the traditional quantum oracle architecture is that one additional ancilla 

qubit is needed for each term. We proposed that each term of the SOP function be 

connected to a quantum counter and then mirror the term back before computing the next 

term. In [175, 176], more information on this design is provided. Please observe that the 

presented above use of SOP formula is innovative and different than that used in logic 

function minimization. For instance, term 𝑎𝑏𝑑 is repeated several times which would be 

a nonsense in circuit design. Our goal here is however the counting of product terms and 

not minimization. This design trick for quantum oracles can be also used in other 

algorithms. 
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Grover’s search algorithm is started to create the superposition by using Hadamard 

operator 𝐻. Hadamard operator of 𝑛 qubits create 𝑁 = 2𝑛 quantum states. Hadamard 

operator of 𝐻⨂𝑛 applied |0⟩⨂𝑛: 

𝐻⨂𝑛|0⟩⨂𝑛 =
1

√2𝑛
∑ 𝑋⟩

𝑥∈{0,1}𝑛

 

𝐻 =
1

√2
[
1 1
1 −1

]         𝐻|1⟩  =   
1

√2
(|0⟩ − |1⟩)    𝐻|0⟩ =

1

√2
(|0⟩ + |1⟩) 

𝐻⨂4|0⟩⨂4 =
1

√16
(0000⟩ + 0001⟩ +⋯+ 1111⟩) 

For maximum frequent 𝑘-itemsets, all 𝑁 states are not solutions, but the solution 

would be only in Hamming weight 𝑘-itemsets. Hamming weight in binary is the number 

of ones in the binary number. 𝑘-itemsets is Hamming weight of 𝑘-itemset. For instance, 

finding the maximum frequent 2-itemset from 4 items, the solution will be only in 6 

states with Hamming weight 2 which are equal to 0011,0101, 0110, 1001,1010, 1100. 

So, using the Hadamard operator for four items creates 16 quantum states (0000, 0001, 

…, 1111) which are not required to search from the possible solutions, but the possible 

solutions are only in 6 quantum states of Hamming weight 2. 

5.3.1 Dicke States 

The search space of search algorithms has a critical role in terms of performance in both 

classical and quantum computing. In Grover’s search algorithm starts preparing 

superposition states for the search problems. The Hadamard operator is the traditional 

way to create 2𝑛 superposition states for 𝑛 qubits. There are many useful concepts that 
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can be used in real problems. These representation concepts include symmetric Boolean 

function [186], Johnson graph [187], and frequent patterns for associate rule mining that 

the possible solutions are in the form of Hamming weight, a pure symmetric state in (𝑛
𝑘
) 

states. For problems such as these, a proper quantum superposition state can be achieved 

using the Dicke state [184]. Finding the maximum frequent 𝑘-itemsets from 𝑛 items, we 

are interested only in the subspace of states of Hamming weight 𝑘. The Dicke state  |𝐷𝑘
𝑛⟩ 

is an equal-weight superposition of all 𝑛-qubit states with Hamming Weight 𝑘 (i.e., all 

strings of length 𝑛 with exactly 𝑘 ones over a binary). |𝐷𝑘
𝑛⟩ creates (𝑛

𝑘
) symmetric states. 

Below we illustrate practical examples of the Dicke state. 

|𝐷𝑘
𝑛⟩ = (

𝑛

𝑘
)
−
1
2

∑ 𝑋⟩

𝑥∈{0,1}𝑛,𝑤𝑡(𝑥)=𝑘

  

Where (𝑛
𝑘
) =  

𝑛!

(𝑛−𝑘)!𝑘!
 and 0 < 𝑘 < 𝑛. There are 𝑛 qubits and 𝑛 − 𝑘 of them are 0 and 

𝑘 are 1. For instance,  

|𝐷2
4⟩ =

1

√6
∑ 𝑋⟩

𝑥∈{0,1}4,𝑤𝑡(𝑥)=2

 

=
1

√6
(0011⟩ +  0101⟩ + 0110⟩ + 1001⟩ + 1010⟩ + 1100⟩) 

|𝐷2
4⟩ is Dicke state of 4 qubits that has 6 symmetric states, and each state has 2 ones.  

|𝐷3
5⟩ = √

1

10
 {|00111⟩ + |01011⟩ + |10011⟩ + |01101⟩ + |10101⟩ + |11001⟩

+ |01110⟩ + |10110⟩ + |11010⟩ + |11100⟩} 
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|𝐷3
5⟩ is Dicke state of 5 qubits that has 10 symmetric states, and each state has 3 ones.  

Dicke state creates arbitrary symmetric pure states |0⟩⨂𝑛−𝑘|1⟩⨂𝑘. Using the Dicke 

state increases the rate of the correct solutions since the search is only in subspace. The 

classical bitstring can be converted to the Dicke state by a recursive unitary operation 

called Split & Cyclic Shift (SCS) unitary 𝑆𝐶𝑆𝑛,𝑘[184]. To build |𝐷𝑘
𝑛⟩ state, we start from 

𝑆𝐶𝑆𝑛,𝑘  where the original sequence is multiplied by a factor of √
𝑘

𝑛
 and then shift the first 

zero to the end and shift the whole sequence forward by multiplying by a factor of √
𝑛−𝑘

𝑛
.  

𝑆𝐶𝑆𝑛,𝑘: |0⟩
⨂𝑛−𝑘|1⟩⨂𝑘 ⟶ √

𝑘

𝑛
|0⟩⨂𝑛−𝑘|1⟩⨂𝑘 + √

𝑛 − 𝑘

𝑛
|0⟩⨂𝑛−𝑘−1|1⟩⨂𝑘|0⟩ 

Dicke state given as input string |0⟩⨂𝑛−𝑘|1⟩⨂𝑘 generates the entire Dicke states |𝐷𝑘
𝑛⟩ 

by recursive unitary operation 𝑆𝐶𝑆𝑛,𝑘 . 

𝑆𝐶𝑆5,3: |00111⟩ ⟶ √
3

5
 |00111⟩ + √

2

5
 |01110⟩ 

√
3

5
 |00111⟩⟶ √

3

5
 {|0011⟩}⨂|1⟩ 

⟶√
3

5
 {√

2

4
|0011⟩ + √

2

4
|0110⟩}⨂|1⟩ 

⟶√
3

5
 {√

2

4
[√
1

3
|001⟩ + √

2

3
|010⟩]⨂|1⟩ + √

2

4
[√
2

3
|011⟩ + √

1

3
|110⟩]⨂|0⟩}⨂|1⟩ 
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⟶√
3

5
 {√

2

4
[√
1

3
|001⟩ + √

2

3
(√
1

2
|01⟩ + √

1

2
|10⟩)⨂|0⟩]⨂|1⟩

+ √
2

4
[√
2

3
(√
1

2
|01⟩ + √

1

2
|10⟩)⨂|1⟩ + √

1

3
|110⟩]⨂|0⟩}⨂|1⟩ 

⟶√
3

5
 {√

2

4
[√
1

3
|001⟩ + √

1

3
(|010⟩ + |100⟩)]⨂|1⟩

+ √
2

4
[√
1

3
(|011⟩ + |101⟩) + √

1

3
|110⟩]⨂|0⟩}⨂|1⟩ 

⟶√
3

5
 {√

2

4
[√
1

3
|001⟩ + √

1

3
|010⟩ + √

1

3
|100⟩]⨂|1⟩

+ √
2

4
[√
1

3
(|011⟩ + |101⟩) + √

1

3
|110⟩]⨂|0⟩}⨂|1⟩ 

⟶√
3

5
 {√

2

4
[√
1

3
|0011⟩ + √

1

3
|0101⟩ + √

1

3
|1001⟩]

+ √
2

4
[√
1

3
|0110⟩ + √

1

3
|1010⟩ + √

1

3
|1100⟩]}⨂|1⟩ 

⟶√
1

10
 {|00111⟩ + |01011⟩ + |10011⟩ + |01101⟩ + |10101⟩ + |11001⟩} 
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√
2

5
 |01110⟩⟶ √

2

5
 {|0111⟩}⨂|0⟩ 

⟶√
2

5
 {√

3

4
|0111⟩ + √

1

4
|1110⟩}⨂|0⟩ 

⟶√
2

5
 {√

3

4
[√
2

3
|011⟩ + √

1

3
|110⟩]⨂|1⟩ + √

1

4
|1110⟩}⨂|0⟩ 

⟶√
2

5
 {√

3

4
[√
2

3
(√
1

2
|01⟩ + √

1

2
|10⟩)⨂|1⟩ + √

1

3
|110⟩]⨂|1⟩ + √

1

4
|1110⟩}⨂|0⟩ 

⟶√
2

5
 {√

3

4
[√
1

3
|011⟩ + √

1

3
|101⟩ + √

1

3
|110⟩]⨂|1⟩ + √

1

4
|1110⟩}⨂|0⟩ 

⟶√
2

5
 {√

1

4
|0111⟩ + √

1

4
|1011⟩ + √

1

4
|1101⟩ + √

1

4
|1110⟩}⨂|0⟩ 

⟶√
1

10
 {|01110⟩ + |10110⟩ + |11010⟩ + |11100⟩} 

|00111⟩ ⟶ √
1

10
 {|00111⟩ + |01011⟩ + |10011⟩ + |01101⟩ + |10101⟩ + |11001⟩

+ |01110⟩ + |10110⟩ + |11010⟩ + |11100⟩} 
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The transformation or mapping of 𝑆𝐶𝑆𝑛,𝑘  is constructed by 1-controlled and 2-

controlled 𝑌-rotation 𝑅𝑦(2𝜃) gate between two 𝐶𝑁𝑂𝑇, where  𝑅𝑦(2𝜃) =  (
cos𝜃 − sin 𝜃
sin 𝜃 cos𝜃

). 

Dicke state is constructed recursively by smaller |𝐷𝑙
𝑛⟩, where 𝑙 ≤ 𝑘. 

|0⟩⨂𝑛−𝑘−1|0⟩⨂𝑘+1−𝑙|1⟩⨂𝑙

⟶ √
𝑙

𝑛
|0⟩⨂𝑛−𝑘−1|0⟩⨂𝑘+1−𝑙|1⟩⨂𝑙 + √

𝑛 − 𝑙

𝑛
|0⟩⨂𝑛−𝑘−1|0⟩⨂𝑘−𝑙|1⟩⨂𝑙|0⟩ 

 

Figure 5.3 Construction of 𝑆𝐶𝑆𝑛,𝑙  of a two-qubit gate [184] 

 

Figure 5.4 Construction of 𝑆𝐶𝑆𝑛,𝑙  of a three-qubit gate [184] 

In the Figure 5.3 and Figure 5.4 presented are the explicit constructions of 𝑆𝐶𝑆𝑛,𝑘. To 

learn a more in-depth view of this construction the reader can refer to [184]. The 𝑅𝑦 gate 

is a single qubit rotation gate through angle 𝜃 radian. The 𝑅𝑦 gate rotation is around 𝑌-

axis by angle 𝜃. If the controlled qubits for 𝑅𝑦 gate are all active, then the original 
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sequence is multiplied by a factor of √
𝑙

𝑛
 and then shift the first zero to end and shift the 

whole sequence forward by multiplying by a factor of √
𝑛−𝑙

𝑛
. If the controlled qubits for 

𝑅𝑦 gate are not all active, then the two 𝐶𝑁𝑂𝑇 gates cancel each other.  

 

Figure 5.5 Dicke state |𝐷3
5⟩ circuit, where √

𝑙

𝑛
 gates are shorthand for 𝑌-roatation 𝑅𝑦 (2 cos

−1√
𝑙

𝑛
) 

[184]. 

The full circuit of Dicke state |𝐷3
5⟩ is constructed recursively by 𝑆𝐶𝑆𝑛,𝑘 as can be 

seen in Figure 5.5 which contains 𝑅𝑦 gate in between two 𝐶𝑁𝑂𝑇 gates. The 𝑅𝑦 gates are 

controlled either one-qubit or two-qubits. 

5.3.2 Quantum Comparator 

Let’s first discuss the quantum counter that will be connected to the quantum comparator. 

Since we have nine SOP terms in equation 5.1, we need 4-controlled qubits of a quantum 

counter, as can be seen in Figure 5.6, which count from zero to 15. The output of the 

quantum counter will be an input to the quantum comparator. In this problem, the first 

qubit (1) of the quantum counter will be the SOP term output, so we do not use one as 
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input to the first qubit of the counter. When the SOP term produces one, then the counter 

increments by one, and there is no change when the SOP term is zero. 

 

Figure 5.6 Four-controlled qubits of a quantum counter. 

In Table 5.3, the truth table of one-bit comparator contains equal, greater than and less 

than.   

Table 5.3 Truth Table of one-bit comparator. 

𝑥1𝑦1 𝑥1 = 𝑦1⟹ 𝑥1⨁𝑦1̅̅ ̅̅ ̅̅ ̅̅ ̅ 𝑥1 > 𝑦1⟹ 𝑥1𝑦1̅̅̅ 𝑥1 < 𝑦1⟹ 𝑥1̅̅̅𝑦1 

00 1 0 0 

01 0 0 1 

10 0 1 0 

11 1 0 0 

 

For 1-qubit comparator, to check equal (𝑥1⨁𝑦1̅̅ ̅̅ ̅̅ ̅̅ ̅) or greater than (𝑥1𝑦1̅̅̅), we add both 

values 𝑥1⨁𝑦1̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝑥1𝑦1̅̅̅. To build this circuit requires 5 qubits, 2 Toffoli, 4 𝑁𝑂𝑇, and 

2 𝐶𝑁𝑂𝑇 gates, as can be seen in Figure 5.7a. For more than 1-qubit comparator, the 

circuit would be huge in terms of the number of qubits and gates. To minimize the 

required qubits and gates, we use “not less than” such 𝑥1̅̅̅𝑦1̅̅ ̅̅ ̅̅  which required only 3 qubits, 
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1 Toffoli, and 2 𝑁𝑂𝑇 gates as can be seen in Figure 5.7b. The output from the quantum 

counter would be compared with the 𝑚𝑖𝑛𝑠𝑢𝑝 value. In this case we have a 4-bit quantum 

counter compared with 𝑚𝑖𝑛𝑠𝑢𝑝 = 2 (0010). Every qubit from the quantum counter 

output is compared with every bit of the 𝑚𝑖𝑛𝑠𝑢𝑝 value. For instance, let 𝑥4𝑥3𝑥2𝑥1 

quantum counter output and 𝑦4𝑦3𝑦2𝑦1 𝑚𝑖𝑛𝑠𝑢𝑝 values, we build the quantum circuit for 

4-bit comparator (𝑥4̅̅ ̅𝑦4̅̅ ̅̅ ̅̅ )(𝑥3̅̅ ̅𝑦3̅̅ ̅̅ ̅̅ )(𝑥2̅̅ ̅𝑦2̅̅ ̅̅ ̅̅ )(𝑥1̅̅̅𝑦1̅̅ ̅̅ ̅̅ ). In Figure 5.8 for 4-bit quantum 

comparator, we rename 𝑥4𝑥3𝑥2𝑥1to 𝑐𝑜𝑢𝑛𝑡𝑒𝑟3𝑐𝑜𝑢𝑛𝑡𝑒𝑟2𝑐𝑜𝑢𝑛𝑡𝑒𝑟1𝑐𝑜𝑢𝑛𝑡𝑒𝑟0and 

𝑦4𝑦3𝑦2𝑦1to 𝑐𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟3𝑐𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟2𝑐𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟1𝑐𝑜𝑚𝑝𝑎𝑟𝑎𝑡𝑜𝑟0. The quantum 

comparator output is 𝑜𝑢𝑡0.  

 

Figure 5.7 One-qubit comparator (a) equal or greater than. (b) not less than 

In the Figure 5.8, the four-bit comparator compares the 𝑚𝑖𝑛𝑠𝑢𝑝 value 0010 with the 

output of the quantum counter. Every 𝑛-qubit comparator requires 3𝑛 + 1 qubits. The 𝑛-

𝑎𝑛𝑐𝑖𝑙𝑙𝑎𝑖 qubits are used to store the obtained value from the comparison.  
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Figure 5.8 Four-bit quantum comparator built using IBM Qiskit simulator. 

Figure 5.9 is the complete quantum oracle circuit design for associate rule mining. 

The oracle circuit contains the circuit for each term in the SOP function expression 

connected with the quantum counter (Figure 5.6) for each term and the quantum 

comparator (Figure 5.8) connected with the quantum counter output. The 𝑞4𝑞3𝑞2𝑞1𝑞0 

represent the items and 𝑐𝑜𝑛𝑡𝑟𝑜𝑙_𝑐𝑜𝑢𝑛𝑡𝑒𝑟_0 is the control bit for the quantum counter 

which is output of SOP term. If the SOP term is one, then the counter value is 

incremented by 1. If the SOP term is zero, then the counter keeps its value. The number 

of required qubits for the quantum counter is equal to ⌈log2𝑇⌉ + 1, where the number of 

required qubits for the quantum comparator is 3⌈log2 𝑇⌉ + 1. Note that if log2 𝑇 is an 

integer value, then add 1 to the log2 𝑇 value. The SOP function 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 +
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𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 ≥ 2 contains 9 terms that requires ⌈log2 9⌉ = 4 

qubits for the quantum counter. The quantum comparator compares the output of the 

quantum counter 4-qubit with  𝑚𝑖𝑛𝑠𝑢𝑝 value 4-qubit. The quantum comparator required 

four additional ancilla qubits for computation and one qubit for the output. In associate 

rule mining, we need the maximum frequent of 𝑘-itemset that is equal to or greater than 

to 𝑚𝑖𝑛𝑠𝑢𝑝 = 2. In this case, 4-qubit from the quantum counter compared with 0010. The 

output is 𝑜𝑢𝑡0 is equal to 1 when frequent of 𝑘-itemset equal to or greater than 2.  

 

Figure 5.9 Full quantum oracle circuit for 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 +

𝑎𝑐𝑑 ≥ 2 

Let us observe that the SOP function above is not used as a logical function, but it is 

used as a pattern matching for our problem. This general idea can be used for other 

problems that require counting the matching patterns or counting the satisfied constraints. 

Some constraint satisfaction problems that can be formulated as such the SOP function 

above can refer to [126]. 
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Figure 5.10 Full quantum algorithm circuit design for the associate rule mining using the diffusor in 

Figure 3.11 

Figure 5.10 is the complete quantum algorithm circuit design for the associate rule 

mining, which is a modification of Grover’s search algorithm. In this simulation, we use 

the diffuser operator discussed in Figure 3.11. Also, the other diffuser from Figure 3.12 

can be used. The Dicke state is used for superposition preparation, oracle, and diffuser to 

recognize the solution states. We applied this oracle in Grover’s search algorithms for 
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𝑅 = 2 iterations from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
⌉ where 𝑀 = 3 is the number of solutions 

in Figure 5.2 in the Apriori algorithm, and 𝑁 = 10 is the number of all search space 

elements from the Dicke state of |𝐷3
5⟩. We measured only 𝑞4𝑞3𝑞2𝑞1𝑞0 for the items but 

for verification the measurement can be added to 𝑜𝑢𝑡0 which is equal to 1 only if the 𝑘-

itemset is greater than or equal to the 𝑚𝑖𝑛𝑠𝑢𝑝. As can be seen in Figure 5.11 the values 

with high probability are 10011, 11001 and 11010 for 𝑎𝑏𝑐𝑑𝑒, respectively based on this 

SOP function: 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 ≥ 2 

 

Figure 5.11 Histogram of measured value from the Figure 5.10 
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In Figure 5.12, we generalized our design to handle the associate rule mining to 

generate the maximum frequent 𝑘-itemset. As can be seen from Figure 5.12, the input of 

Dicke state is |0⟩⨂𝑛−𝑘|1⟩⨂𝑘 , where 𝑛 is the number of items and 𝑘 is the large itemset to 

check whether is the maximum frequent 𝑘-itemset or not. Each term from the SOP 

function is connected to the first qubit (Control Counter) of the quantum counter. The 

remaining number of qubits for the quantum counter is equal to ⌈log2 𝑇⌉, and the number 

of qubits of the quantum comparator is equal to 3⌈log2 𝑇⌉ + 1, where 𝑇 is the number of 

terms in the SOP function. Note that if the log2 𝑇 is integer value, then add 1 to the 

log2 𝑇 value. The 𝑜𝑢𝑡0 is connected to the diffuser to amplify the solution. If 𝑜𝑢𝑡0 is 

equal to one, then the oracle has recognized the solution. Finally, the Dicke state qubits 

for the items are measured. For checking purposes, the 𝑜𝑢𝑡0 can be added to the 

measurement in order to check the solutions with a high probability that 𝑜𝑢𝑡0 is equal to 

1. 

Scaling the required number of qubits in design is critical in the current generation of 

quantum computers because the number of qubits determines the degree of computational 

complexity. The more qubits a quantum processor possesses, the more complex and 

valuable the quantum circuits can be designed and analyzed [188]. Thus, to scale and 

optimize the number of qubits that can be accommodated in a quantum algorithm design 

directly reflects on the algorithm performance.  
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Figure 5.12 Proposed algorithm design for associate rule mining with diffusor in Figure 3.11. 

 

Figure 5.13 Histogram to compare number of qubits in our design (blue) and other designs from [182, 

183] (orange). 

We compare the number of qubits that are needed in our design and the designs 

proposed in [182, 183]. The number of required qubits in [182, 183] is equal to: 
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2𝑇𝐼 + 1       (5.2) 

Our proposed design, the number of required qubits is: 

{
𝐼 + 3(log2 𝑇 + 1) + 2,        If  log2𝑇  is integer value

𝐼 + 3⌈log2 𝑇⌉ + 2,        If  log2 𝑇  not integer
   (5.3) 

where 𝑇 is the number of transactions and 𝐼 is the number of items. For instance, 

8 × 5 (8 transactions and 5 items), the number of required qubits in [182, 183] is equal to 

81 qubits, while our design requires only 19 qubits. 

As can be seen in the histogram from Figure 5.13, based on the equations 5.2 and 5.3, 

for 10 transactions and 5 items, 10 × 5 requires 101 qubits for the design in [182, 183], 

while our proposed design just requires just 19 qubits. According to the design in [182, 

183], one qubit is needed for every item, as well as one qubit for every transaction and 

one qubit for the output qubit. A large transaction database typically contains massive 

transactions and large item sets. As a result, the number of qubits will be unreasonably 

high, even for large quantum computers. Our proposed quantum architecture employs the 

Dicke state, which reduces the search space into a sub-search space. In addition, we 

employ a quantum counter and a quantum comparator that can handle more transactions 

and items while still performing well with a small number of qubits. 
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6 QUANTUM RANDOM WALK 

Quantum random walk algorithm is the quantum counterpart of the quantum analogues of 

classical random walk, aka Markov chains. Grover's search algorithm is a remarkable 

quantum search algorithm that exhibits a quadratic speedup over its counterpart classical 

algorithms. However, there are some problems with Grover’s search algorithm, which 

cause in some cases that the Grover’s algorithm is not more efficient than certain 

classical algorithms [191, 192, 194].  

6.1 Limitation of Grover’s search algorithm 

Quantum walk is a quantum search algorithm that overcomes the limitations of Grover’s 

search algorithm. Here, we present some problems that show the limitations of Grover’s 

search algorithm.  

6.1.1 Search on Grid 

Consider a given 𝑁 data points of 2-dimensional and arranged by √𝑁 × √𝑁 grid. Moving 

one point to another would take 𝑂(√𝑁) steps for a local move, and Grover’s algorithm 

performs  𝑂(√𝑁) iterations. Thus, the search takes 𝑂(√𝑁 × √𝑁) = 𝑂(𝑁) time. In such a 

case, there is no quantum speedup because the classical algorithms take similar queries 

by traveling in the grid row by row for every cell. This limitation of Grover’s algorithm 

was presented for the first time in [191] for a quantum robot. Such a limitation is also 

found in the 𝑑-dimensional √𝑁
𝑑

× √𝑁
𝑑

… √𝑁
𝑑

 grid. Grover’s search algorithm cannot find 

the solution in time 𝑂(√𝑁
𝑑 ); instead, the solution would be found in time 𝑂(√𝑁 × √𝑁

𝑑 ). 

Where √𝑁
𝑑

 is for local move and √𝑁 for Grover iteration. Suppose 𝑁 elements are 
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arranged in a 3-dimensional grid; then Grover’s search algorithm would take 

𝑂(√𝑁 × √𝑁
3
) = 𝑂 ( √𝑁

5
6⁄

) queries. This is better than 𝑂(𝑁) for the classical algorithm, 

but still worse than 𝑂(√𝑁) for the usual Grover’s search algorithm. Quantum walk for 

𝑑 = 2 takes 𝑂(√𝑁 log𝑁) time, and 𝑑 ≥ 3 takes 𝑂(√𝑁 ) time [193, 194]. 

6.1.2 Search on element distinctness 

A bipartite graph is an undirected graph where the vertices can be divided into two 

disjoint sets. Every edge has one vertex in one set to a vertex in another set. For instance, 

let 1 ≤ 𝑀 < 𝑁 for element distinctness problem. Given set 𝑆 = {𝑥1, ⋯ , 𝑥𝑁}, and there 

are 𝑖, 𝑗 ∈ [𝑁]. The bipartite graph can be created such that the vertices are subsets of 𝑆. 

Each vertex consists of 𝑀 elements or 𝑀 + 1 elements. A vertex 𝑣𝑇 is a subset of 𝑆 of 

size 𝑀, and 𝑣𝑅 is a subset of 𝑆 of size 𝑀 + 1, such that the two vertices 𝑣𝑇 and 𝑣𝑅 are 

connected if they differ by only one element and the subsets |𝑇| = 𝑀 and |𝑅| = 𝑀 + 1. 

The vertex 𝑣𝑇 is marked if the set 𝑇 contains 𝑖 ≠ 𝑗 and 𝑥𝑖 = 𝑥𝑗. The goal of element 

distinctness is to find a marked vortex. The element distinctness based on Grover’s search 

algorithm [192] takes 𝑂(𝑁) queries, similar to the classical exhaustive search algorithm. 

However, the element distinctness takes  𝑂(𝑁2 3⁄ ) queries using the quantum walk 

algorithm [195, 196]. 

6.1.3 Search on Hypercube  

A hypercube is a graph that consists of 𝑁 = 2𝑛 nodes, and each node is labeled by an 𝑛-

bit string. The nodes are connected if they differ by only one single bit. The maximum 

distance between two nodes is 𝑛 = log𝑁. The hypercube can be solved using Grover’s 
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search algorithm [190] in 𝑂(√𝑁 log𝑁) steps, but the quantum walk [190, 194] can be 

solved in 𝑂(√𝑁) steps. 

Most of the literature on quantum walk is theoretical, examples given by the authors 

have no practical applications. In contrast, in this dissertation, I present a circuit design 

for quantum walk implementation with some practical applications. First, we introduce 

the concept of the classical random walk and extend it to the quantum random walk. 

6.2 Random walk on the line 

In classical computing, random walk is a random walk without memory of the past states. 

For instance, given integer points on a line as in Figure 6.1, toss a fair coin to determine 

the direction of the next step either to the right or to the left. The transition probability 𝑝 

is only dependent on the current step. The probability of each step 𝑡 at position 𝑛 is 

calculated as:  

𝑝(𝑡, 𝑛) =  
1

2𝑡
(
𝑡

𝑡 + 𝑛
2
) 

Where (𝑎
𝑏
) =  

𝑎!

(𝑎−𝑏)!𝑏!
. This equation is valid only if 𝑡 + 𝑛 is even and 𝑛 ≤ 𝑡. If 𝑡 + 𝑛 is 

odd or 𝑛 > 𝑡, the probability is zero. [189].  

 

Figure 6.1 Integer points of a line. 
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Table 6.1 Probability of classical random walk on integer point of a line. 

            𝑛 

  𝑡 
-5 -4 -3 -2 -1 0 1 2 3 4 5 

0      1      

1     1

2
 

 1

2
 

    

2    1

4
 

 1

2
 

 1

4
 

   

3   1

8
 

 3

8
 

 3

8
 

 1

8
 

  

4  1

16
 

 1

4
 

 3

8
 

 1

4
 

 1

16
 

 

5 1

32
 

 5

32
 

 5

16
 

 5

16
 

 5

32
 

 1

32
 

 

Let the initial position at 0 in Figure 6.1 then the probability at the origin point is 

100% such that 𝑝(𝑡 = 0, 𝑛 = 0) = 1. The next step of the walker will be at 1 or -1 for 

right and left respectively such that 𝑝(𝑡 = 1, 𝑛 = 1) = 1 2⁄  or that 𝑝(𝑡 = 1, 𝑛 = −1) =

1 2⁄ . At each step, the walker chooses randomly left or right with a probability of 50%. 

As can be seen in Table 6.1 the probability distribution is symmetric around the origin.  

6.3 Quantum Random walk on the line 

Quantum random walks is a quantization of classical random walks aka Markov chains. 

For instance, quantum walk on an integer point of a line, toss a fair coin to determine 

which direction to go the next step left or right. In such case, we require two quantum 

registers |𝑛⟩|𝑐⟩, where |𝑛⟩ register stores an integer position state of 𝑛, and |𝑐⟩ register 

stores the direction (left, right) of travel which called a coin state. In the quantum walk, 

we need two operations: coin operator 𝐶, and shift operator 𝑆. The coin operator 𝐶 

creates a superposition that walker can walk all possible directions simultaneously. The 

coin operator 𝐶 determines the direction of the next step either left (L) or right (R) which 
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is equivalent to the computational basis |0⟩ and |1⟩. The most used coin operators are the 

Hadamard coin which uses the Hadamard operator and the Grover coin which is the 

Grover diffusion operator from Grover’s algorithm. In this dissertation, the Grover 

diffusion will be used as a coin operator. The shift operator acts based on the state of coin 

operator that the shift operator changes the walker state to left or right. For simplicity as 

an example, we use the Hadamard (𝐻) operator as a coin operator:   

𝐻 =
1

√2
[
1 1
1 −1

] 

𝐶|𝑅⟩ =
1

√2
(|𝐿⟩ + |𝑅⟩)  ⟹  𝐻|0⟩ =

1

√2
(|0⟩ + |1⟩) 

𝐶|𝐿⟩ =
1

√2
(|𝐿⟩ − |𝑅⟩) ⟹  𝐻|1⟩ =

1

√2
(|0⟩ − |1⟩) 

The shift operator acts on both registers: 

𝑆|𝑅⟩|𝑛⟩ = |𝑅⟩ |𝑛 + 1⟩ ⟹  𝑆|0⟩|𝑛⟩ = |0⟩|𝑛 + 1⟩ 

𝑆|𝐿⟩|𝑛⟩ = |𝐿⟩|𝑛 − 1⟩ ⟹  𝑆|1⟩|𝑛⟩ = |1⟩|𝑛 − 1⟩ 

One step of quantum walks is defined as a unitary operator:  

𝑈 =  𝑆𝐶 

A quantum walk on integer points on a line for 𝑡 steps consists of 𝑈𝑡 to some initial 

state. Let consider quantum walk with the initial state |𝑅⟩|0⟩ (position 0, facing to right), 

computing several steps: 
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𝑡: 1 ⟼ |𝑅⟩|0⟩ ⟼ 
1

√2
(| − 1⟩|𝐿⟩ + |1⟩|𝑅⟩) 

𝑡: 2 ⟼ 
1

2
(| − 1⟩(|𝐿⟩ − |𝑅⟩) + |1⟩(|𝐿⟩ + |𝑅⟩)

⟼
1

2
(| − 2⟩|𝐿⟩ − |0⟩|𝑅⟩ + |0⟩|𝐿⟩ + |2⟩|𝑅⟩) 

𝑡: 3 ⟼
1

2√2
(| − 2⟩(|𝐿⟩ − |𝑅⟩) − |0⟩(|𝑅⟩ + |𝐿⟩) + |0⟩(|𝐿⟩ − |𝑅⟩) + |2⟩(|𝑅⟩ + |𝐿⟩)) 

𝑡: 3 ⟼
1

2√2
(| − 3⟩|𝐿⟩ + | − 1⟩|𝑅⟩ − |1⟩|𝑅⟩ − | − 1⟩|𝐿⟩ + | − 1⟩|𝐿⟩ − |1⟩|𝑅⟩ + |3⟩|𝑅⟩

+ |1⟩|𝐿⟩) 

𝑡: 3 ⟼ =
1

2√2
(| − 3⟩|𝐿⟩ + | − 1⟩|𝑅⟩ − 2|1⟩|𝑅⟩ + |3⟩|𝑅⟩ + |1⟩|𝐿⟩) 

Taking the squared values of the amplitude of each of the position state after 𝑡 = 3 

yields position |1⟩ state with probability (
−2

2√2
)
2

+ (
1

2√2
)
2

=
5

8
. While position | − 3⟩, |3⟩  

and | − 1⟩ states have probability 
1

8
. As can be seen in Table 6.2, for 𝑡 = 3,4,5  the 

probability distribution is not symmetric around the origin which is different from the 

classical random walk in Table 6.1. In the classical random walk 𝑡 = 3, the position |1⟩ 

and | − 1⟩ has probability 
3

8
 each, and position |3⟩ and | − 3⟩ has probability 

1

8
 each. 
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Table 6.2 Probability of quantum random walk on integer points on a line. 

            𝑛 

  𝑡 
-5 -4 -3 -2 -1 0 1 2 3 4 5 

0      1      

1     1

2
 

 1

2
 

    

2    1

4
 

 1

2
 

 1

4
 

   

3   1

8
 

 1

8
 

 5

8
 

 1

8
 

  

4  1

16
 

 1

8
 

 1

8
 

 5

8
 

 1

16
 

 

5 1

32
 

 5

32
 

 1

8
 

 1

8
 

 17

32
 

 1

32
 

 

6.4 Random walk on the graph 

A random walk on the graph is a process for traversing on a graph where at every step the 

walker moves from node to another connected node. When the graph is unweighted, the 

next node is chosen uniformly at random among the adjacent of the current node. When 

the graph is weighted, the next node is chosen according to the probability among the 

corresponding connected nodes. Let consider random walks on undirected graphs 

𝐺(𝑉, 𝐸) where vertex (node) 𝑉 = {𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑛 , } with 𝑛 nodes and edge 𝐸 =

{𝑒𝑖
𝑗
, … , 𝑒𝑘

𝑚} = {(𝑣𝑖, 𝑣𝑗), … , (𝑣𝑘, 𝑣𝑚)} with 𝑚 edges. We consider the undirected graph 

such that moving from node 𝐴 to 𝐵 implies moving from node 𝐵 to 𝐴. There are three 

different matrices for random walk: the adjacency matrix (𝐴), the diagonal matrix 𝐷, and 

the transition matrix 𝑀. The adjacency matrix 𝐴 of the graph 𝐺 is defined as a 𝑁 × 𝑁 

matrix with rows and columns indexed by vertices such that: 

𝐴𝑖,𝑗 = {
1, (𝑣𝑖, 𝑣𝑗) ∈ 𝐸 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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For undirected graph the matrix 𝐴 is symmetric 𝐴 = 𝐴𝑇, but for the directed graph 

the matrix 𝐴 is not symmetric 𝐴 ≠ 𝐴𝑇. Also, every node has degree 𝑑 such that each 

node had 𝑑 connected edges. Let every vertex has label 𝑒𝑖
𝑗
 an edge 𝑒𝑖

𝑗
= (𝑣𝑖, 𝑣𝑗) which 

on 𝑣′s end is labelled by 𝑗 and 𝑗 ∈ 1…𝑑. The degree 𝑑𝑖 of a node 𝑣𝑖 is the number of 

connected edges to 𝑣𝑖 such that: 

deg(𝑑𝑖) = ∑𝐴𝑖,𝑗

𝑁

𝑗=1

 

The diagonal matrix 𝐷 of the graph 𝐺 is defined as a 𝑁 × 𝑁 matrix with rows and 

columns indexed by vertices such that: 

𝐷𝑖,𝑖 = {

1

deg(𝑑𝑖)
, 𝑣𝑖 ∈ 𝐸 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The transition matrix 𝑀 of the graph 𝐺 describes the transition probabilities from any 

node to any other node in the graph. 𝑀𝑖,𝑗 is represented as a 𝑁 × 𝑁 matrix with rows and 

columns indexed by vertices such that: 

𝑀𝑖,𝑗  = {

1

deg(𝑑𝑖)
, 𝑖𝑓 𝑖 𝑖𝑠 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡𝑜 𝑗

0,                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝑀𝑖,𝑗 is the probability that going from 𝑖 to 𝑗, given that we are at 𝑖. 

For directed graph, there are two types of degree: in-degree which the number of 

edges end at node 𝑣𝑖 and out-degree which the number of edges start at node 𝑣𝑖.  
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Figure 6.2 undirected graph of five nodes. 
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For instance, in the Figure 6.2, the classical random walker at node 3 has transition 

probabilities 1 3⁄ , 1 3⁄ , 1 2⁄ , 1 2⁄  each of jumping to vertices 1, 2, 4, 5 respectively. 

Let 𝑣 be a row vector which has 1 at 𝑖-th entry of 𝑣0 if the node 𝑖 is the starting point 

of the random walk. 

𝑣0 = (1 0 0 0 0) 

𝑣0 is the initial state that random walk starts at. We need to find the probability 

distribution at time 𝑡. We start: 

𝑡: 1 ↦ 𝑃1 = 𝑣0𝑀 =  (0
1

3

1

4

1

2
0) 
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This means at step 𝑡 = 1, we move to node 2, 3, 4 with probabilities 1 3⁄ , 1 4⁄ , and 

1
2⁄  respectively. 

At  𝑡 = 2, we use the previous step probability 𝑡 = 1 such that: 

𝑡: 2 ↦ 𝑃2 = 𝑃1𝑀 = (0
1

3

1

4

1

2
0)𝑀 = (

13

36

1

12

5

24

1

8

7

24
) 

This means at step 𝑡 = 2, nodes 1, 2,3,4, and 5 have probabilities 
13

36
, 
1

12
, 
5

24
, 
1

8
, 
7

24
 

respectively. 

To simplify, 𝑃2 = 𝑃1𝑀 = 𝑣0𝑀.𝑀 = 𝑣0𝑀2 

At  𝑡 = 3, we use previous step probability 𝑡 = 2 such that: 

𝑡: 3 ↦  𝑃3 = 𝑃2𝑀 = (
13

36

1

12

5

24

1

8

7

24
)𝑀 

To simplify, 𝑃3 = 𝑃2𝑀 = 𝑣0𝑀2. 𝑀 =  𝑣0𝑀3. 

The probability distribution 𝑃𝑡 at time 𝑡 given by initial probability 𝑣0 at the starting 

point can be formulated as follows: 

𝑃𝑡 = 𝑣0𝑀𝑡 

𝑃𝑡 =  𝑀𝑃𝑡−1 

6.5 Quantum Random walk on the graph 

A quantum walk for graph takes steps in directions determined by coin and shift 

operators. In a similar way of the quantum walk on a line, we can expand the concept of 
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the quantum walk to the general graphs, such as hypercube, regular graphs, and irregular 

graphs. Graphs are used as a convenient way to represent systems in combinatorial 

problems, machine learning, and many other problems. Quantum walk on a graph is a 

process for walking on a graph where every step is a move from a node to another 

connected node. The quantum walk makes the walker moves all possible paths 

simultaneously in every node. 

There are many versions of quantum walk design. Neil Shenvi, Julia Kempe, and K. 

Birgitta Whaley (SKW) [190] developed a quantum walk-based search method, known as 

the SKW algorithm. In this dissertation, I use quantum walk design based on SKW 

design to illustrate a practical application. The quantum walk consists of two steps: The 

first step is to create a superposition similar to Grover’s algorithm. The second step 

consists of two oracles. 

1. Verification oracle: This oracle is used to recognize the solution for a given 

problem similar to Grover’s search algorithm. 

2. Direction oracle: This oracle is the walker direction which consists of two blocks: 

a. Coin operator: The coin operator determines the direction of the next step.  

b. Shift operator: The shift operator shifts the position of the walker to all 

possible directions simultaneously. This is an advantage of the quantum 

walk that the walker can move all paths for the possible solution in one 

step. 
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The oracle design for shift operator depends on the type of direction of connected 

nodes for the given problem.  

 

Figure 6.3 Quantum walk algorithm based on SKW design. 

As can be seen in Figure 6.3, the quantum walk algorithm consists of four steps: 

1. Creating superposition states at initial state 

2. Oracle to recognize the marked elements of given problem. 

3. Steps in direction which contains the coin operator and shift operator. Both 

operators repeat 𝛰 (
𝜋

2
√
2𝑛−1

𝑀
) times, where 𝑀, the number of marked elements. 

4. Perform a measurement on node output. 

Steps 1,2, and 3 are repeated 𝛰√𝑁 times. Each oracle call is followed by a number of 

steps of coin and shift operators. 



178 
 

Standard Grover has no search direction, and the entire hypercube is searched 

symmetrically. This means that no direction of search is privileged. Quantum walk gives 

more opportunities. While Grover uses only an oracle for verification, quantum walk is 

potentially more powerful as it also uses an oracle for directing the direction of search. In 

this dissertation will be presented different types of problems, such as search on a 

hypercube, and search on regular graphs such symmetric graphs – all solved using the 

quantum walk algorithms.  

While using Grover’s algorithm we search the entire space which corresponds to the 

entire hypercube. While searching on the graph of 𝑛 cube, called a hypercube with 𝑁 =

2𝑛 nodes, each of the nodes is labelled by an 𝑛-bit binary string. The nodes in the 

hypercube are connected if the nodes differ by only one single bit such that the Hamming 

Distance between the nodes is one. In the symmetric graph, the nodes are connected if the 

nodes differ by Hamming weight. However, while using the quantum walk, the quantum 

algorithm design has the freedom to create special specific graphs. Therefore, at the cost 

of a more complicated design of the oracles, for special cases of problems an algorithm 

that is more efficient than Grover’s algorithm can be designed.    

In this dissertation, I present quantum walk algorithm for solving MAX-SAT problem 

and mining frequent pattern for association rule mining. In addition, I present an 

advanced design for shift operator oracle which can be used in practical problems that 

involve regular graphs.  
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6.6 Quantum Walk Algorithm for MAX-SAT 

Boolean satisfiability expression can be represented as hypercube. For instance, the 

example presented in MAX-SAT section, suppose we have a Boolean function 

𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐). Let construct binary hypercube in 3-

dimensional space since there is three variables (𝑎, 𝑏, 𝑐). Search on the graph of 𝑛 cube is 

called hypercube which has 𝑁 = 2𝑛 nodes, each of the nodes can be labeled by an 𝑛-bit 

binary string. The nodes in the hypercube are connected if the nodes differ by only one 

single bit such that the Hamming Distance is one.  In Figure 6.4, there are 8 nodes, and 

each node is connected to all nodes that only differ in one single bit.  

 

Figure 6.4 Three-dimensional hypercube. 

In Figure 6.4 each node is connected to three nodes. In this case we need 2 qubits for 

the coin operator to create superposition to decide the next node to move. Based on the 

coin operator states, the shift operator moves the walker to the appropriate nodes by 

flipping one qubit. In this case each node is connected to three nodes that differ by one 

qubit. So, we apply a 𝑁𝑂𝑇 gate to one of the node qubits. In Figure 6.5, the 2-qubit 

Grover coin operator creates four superposition states such as 00, 01, 10, and 11. We just 

need 3 states to move the walker to the next state. For instance, let start node 000 and 
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then flipping one bit at a time. The 00 is used move to 001 state, 01 to move to 010 state, 

and 10 to move to 100 state as can be seen in Figure 6.5. 

 

Figure 6.5 Direction oracle consists of: Grover coin for coin operator and shift operator. 

 

Figure 6.6 Oracle circuit for 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 

Figure 6.6 is the same oracle design that MAX-SAT is used in Grover’s search 

algorithm to recognize the solution of MAX-SAT. Figure 6.7 is a complete quantum walk 

algorithm, where the oracle block is the oracle design from Figure 6.6, and the coin and 

shift operators are the circuit designs from Figure 6.5. The Boolean function 𝑓(𝑎, 𝑏, 𝑐) =

(𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) has 4 solutions which is the number of the marked 
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elements as we discussed before. So, the steps for the coin and shift operator will be one 

step based on 𝛰(
𝜋

2
√
2𝑛−1

𝑀
) =  𝛰 (

𝜋

2
√
23−1

4
) for each oracle.  

 

Figure 6.7 Quantum walk algorithm for solving 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 

 

Figure 6.8 Measurement of the Boolean variables of 𝑓(𝑎, 𝑏, 𝑐) = (𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐) 
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After applying measurement on the qubits for 𝑛𝑜𝑑𝑒0𝑛𝑜𝑑𝑒1𝑛𝑜𝑑𝑒2 in Figure 6.7, in 

Figure 6.8 the output from the simulation with high probability 010, 101, 110, and 111 

for 𝑎𝑏𝑐 respectively matches the theoretical values for the solution 𝑓(𝑎, 𝑏, 𝑐) =

(𝑎 + 𝑏 + 𝑐̅)(�̅� + �̅� + 𝑐)(𝑏 + 𝑐).  

In standard Grover there is no direction of search, and the entire hypercube is 

searched “symmetrically”. In general, the Grover’s search algorithm is a good option to 

solve for space shaped as a hypercube, while quantum walk is good for arbitrary graphs 

but especially for various grids. Grover's search algorithm is reputed to have a quadric 

speed up over the classical exhaustive search algorithm. However, Grover's algorithm is 

no more efficient than classical algorithms for some problems, including the searching a 

grid problem [191] and the searching element distinctness graph problem [195]. 

6.7 Quantum Walk Algorithm for Mining Frequent Patterns of Association Rule 

Mining 

Mining frequent pattern can be represented as graph based on 𝑘-itemset. For instance, if 

we need to mine 3-itemset then all itemset equal or greater than 3-itemset are extracted. 

Recall the equation (3)  

𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑏𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑏𝑒 + 𝑎𝑑𝑒 + 𝑎𝑏𝑑 + 𝑎𝑐𝑑 

The search space to mine 𝑘-itemset is only in (𝑛
𝑘
) itemset, where 𝑛 is the number of 

items. For 𝑛 = 𝑎𝑏𝑐𝑑𝑒, the search space of 3-itemset is: 

𝑎𝑏𝑐, 𝑎𝑏𝑑, 𝑎𝑏𝑒, 𝑎𝑐𝑑, 𝑎𝑐𝑒, 𝑎𝑑𝑒, 𝑏𝑐𝑑, 𝑏𝑐𝑒, 𝑏𝑑𝑒, 𝑐𝑑𝑒 
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These 3-itemset can be represented as a regular graph in which each element is a 

node. Nodes are connected if they differ by just one symbol, as can be seen in Figure 

6.9a. This graph in Figure 6.9a is known as the Johnson graph. The Johnson graph 𝐽(𝑛, 𝑘) 

can be represented as a binary string of 𝑛 bits with 𝑘 ones, as can be seen in Figure 6.9b. 

The number of vertices in Johnson graph is equal to (𝑛
𝑘
) and the degree 𝑑-regular is equal 

to 𝑘(𝑛 − 𝑘). For instance, 𝐽(5, 3), the number of vertices is equal to (5
3
) = 10 and the 

degree 𝑑-regular is equal to 6. 

 

Figure 6.9 Johnson graph (𝑛
𝑘
), where 𝑘 = 3 for 3-itemset of 𝑛 = 5 for 𝑎𝑏𝑐𝑑𝑒 

As we can see in Figure 6.9b, every node is connected to 6 other nodes with a 

Hamming distance of two. For instance, the 11001 node is connected to the 01101 node 

such that the Hamming distance is equal to 2. This Hamming distance can be represented 
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as a swap operation between the first (most significant) and second qubit of 11001 that 

transforms to 01101. Table 6.3 is an example 11100 node with swap qubits to reach all 

connected nodes. 

Table 6.3 Swap operation for 11100 node to reach all other connected nodes. 

Node  Swap qubits Connected nodes  

11100 (0, 3)  01110 

 (0, 4)  01101 

 (1, 3)  10110 

 (1, 4)  10101 

 (2, 3)  11010 

 (2, 4)  11001 

 

Based on the same approach as in Table 6.3, all other nodes can reach other 

connected nodes by SWAP operation, as can be seen in Table 6.4 

Table 6.4 SWAP operation for all nodes 

Node  Swap qubits 

11100 (0, 3), (0, 4), (1, 3), (1, 4), (2, 3), (2, 4) 

11010 (2, 3), (3, 4), (1, 2), (1, 4), (0, 2), (0, 4) 

11001 (2, 4), (3, 4), (1, 2), (1, 3), (0, 2), (0, 3) 

10110 (3, 4), (1, 2), (1, 3), (0, 4), (2, 4), (0, 1) 

10101 (3, 4), (1, 2), (1, 4), (0, 3), (2, 3), (0, 1) 

01011 (0, 3), (0, 4), (1, 2), (0, 1), (2, 3), (2, 4) 

01110 (0, 2), (0, 3), (1, 4), (3, 4), (2, 4), (0, 1) 

01101 (0, 4), (0, 2), (0, 1), (3, 4), (2, 3), (1, 3) 

10011 (1, 4), (1, 3), (2, 4), (2, 3), (0, 2), (0, 1) 

00111 (0, 4), (0, 3), (1, 2), (1, 4), (1, 3), (0, 2) 

 

Based on Table 6.4, we have all permutations (0, 1), (0, 2), (0, 3), (0, 4), (1, 2), (1, 3), 

(1, 4), (2, 3), (2, 4), (3, 4) such that each of them is connected to node qubits. We use 

standard Grover diffusion as a coin operator, and the output of the coin operator is used 
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as a control for the shift operator, which is the SWAP gate. Thus, in this case, we design 

a multi-controlled SWAP gate as a shift operator, as can be seen in Figure 6.10.  

Figure 6.10 is a complete design for the quantum walk algorithm for mining frequent 

patterns of association rule mining. We could not find a multi-controlled SWAP gate in 

QISKIT to simulate Figure 6.10. There are other approaches to decomposing the multi-

controlled SWAP gate into multi-controlled Toffoli gates, or one multi-controlled Toffoli 

gate and two CNOT gates. However, such designs result in high quantum costs. 

 

Figure 6.10 Oracle with coin and multi-controlled SWAP gates for the shift operators.  
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This chapter aims to represent and solve a practical problem in quantum walk since 

most of the literature on quantum walk used only mathematical models.  I have shown a 

shift operator design for the hypercube and a Johnson graph for MAX-SAT and mining 

frequent patterns for association rule mining, respectively. Each problem has a different 

design for the shift operator; thus, the shift operator is the main component design that 

needs to be designed efficiently for each type of problem for quantum walk. The oracle 

and coin operator are very similar to Grover’s search algorithms.  
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7 QUANTUM COMPLEXITY THEORY 

Grover's search algorithm is a remarkable quantum search algorithm that exhibits a 

quadratic speedup over its counterpart classical algorithms. In order to comprehend the 

quantum complexity of Grover's search algorithms, it is necessary to first understand the 

complexity class of classical algorithms before moving on to quantum complexity. There 

are quantum algorithms that are faster than their counterparts of classical algorithms. 

How is it to measure the runtime of the computational tasks?  To understand this question 

better, we first need to understand computational complexity theory for both classical and 

quantum computers.  

7.1 Classical Complexity  

An algorithm’s runtime or time complexity depends on many parameters, such as the 

input size, software (programming language, compiler, OS), and hardware. In this 

dissertation, I use the input size of a problem to analyze the time complexity of the 

algorithm. The time complexity is measured by the number of operations (steps) executed 

for the given input size. In general, computational complexity deals with the study of the 

classification of computational problems according to their time and space complexity. 

There are many computational problems, such as: 

1. Search problems: involve finding a solution with certain properties if such a 

solution exists within a given dataset or structure. 

2. Decision problems or constraint satisfaction problems: answer either ‘yes’ or ‘no.’ 
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3. Optimization problems: find the best possible solution among all possible 

solutions. 

4. Function problems: compute the output based on functions or expressions for the 

given input. 

5. Counting problems: count the number of solutions. 

The goal is to find the best algorithm to solve the problem with the best time 

complexity. There are three ways to measure the time complexity of an algorithm. Each 

of these measurements has mathematical notations (asymptotic notation) to describe the 

time complexity, such as: 

1. Worst-case time complexity: the longest amount of time for any input size of 𝑛 to 

complete.  This provides an upper bound and the asymptotic notation is 𝛰 (big 

Oh) 

2. Best-case time complexity: the shortest time for any input size of 𝑛. This provides 

a lower bound and the asymptotic notation is Ω (big Omega) 

3. Average-case time complexity: the average time for all input size of 𝑛. This can 

be the same as worst-case or better. The asymptotic notation is Θ (Theta) 

Some cases 𝝄 (Little Oh) and 𝝎 (little Omega) are used as asymptotic notation for 

time complexity. The runtime for an algorithm depends on the input size, and the growth 

rate for an algorithm describes how the runtime will increase as the input size increases. 
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Let's describe the asymptotic notation as growth rate in mathematical terms that can be 

seen in Table 7.1. Also, some common equations for time complexity are in Table 7.2. 

Table 7.1 Asymptotic notation 

Asymptotic 

notation 

Mathematical 

meaning 

Description 

𝛰 ≤ Growth rate is less than or equal ( ≤ ) to given input value  

Ω ≥ Growth rate is greater than or equal ( ≥ ) to given input value 

Θ = Growth rate is equal ( = ) to given input value 

𝜊 < Growth rate is less than ( < ) to given input value 

𝜔 > Growth rate is greater than ( > ) to given input value 

 

Table 7.2 Common equation for time complexity 

𝜪 (Big Oh) Class Examples 

𝛰(1) Constant time Adding an element to the front of a linked list 

𝛰(log 𝑛) Logarithmic time Finding an element in a sorted array 

𝛰(𝑛 log 𝑛) Linearithmic Sorting elements in array  

𝛰(𝑛) Linear time Finding an element in an unsorted array 

𝛰(𝑛2) Quadratic time Shortest path between 2 nodes in a graph 

𝛰(𝑛3) Cubic time Matrix Multiplication 

𝛰(𝑛𝑐) for some 𝑐 Polynomial time Problems with exponent of 𝑐 
𝛰(2𝑛) Exponential time Fining all subsets of an array 

𝛰(𝑛!) Factorial time Finding all permutations of a giving set 

 

7.2 Classical Complexity Classes 

Many computation problems can be formulated into equivalent decision problems. When 

studying complexity theory, we typically focus on decision problems where the answer is 

either 𝒚𝒆𝒔 or 𝒏𝒐 to a specific question about the input. This is because the decision 

problems allow a simple definition of the problem and easily prove the complexity 

bounds. For instance, in primality testing, given an input 𝑥, we want to know if 𝑥 is prime 

or not. Also, for a satisfiability problem, such as a given formula as input, we want to 

know whether it is satisfiable or not. For instance, the traveling salesman problem is a 



190 
 

decision problem that asks whether or not there is a route that passes through every city 

whose length is less than a fixed length for a given set of intercity distances. For many 

computation problems, we can re-state them as yes/no problem or a sequence of the 

yes/no problems. In complexity theory, the problem is called language which is used to 

formulate computational problems as an abstract and standardized formula. Language 𝐿 

is a set of binary strings 𝐿 = {𝑥: 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 𝑖𝑠 𝑦𝑒𝑠}. For decision problem 𝑓(𝑥), the 

language 𝐿 = {𝑥: 𝑓(𝑥) = 1} which corresponds to 𝑓(𝑥) = 1 for the set of all binary 

strings 𝑥. For instance, 𝐿𝑝𝑟𝑖𝑚𝑎𝑙𝑖𝑡𝑦 = {𝑥: 𝑥 𝑖𝑠 𝑝𝑟𝑖𝑚𝑒}.  

Let us define the main types of classical complexity classes: 

P (polynomial time): the class of problems that can be solved in polynomial time by 

deterministic computing. For instance, checking if a given number is prime or not 

belongs to P. In general, P is the class of all problems that are efficiently solvable by a 

classical computer. There are various complexity classes that can be derived from the 

idea of polynomial time such as: non-deterministic polynomial (NP), NP-complete, and 

NP-hard. Table 7.3 and Figure 7.1 show the main classical complexity classes. 

NP (non-deterministic polynomial): the class of problems where classical 

computation can verify the ‘yes-instance’ in polynomial time. However, NP problems 

cannot always be solved in polynomial time.  For instance, what are all the prime factors 

of a given number?  This is an NP problem. NP contains all P problems and other 

problems for which a polynomial time solution is not guaranteed to exist. 
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NP-hard: a set of problems as hard as the NP-complete but NP-hard contains some 

problems outside of NP-complete. NP-hard may or may not be verifiable in polynomial 

time.  

NP-complete: a set of problems that can always be verified in polynomial time. NP-

complete problems are both NP and NP-hard.  

Table 7.3 P and NP complexity classes 

Complexity classes Solvable in P time Verifiable in P time  Examples  

P Yes Yes Find the greatest common divisor 

NP Yes/No Yes Traveling salesman problem 

NP-complete Unknown  Yes SAT, graph coloring 

NP-hard Unknown  Yes/No MAX-SAT, optimization problems 

 

 

Figure 7.1 Main classical complexity classes.  

The time required to solve or check a type of problem in P increases as the problem's 

size increases. NP problems can generally be solved using heuristics, approximations, 

probabilistic methods, and special cases but the solutions can be verified in polynomial 

time.  
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BPP (bound-error probabilistic polynomial): the class of problems that can be solved 

in polynomial time with bounded error such that the correct answer ‘yes’ at least with 

probability 
2

3
 and ‘no’ at most with probability 

1

3
. 

PSPACE (polynomial space): the class problems that can be solved in polynomial 

space by classical deterministic computing.  

EXP (exponential): the class problems solvable in exponential time on deterministic 

computing. 

7.3 Quantum Complexity Classes 

Some quantum algorithms, such as Shor’s algorithm, Grover’s search algorithm, and the 

quantum walk algorithm, are significantly faster than their counterparts in classical 

algorithms. The classical time complexity of classical algorithms is measured by the 

number of operations executed for the given input size. The complexity of quantum 

algorithms is known as query complexity. The quantum query complexity is measured by 

the number of queries that the oracle is using. For instance, the query complexity of 

Grover’s search algorithms is Ο(√𝑁). The goal is to achieve by querying the oracle the 

least possible number of query repetition times. The most important quantum complexity 

class is BQP (bound-error quantum polynomial). 

BQP (bound-error quantum polynomial) was first introduced in [197], this concept 

started the interest in quantum computational complexity field as a separate from 

classical complexity research. BQP is the class of problems that can be solved in 

polynomial time by a quantum computer with bounded probability error such that the 
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correct answer ‘yes’ is at least with probability 
2

3
 and ‘no’ at most with probability 

1

3
. The 

BQP corresponds to BPP in classical complexity. The BQP is the most important 

quantum complexity class. 

In Figure 7.2, 𝐿 ∈ 𝐵𝑄𝑃 such that a given input of |𝑋⟩ applied a sequence of quantum 

circuits 𝑄𝐿  and then measured to get the correct classical output. The quantum circuit 𝑄𝐿  

provides a bound-error polynomial time. The quantum circuit is either an oracle circuit or 

a complete quantum algorithm.  

 

Figure 7.2 Quantum complexity circuit schematic. 

One of the big questions in quantum complexity theory is: what is the power of BQP? All 

types of problems in BPP and P can be solved in BQP by a quantum computer such that 

BQP contains all the problems in BPP and class BQP is a subset of class PSPACE [48, 

197, 199]. 

𝑃 ⊆ 𝐵𝑃𝑃 ⊆ 𝐵𝑄𝑃 ⊆ 𝑃𝑆𝑃𝐴𝐶𝐸 ⊆ 𝐸𝑋𝑃 

There is still ongoing research to determine if BQP contains problems outside of NP, 

but some problems have proven that BQP is outside of NP [201]. It was proven that BQP 

is not a subset of NP (BQP ⊈ NP) [198, 200]. For illustration, the relationship between P, 

NP and BQP can be seen in Figure 7.3. 
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Figure 7.3 relationship P, NP and BQP complexities [200] 

Other quantum complexity classes, such as EQP (exact quantum polynomial) and NQP 

(non-deterministic quantum polynomial), are quantum analogs of P and NP. These types 

of quantum complexities are not studied much because of the nature of quantum 

computing, which is associated with errors and noise. The results from quantum 

computing are probabilistic with a bound error, indicating that BQP is a fundamental 

quantum complexity class. 

7.4 Practical Complexity Analysis 

As quantum algorithms may exhibit different characteristics and behaviors compared to 

their classical counterparts, the primary performance metric in classical and quantum 

computing is query complexity (time complexity). However, the quantum query 

complexity hides the implementation-related cost of quantum resources. An oracle is the 

basic unit of quantum search algorithms, and the number of inquiries that the oracle calls 

determine the algorithm's time complexity. The quantum circuit cost and number of 



195 
 

qubits for the oracle are taken into account to calculate quantum complexity accurately. 

Taking only the time complexity disturbs accurate estimation of the speed of the quantum 

search algorithms. Different oracle circuit designs [207, 208, 209, 210, 211] are 

constructed to create a variety of configurations, offering choices like a decreased 

number of quantum gates at the expense of an increased number of qubits (or vice versa). 

The trade-off relation is then applied to the design candidates for comparison. For 

instance, A and B are two different oracle circuit designs for Grover's search algorithm, 

but they implement different architectural designs regarding the number of quantum gates 

and qubits. If we look purely at the time complexity, then the complexity of A and B 

oracles are the same, which takes 𝛰(√𝑁). However, A and B oracles differ regarding 

quantum resources (number gates and qubits). Thus, the efficiency of different oracle 

designs is graded based on quantum resources. The quantum gates and qubits should be 

explicitly considered to calculate the algorithm's overall complexity in terms of 

performance efficiency and comparison analysis. Therefore, quantum complexity is 

divided into two categories: theoretical complexity and practical complexity. Theoretical 

complexity is related to the number of queries (time complexity) that quantum algorithm 

requires, and it is expressed as asymptotic notations. The theoretical complexity is proven 

when a quantum algorithm was developed. Practical complexity [202, 203,206] is related 

to the practical implementation of the quantum algorithm design. The practical 

complexity, also known as a circuit complexity, is calculated using the following metrics: 

1. Quantum circuit cost: determine the number of elementary quantum gates used in 

the quantum circuit. 
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2. Space complexity: number of qubits required.  

3. The circuit depth: the number of steps for the quantum circuit requires. For 

instance, quantum gates that can be executed in parallel are counted as one step. 

The circuit depth depends on the physical properties of the quantum hardware.  

The depth of a circuit is the longest path in the circuit, which is the number of 

elementary gates to execute on that path. Each gate has an execution time, and the longest 

path will be considered as the execution time. The quantum circuits are transpiled to run 

on the actual quantum hardware. The transpilation is a translation of logical qubits and 

gates onto a physical NISQ device [212]. The circuits are optimized based on the 

hardware technology during the transpilation process, and the actual depth may change. 

In this dissertation, we focus on the two primary resources of quantum computing: 

quantum circuit cost and the number of qubits used to analyze the practical complexity of 

the quantum search algorithms. The quantum cost of a circuit is the total number of 

quantum gates in the given circuit. The elementary quantum gates are NOT, controlled-

nth root of NOT, CNOT, Toffoli, and SWAP gates. The Toffoli gate is built using the 

elementary controlled-nth root of NOT gates to calculate the more detailed quantum cost.  

The quantum cost of NOT, controlled-nth root of NOT, and CNOT is a unit cost that 

requires a single operation. The quantum cost of the Toffoli gate is 2𝑚+1 − 3, where 𝑚 is 

the number of controlled qubits of the Toffoli gate. In Figure 5.9, we presented an 

example of quantum algorithm mining frequent patterns for association rule mining. To 

analyze the practical complexity, let’s define: 
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𝛼 = ⌈log2 𝑇⌉ 

𝛽 = ⌈log2 𝐼⌉ 

𝛾 = 𝑘-itemsets 

𝑅 = number of Grover iterations 

For instance, referring to chapter 5, where 𝑇 is the number of transactions, 𝐼 is the 

number of items and 𝑘 is the maximum number of frequent itemset. We can formulate 

the number of quantum gates as a general case (worst case) of our design as flows:  

1. The number of SOP terms is equal to 𝑇, thus, the number of quantum counter 

blocks equals the number of SOP terms. 

2. Each term of the SOP has 𝛾 of literals such that the number of controlled qubits of 

the Toffoli gate is equal to 𝛾. 

3. Quantum counter:  

a. The maximum number of controlled qubits of Toffoli gates for the 

quantum counter is equal to 𝛼. The quantum counter consists of CNOT, 

Toffoli, 3-controlled Toffoli, up to 𝛼- controlled Toffoli gates.  

4. Quantum comparator: 

a. The quantum comparator requires 4𝛼 NOT gates, 2𝛼 Toffoli gates and one 

𝛼-controlled Toffoli gate. 
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The total complexity would be the total number of gates in 1, 2, 3, and 4 steps times the 

number of iterations required by Grover’s search algorithm: 

𝑅(𝑇(𝛾-controlled Toffoli + CNOT + Toffoli+ 3-controlled Toffoli + … + 𝛼-controlled 

Toffoli) + 4𝛼 NOT + 2𝛼 Toffoli gates + one 𝛼-controlled Toffoli gate) 

The number of total qubits for our design is: 

{
𝐼 + 3(⌈log2 𝑇⌉ + 1) + 2, 𝑖𝑓 log2 𝑇  𝑖𝑠 𝑖𝑛𝑡𝑒𝑟𝑔𝑒𝑟 𝑣𝑎𝑙𝑢𝑒

𝐼 + 3⌈log2 𝑇⌉ + 2, 𝑖𝑓 log2 𝑇  𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛𝑡𝑒𝑟𝑔𝑒𝑟 𝑣𝑎𝑙𝑢𝑒
 

The number of qubits in [204] is equal to 2𝑇𝐼 + 1. The total number of quantum gates in 

[204] can be formulated as 2𝑇𝐼 Toffoli gates and one 𝐼-controlled Toffoli gate. The 

number of iterations is equal to 𝛼. The total number of gates is equal:  

𝛼 (2𝑇𝐼 Toffoli gates + 𝐼-controlled Toffoli gate) 

The number of qubits in [205] is equal to 𝛼 +  𝛽 𝛾 + 𝛾 + 1 + 𝑇. Also, the total number of 

quantum gates in [205] can be formulated as:  

𝛾𝑇 (NOT gate + CNOT gate + 3-controlled Toffoli gate + 𝛽 (Toffoli gate + 3-controlled 

Toffoli gate + 4-controlled Toffoli gate + …+ (𝛼 + 1)-controlled Toffoli gate)) 

Table 7.4 General formula comparison for total number of gates and qubits  

Design  Total number of quantum gates Total number of qubits 

[204] 𝛼 (2𝑇𝐼 Toffoli gates + 𝐼-controlled 

Toffoli gate) 

2𝑇𝐼 + 1 

[205] 𝛾𝑇 (NOT gate + CNOT gate + 3-

controlled Toffoli gate + 𝛽 (Toffoli 

gate + 3-controlled Toffoli gate + 

4-controlled Toffoli gate + …+ 

(𝛼 + 1)-controlled Toffoli gate)) 

𝛼 +  𝛽 𝛾 + 𝛾 + 1 + 𝑇 
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Proposed 

in this 

dissertation 

𝑅(𝑇(𝛾-controlled Toffoli + CNOT 

+ Toffoli+ 3-controlled Toffoli + 

… + 𝛼-controlled Toffoli) + 4𝛼 

NOT + 2𝛼 Toffoli gates + one 𝛼-
controlled Toffoli gate) 

{
𝐼 + 3(⌈log2 𝑇⌉ + 1) + 2,   log2 𝑇  𝑖𝑠 𝑖𝑛𝑡𝑒𝑟𝑔𝑒𝑟

𝐼 + 3⌈log2 𝑇⌉ + 2, log2 𝑇  𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛𝑡𝑒𝑟𝑔𝑒𝑟 
 

NOTE: The quantum cost of NOT and CNOT is equal to 1. Toffoli gate cost is equal 2𝑚+1 − 3, where 

𝑚 is the number of controlled qubits of the Toffoli gate 

 

Table 7.4 presents a general formula for the total number of gates and total number of 

qubits that can be used to calculate the total complexity of the quantum cost. We use as 

an example in Tabe 5.2 that we have 10 transactions with 6 items and generating 3 

itemset as maximum frequent itemset (more details see in chapter 5). We minimized this 

example to equation 5.1. To construct the SOP function from equation 5.1 we need nine 

3-controlled Toffoli gates plus nine 3-controlled Toffoli gates for the mirror.  

Cost: 3-controlled Toffoli = 18(23+1 − 3) = 18 ∗ 13 = 234 

For the quantum counter in Figure 5.9, we need nine quantum counter blocks, and 

each requires one CNOT, one Toffoli gate, one 3-qubit controlled Toffoli gate, and one 

4-qubit controlled Toffoli gate.  

Cost:  

• CNOT = 9 

• Toffoli (2-controlled Toffoli) = 9(22+1 − 3) = 9 ∗ 5 = 45 

• 3-controlled Toffoli = 9(23+1 − 3) = 9 ∗ 13 = 117 

• 4-controlled Toffoli = 9(24+1 − 3) = 9 ∗ 29 = 252 

For the quantum comparator in Figure 5.8, we need 17 NOT gates, 8 Toffoli gates, and 

one 4-qubit controlled Toffoli gate.  
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Cost:  

• 17 NOT = 17 

• Toffoli (2-controlled Toffoli) = 8(22+1 − 3) = 8 ∗ 5 = 40 

• 4-controlled Toffoli = (1)(24+1 − 3) = 1 ∗ 29 = 29 

The proposed design in [204] for the same example 10 transactions and 6 items would 

require 4*120 Toffoli gates and four of 6-qubit controlled Toffoli gate.  

Cost:  

• Toffoli (2-controlled Toffoli) = 4*120(22+1 − 3) = 480 ∗ 5 = 2400 

• 6-controlled Toffoli = 4 ∗ (1)(26+1 − 3) = 4 ∗ 125 = 500 

The other proposed design in [205] for the same example with 10 transactions and 6 

items would require 30*(NOT, CNOT, and 3-qubit controlled Toffoli gates) and 

36*(Toffoli gate, 3-qubit controlled Toffoli gate, 4-qubit controlled Toffoli gate, and 5-

qubit controlled Toffoli gate).  

Cost:  

• 30 NOT = 30 

• 30 CNOT = 30 

• Toffoli (2-controlled Toffoli) = 90(22+1 − 3) = 90 ∗ 5 = 450 

• 3-controlled Toffoli = (30 + 90)(23+1 − 3) = 120 ∗ 13 = 1560 

• 4-controlled Toffoli = (90)(24+1 − 3) = 90 ∗ 29 = 2610 

• 5-controlled Toffoli = (90)(25+1 − 3) = 90 ∗ 63 = 5670 
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Table 7.5 Comparison of quantum circuit cost 

Gate Cost [204] Cost [205] 2*Cost Proposed in 

this dissertation 

NOT 0 30 2*17 = 34 

CNOT 0 30 2*9 = 18 

2-controlled Toffoli 2400 450 2*85 = 170 

3-controlled Toffoli 0 1560 2*351 = 702 

4-controlled Toffoli 0 2610 2*281 = 562 

5-controlled Toffoli 0 5670 0 

6-controlled Toffoli 500 0 0 

Total cost 2900 10350 1486 

Number of qubits 121 27 19 

 

In Table 7.5, please note the number in the header of the last column is the optimal 

number of the Grover’s iterations. 

Toffoli gates are important in determining quantum costs, as seen in Table 7.5, where 

the cost of a quantum circuit increases with the number of controlled qubits of Toffoli 

gate. Table 7.5 shows that our method has better complexity in terms of the total number 

of qubits and quantum circuit cost of the oracle. In this example, we calculate only the 

oracle without adding the mirror and the diffusor for our design and Quantum Fourier 

Transform (QFT) in [204, 205]. We reduced the number of qubits with a low quantum 

cost. The overall quantum complexity is based on the quantum circuit, and the bottleneck 

is the trade-off between improved time performance and efficiency in qubits. We can 

calculate the overall quantum complexity as follows: 

𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑞𝑢𝑛𝑎𝑡𝑢𝑚 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 =  √𝑁 × 𝑡𝑜𝑡𝑎𝑙 𝑞𝑢𝑎𝑛𝑡𝑢𝑚 𝑐𝑜𝑠𝑡 × 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑏𝑖𝑡𝑠 

The theoretical and practical quantum complexities are considered qualitative and 

quantitative complexities [190]. At the moment, there is a gap between them in that there 
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is not yet general guidance for the practical quantum complexities based on all 

technologies because the practical quantum complexities evolve in the quantum hardware 

system [190]. For the future, we need to have a methodology independent of the 

technology to calculate quantum total complexity, which consists of the query complexity 

(qualitative) of the quantum algorithm and the quantum computation circuit cost 

(quantitative) to solve. 
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In this Chapter, I proposed a uniform methodology quantum oracle design for quantum 

search algorithms where many ideas from several algorithms are combined together and 

applied to the design of oracles for Grover’s search algorithm and quantum walk 

algorithm. The methodology of the oracle design can be applied to many problems in 

combinatorial optimization problems, such as Unate Covering Problem (UCP) and Binate 

Covering Problem (BCP), logic design such as all forms of SAT and SAT related 

problems, machine learning, and logic puzzles. 

8.1 Covering Problems 

Covering problems find applications in many areas of computer science and engineering, 

such that numerous combinatorial problems can be formulated as covering problems. 

Combinatorial optimization problems are generally NP-hard problems that require an 

extensive search to find the optimal solution. Exploiting the benefits of quantum 

computing, we present a quantum oracle design for covering problems, taking advantage 

of Grover’s search algorithm to achieve quadratic speedup. This paper also discusses 

applications of the quantum counter in unate covering problems and binate covering 

problems with some important practical applications, such as finding prime implicants of 

a Boolean function, implication graphs, and minimization of incompletely specified 

Finite State Machines. 

Many optimization problems can be formulated as the selection of a subset from a 

larger set. One familiar form is the covering problems [221, 222, 223]. Covering 

problems are minimization problems for combinatorial optimization problems in which a 

certain combinatorial structure covers another. For instance, in logic design, the covering 
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problems can be formulated as a set of individual minterms each to be covered by a 

subset of the set minterms (these subsets can be for instance prime implicants for a 

specific example of the covering problem). Minterms for a Boolean function of 𝑛 

variables are products of literals for all variables of this function. A literal is a variable or 

the negation of a variable. True minterms are those for which the value of the function is 

1. The prime implicant is the product of literals that cannot be extended by removing 

some of the literals and which covers some subset of true minterms. Covering problems 

are generally given as a table with rows corresponding to the set elements and columns 

corresponding to the subsets. 

Covering problems include two main types: unate covering problem (UCP) and 

binate covering problem (BCP) [213, 214, 231]. The unate covering problem is the 

problem of finding a minimum cost assignment to variables for which a given Boolean 

function 𝑓 is equal to 1. The literals are all in positive form (uncomplemented). The 

Binate covering problem has the extra constraint that negative literals may be present. 

The covering problem can be generalized by assuming that the choice of a subset implies 

the choice of another subset. This additional constraint can be represented by an 

implication clause. For example, if the selection of group 𝑎 implies the choice of 𝑏 (𝑎 ⟹

𝑏), then the clause (�̅� + 𝑏) is added. Note that the implication clause makes the product 

of sums form binate in variable 𝑎, because 𝑎 (uncomplemented) is also part of some 

covering clauses. Therefore, this class of problems is called a “binate covering” or a 

“covering with closure”. There are two main ways to express the covering problems: 

constraints in the form of a matrix or a product of sum (POS) form of a Boolean equation 
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𝑓 = 1. This formulation of POS is known as the Petrick’s method [220]. If the covering 

problems are expressed in the form of a matrix, then the corresponding matrix (covering 

matrix) of the UCP is filled with elements from the set {1, 0} while the BCP is filled 

with elements from the set {1, −1, 0}. A −1 entry corresponds to a complemented 

variable, and a 1 entry to an uncomplemented one. In the covering matrix, the rows 

correspond to each term of the expression, and the columns correspond to each variable. 

Covering problems can also be expressed in the form of a POS formula, such that 

𝑓(𝑥1, 𝑥2, 𝑥3, 𝑥4) =  (𝑥1 + 𝑥2)(𝑥2 + 𝑥3)(𝑥1 + 𝑥4)𝑥3𝑥4 = 1 then this is called an unate 

covering, which always has a solution. If some of the variables in the function appear 

both positive and negative (complement) such that 𝑓(𝑥1, 𝑥2, 𝑥3, 𝑥4) = (𝑥1 + 𝑥3 +

𝑥4)(𝑥1 + 𝑥2̅̅ ̅ + 𝑥4)(𝑥2̅̅ ̅ + 𝑥3 + 𝑥4)(𝑥2 + 𝑥3̅̅ ̅ + 𝑥4) then it is called the binate covering, 

which may or may not have a solution. In this Chapter, we will express the covering 

problems in POS form. 

8.1.1 Related work 

The fundamental covering problem known from computer science has many practical 

applications in electronic design automation (EDA) and digital systems. There are many 

combinatorial optimization problems for covering problems in various areas, such as 

logic minimization [215], scheduling [229], parallel computation on a GPU [228], and 

allocation, encoding, and routing [216] for unate covering problem. Binate covering 

problem is used in finite state machine minimization [214, 217], technology mapping 

[213], Boolean relations [218], and Directed Acyclic Graphs (DAG) covering problems 

[215, 219, 226]. Logic minimization is the process of finding the optimal implementation 
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of a logic function. The minimum-cost implementation is achieved when the cover of a 

given function consists of the minimum number of prime implicants to represent the 

function. In another variant, the solution should have the total minimum cost of selected 

prime implicants. The Unate covering can be used to achieve exact logic minimization 

[215]. Scheduling problems can be formulated as UCP, such as vehicle and crew 

scheduling problems in [229], to minimize the combined vehicle and crew cost. Parallel 

computation on a GPU [228, 234, 235, 236] was explored using the Unate covering 

problem. The classical task of the GPU is matrix multiplication, which can be mapped to 

the UCP implementation. Also, UCP has many other applications in logistic problems 

such as allocation, encoding, and routing [216]. Finite state machine minimization [214, 

217] can be formulated as a binate covering problem such that the number of internal 

states in the finite state machine can be reduced. A standard-cell library must first comply 

with the available library primitives in VLSI, a process known as technology mapping. 

Finding the optimal mapping of logic gates to VLSI library cells can be accomplished via 

binate covering [213]. Boolean relations such as two-level logic minimization under the 

Sum-of-Product (SOP) representation can be solved based on the binate covering 

problem formulation [218]. Finding the minimum set of nodes or paths covering every 

node in a directed acyclic graph is called DAG covering. This can be formulated as a 

binate covering problem [215, 219, 226] by constructing the closure condition of the 

graph.  
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8.1.2 Classical Algorithms for Covering Problems   

The covering problem is considered NP-hard [224, 233], and much effort has been spent 

on it because of its wide applications. Several classical algorithms are proposed for 

covering problems based on exact and heuristic algorithms. Several exact algorithms are 

proposed for covering problems, such as the most widely known approach, the branch 

and bound algorithm [225, 218, 227, 232], with many techniques suggested for lower 

bound and upper bound improvement using pruning techniques. In the branch and bound 

technique, the covering table is expressed as the POS of the constraints, and the problem 

solution explores, in the worst case, all possible solution instances. Branch and bound 

employs the upper bound and lower bound methods. For each solution to the constraints, 

upper bounds on the value of the cost function are identified, and lower bounds are 

estimated using the current set of variable assignments. The upper bound value is updated 

each time a new lower-cost solution is discovered. When the lower bound estimation is 

greater than or equal to the most recently computed upper bound, the search can be 

pruned. As a result, a better solution will not be found using the current variable 

assignments, allowing us to prune the search. Branch and bound used reduction and 

bounding techniques of search space for solutions to avoid the generation of some of the 

suboptimal solutions. The upper bound is the cost of the cheapest solution seen so far. 

Eventually, it will be the cost of the optimal solution. While the lower bound is an 

estimate of the minimum cost of a solution for the problem. The lower bound is the most 

important factor for runtime.  
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A Binary Decision Diagrams (BDDs) based algorithm [225] was proposed to solve 

the covering problem such that finding the solution only requires computing the shortest 

path in the BDD. The number of variables in the BDD is equal to the number of columns 

in the binate table. However, the BDD tree is too large to be built when there are many 

variables. A mixed technique of both branch-bound and BDD-based algorithms was 

proposed in [218], such that the constraints are represented as a conjunction of BDDs. 

This method leads to an effective method to compute a lower bound on the cost of the 

solution. Exact algorithms are computationally expensive for large problems because of 

exhaustive searches. Although there are several improvements using pruning and 

reduction techniques for exact algorithms, in general, the computational time can be 

exponential. Thus, a heuristic approach [233, 237] has been proposed for covering 

problems that provide suboptimal solutions. The heuristic approach in [237] has time 

complexity 𝛰(𝑛2𝑚) where 𝑛 is the number of variables and 𝑚 the number of terms in the 

covering problem. While the literature proposes both exact and heuristic approaches for 

classical algorithms, there is still a need for efficient algorithms that may take advantage 

of quantum algorithms to solve covering problems efficiently.  

8.1.3 Quantum Algorithm for Covering Problem 

Since classical optimization techniques are inefficient for solving NP-hard problems in 

terms of computational complexity, we present a quantum algorithm for solving the 

covering problems. To the best of our knowledge, this is the first quantum algorithm for 

solving covering problems. Algorithms with quantum oracles are better than the 

corresponding classical search algorithms because they operate using quantum 
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parallelism and quantum superposition, with all vectors being potential solutions 

simultaneously (all minterms). Thus, a quantum oracle that iterates sufficiently many 

times highly increases the probability of finding one of the solutions in a single 

measurement of all input qubits. Grover’s algorithm implemented in quantum circuits 

gives a quadratic speedup when compared to an exhaustive classical algorithm for the 

same problem. Our method reduces all covering problems to Grover’s algorithm with an 

innovative way of building the quantum oracle that allows the number of qubits to be 

reduced logarithmically and at the same time solves both the decision and optimization 

problems in various variants.   

A hybrid algorithm (a combination of classical and quantum) can be used to solve the 

covering problems, which assumes an arbitrary number of terms and variables. This 

algorithm would be a direct generalization of the algorithm presented in this dissertation. 

A classical computer can use any type of heuristic or algorithmic search method to 

expand a search tree. The upper part of the tree is created on a classical computer using 

all kinds of general search strategies, heuristic functions, cost functions, parameters, and 

constraints such as those discussed in [238, 231, 232]. This way, the sizes of the macro-

leaves of the tree are reduced step by step such that the number of terms in them is less 

than 𝑚 and the number of variables is less than 𝑛. For each macro-leaf, a quantum 

computer is called and executes a full search based on Grover's algorithm. Suppose the 

problem in the macro-leaves with less than 𝑚 terms and less than 𝑛 variables is 

recognized as a special type of problem. In that case, a special algorithm on a classical 

computer is executed for this reduced tree. This is a standard method used recently by 
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several authors because Grover's algorithm gives a quadradic speedup only for problems 

for which a more efficient algorithm than a complete search does not exist. Also, this 

method allows for excellent scalability by sharing subtasks between the classical and 

quantum processors based on the availability of the quantum computer size (parameters 

of 𝑚 terms and 𝑛 variables). 

The covering problem contains 𝑛 variables from the given Boolean function that are 

used to represent the search space of 𝑁 =  2𝑛 elements. To solve the covering problem in 

Grover’s algorithm, these 𝑁 elements are applied in a superposition state, which is the 

input to the oracle. Our proposed concept of using a quantum counter can be used to 

design a quantum oracle for both decision and optimization problems, such as SAT-like, 

MAX-SAT problems, and many other problems in machine learning, such as mining 

frequent pattern generation [242]. In traditional quantum oracle design for SAT-like, 

MAX-SAT, and covering problems, every clause is built as a multi-input Toffoli gate. 

The number of qubits in the multi-input Toffoli gate is equal to the number of variables in 

the clause plus one extra ancilla qubit to save the result of the clause. In our design, there 

is no need for extra ancilla qubits for each clause, but several clauses have a quantum 

counter which shares ancilla qubits. For instance, if there are 30 clauses, our design 

requires only 5 ancilla qubits for all 30 clauses, rather than the 30 ancilla qubits required 

in the traditional quantum oracle. Thus, our design reduces the number of qubits 

logarithmically. In this section will be presented the following problems.  

1. Unate Covering Problems:  

a. Finding all prime implicants for minimal covering of a SOP circuit.  
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2. Binate Covering Problem:  

a. Finding the minimum covering for an implication graph.  

b. Finding minimum cost constraint.  

c. Minimization of finite state machines 

8.1.4 Finding All Prime Implicants for the Exact Minimum Covering of a SOP 

Circuit 

 Minterms for a Boolean function of n variables are products of literals for all variables of 

the function. A literal is a variable or the negation of a variable. True minterms are those 

for which the value of the function is 1. The prime implicant in a sum-of-product (SOP) 

structure is a product of literals that cannot be extended by removing some of the literals 

and which covers some subset of true minterms. For instance, given a function from 

Figure 8.1a, all its prime implicants are marked as ovals (loops). Using the minterm 

compatibility graph G, all prime implicants are found as maximum cliques. Prime 

implicants can also be found as maximum independent sets of graphs (G complement). 

Based on the truth table (or a Karnaugh Map) and the prime implicants, the covering 

table from Figure 8.1b is created. In this table, every row represents a prime implicant as 

a product of Boolean literals, and each column represents a true minterm. The covering 

table is filled with symbol 𝑋 for every minterm included in a prime implicant.   
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Figure 8.1 (a) Truth table in form of a Karnaugh Map for all prime implicants of a SOP circuit. (b) 

Covering table for SOP function from (a). 

From the table in Figure 8.1b, denoting rows A, B, C, D, E we compile the Petrick 

function in a standard way such that each column is created as one term by adding the 

variables in the row corresponding with symbol 𝑋. For instance, column 0101 has two 

cells filled with 𝑋. Adding the two rows 𝐴 + 𝐸 as one term that corresponds to the 

symbols 𝑋 in column 0101. In such a way, equation 8.1 is created:  

𝐴(𝐴 + 𝐸)(𝐵 + 𝐸)𝐵𝐷(𝐷 + 𝐸)(𝐶 + 𝐸)𝐶 = 1    (8.1) 

Equation 8.1 can be simplified using the Boolean law: A (A + E)  =  A · A + A · E =

 A (1 + E)  =  A to the following equation: 1 = 𝐴 ⋅ 𝐵 ⋅ 𝐶 ⋅ 𝐷. Therefore, 𝑓 = 𝐴 + 𝐵 +

𝐶 + 𝐷 = �̅�𝑐̅𝑑 + �̅�𝑏𝑐 + 𝑎𝑐𝑑 + 𝑎𝑏𝑐 ̅is the minimum sum of products of expression of 

function 𝑓. In the case of many variables and clauses, solving this problem exactly is very 

difficult.  
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The main goal of this example is to show how SOP minimization can be solved using 

the UCP. Then the quantum oracle is built from UCP to apply Grover’s algorithm. The 

quantum oracle is built from the 8.1 equation. First, we need to convert each OR term 

into a product using De Morgan’s Law A + 𝐸 = 𝐴 + E̿̿ ̿̿ ̿̿ ̿  = �̅��̅�̅̅ ̅̅ =  1⨁�̅��̅�;  B + 𝐸 =

𝐵 + E̿̿ ̿̿ ̿̿ ̿̿  = �̅��̅�̅̅ ̅̅ =  1⨁�̅��̅�;  C + 𝐸 = 𝐶 + E̿̿ ̿̿ ̿̿ ̿  = 𝐶̅�̅�̅̅ ̅̅ =  1⨁𝐶̅�̅�;  D + 𝐸 = D + E̿̿ ̿̿ ̿̿ ̿  = �̅��̅�̅̅ ̅̅ =

 1⨁�̅��̅�. From 8.1 equation we can rearrange 𝐴 ⋅ 𝐵 ⋅ 𝐶 ⋅ 𝐷(𝐴 + 𝐸)(𝐵 + 𝐸)(𝐷 + 𝐸)(𝐷 +

𝐸)(𝐶 + 𝐸). To simplify the oracle design, we consider 𝐴 ⋅ 𝐵 ⋅ 𝐶 ⋅ 𝐷 as one term, which 

needs one quantum circuit. Then we connect one block of the iterative quantum counter 

after each Toffoli gate representing the OR term of the function POS formula. We put the 

ancilla qubit back to its original state by mirroring each Toffoli gate after each counter. In 

this case, we need five quantum counter circuits, as can be seen in Figure 8.2. Also, we 

need to add the NOT gate in the output circuit block, which makes the last qubit 𝑜𝑢𝑡0to 

produce 1 if the variables 𝑥𝑦𝑧 in the counter circuit are 101 such that the Boolean 

function in equation 8.1 is equal to 1. 

In Figure 8.3, we applied the oracle circuit in Figure 8.2 in the Grover’s search 

algorithm for iterations 𝑅 = 4 from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
 ⌉ where 𝑁 = 25 = 32 is the 

number of all search space elements since there are 5 variables for 𝐴, 𝐵, 𝐶,𝐷, 𝐸. 𝑀 = 2 is 

the number of solutions. 𝑀 = 2 because in equation 8.1 is equal to 1 either 𝐴𝐵𝐶𝐷𝐸 =

11110 or 𝐴𝐵𝐶𝐷𝐸 = 11111. We run the circuit on the ‘qasm_simulator’ from QISKIT 

for 1024 shots (independent runs to get high precision probability) which the circuit 

produces the correct answers. We measured 𝑎0, 𝑎1, 𝑎2, 𝑎3 and 𝑎4 in Figure 8.3 where 𝑎0, 
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𝑎1, 𝑎2, 𝑎3, 𝑎4 correspond to the Boolean variables 𝐴, 𝐵, 𝐶, 𝐷, 𝐸 respectively. As can be 

seen in Figure 8.4, the diagram illustrates the QISKIT [125] output graphics for the 

simulated circuit. The measured values 𝑎4𝑎3𝑎2𝑎1𝑎0 with high probability are 11111, 

01111. The values 11111 and 01111 correspond to 𝐸, 𝐷, 𝐶, 𝐵, 𝐴 respectively which are 

two solutions to equation 8.1: 𝐴,𝐵, 𝐶, 𝐷 and 𝐴, 𝐵, 𝐶, 𝐷, 𝐸. 

 

Figure 8.2 Quantum oracle for 𝑓 =  𝐴 ⋅ 𝐵 ⋅ 𝐶 ⋅ 𝐷(𝐴 + 𝐸)(𝐵 + 𝐸)(𝐷 + 𝐸)(𝐶 + 𝐸) 

 

Figure 8.3 Grover’s algorithm with 4 iterations using the oracle circuit from Figure 8.2 
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Figure 8.4 Measurement of the Boolean variables from Figure 8.3 

This example explains that the above method can be applied to an arbitrary POS 

formula with 𝑥 variables and 𝑦 clauses. Therefore, our method is scalable to an arbitrary 

size of unate covering problem, assuming a sufficiently large number of qubits in a 

quantum computer or in a quantum component of a hybrid computer.   

8.1.5 Finding the Minimum Covering for an Implication Graph 

An implication graph is a directed acyclic graph (DAG) where each node represents a 

variable assignment. An implication graph represents the implication relations between 

pairs of variable assignments. Given a set 𝑆 and a family of subsets 𝐹 = {𝑠1, 𝑠2, … , 𝑠𝑛}, a 

closure conditions are represented as an implication graph. For instance, assuming given 

a family of subsets of the set {1,2,3,4,5,6} and the implication graph from in Figure 8.5, 



217 
 

the optimization task is to select a subset of nodes from the set 𝐴, 𝐵, 𝐶,𝐷, 𝐸 that satisfies 

all three conditions: 

• Covering condition: all items from the set {1,2,3,4,5,6} must be covered by the 

selected nodes. 

• All closure conditions must be satisfied. 

• The set of selected nodes must have the minimum number of elements. 

 

Figure 8.5 Implication graph for the set {1,2,3,4,5,6} 

The general optimization can be solved by constructing a covering and closure table. 

For a particular problem, as specified above, the table is shown in Figure 8.6. Here, the 

rows correspond to the nodes (subsets) of the implication graph in Figure 8.5, while the 

columns correspond to the individual elements of the set {1,2,3,4,5,6} for covering table 

and the columns for the closure table correspond to the nodes in the implication graph 

which are the same subsets as the rows of the table. 
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Figure 8.6 Covering-closure table based on the implication graph from Figure 8.5 

The closure conditions are illustrated in Figure 8.5. Assuming that we select set 𝐴 =

{1,2,3,5} on top of the implication graph, it is implied that the set 𝐵 = {4,6} and the set 

𝐶 = {2,3} must be also selected. Set {2,3} implies set {1,5} and set {2,3,5} implies set 

{4,6} (see Figure 8.5 above). This way, the table from Figure 8.6 is created. For instance, 

the black dots in the row 𝐴 mean that set 𝐴 = {1,2,3,5} implies sets 𝐵 = {4,6} and 𝐶 =

{2,3}. Set 𝐶 = {2,3} implies sets 𝐷 = {1,5}. Set 𝐸 = {2,3,5} implies sets 𝐵 = {4,6}. 

Based on the covering and closure table from Figure 8.6, Petrick’s method creates a 

Boolean formula in equation 8.2. Next, this formula is transformed into the general POS 

formula from equation 8.3. 

(𝐴 + 𝐷)(𝐴 + 𝐶 + 𝐸)𝐵(𝐴 + 𝐷 + 𝐸)(𝐴 ⟹ 𝐵𝐶)(𝐶 ⟹ 𝐷)(𝐸 ⟹ 𝐵) = 1  (8.2) 

In equation 8.2, the first four terms describe the covering conditions, and the last 

three terms correspond to closure conditions (closure constraints). Equation 8.2 can be 

converted to equation 8.3 by using the logic transformation rule (𝐴 ⟹ 𝐵) ⟺ (�̅� + 𝐵): 

 𝑓 = (𝐴 + 𝐷)(𝐴 + 𝐶 + 𝐸)𝐵(𝐴 + 𝐷 + 𝐸)(�̅� + 𝐵𝐶)(𝐶̅ + 𝐷)(�̅� + 𝐵)   (8.3) 
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Next , we build a quantum oracle for the general POS formula from equation 8.3 by 

converting each OR term into Products using De Morgan’s law A + 𝐷 = 𝐴 + D̿̿ ̿̿ ̿̿ ̿̿  = �̅��̅�̅̅ ̅̅ =

 1⨁�̅��̅�;  A + C + 𝐸 = 𝐴 + 𝐶 + E̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿  = �̅�𝐶̅�̅�̅̅ ̅̅ ̅̅ =  1⨁�̅�𝐶̅�̅�;  A + D + 𝐸 = 𝐴 + 𝐷 + E̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿̿ ̿  =

�̅��̅��̅�̅̅ ̅̅ ̅̅ =  1⨁�̅��̅��̅�; �̅� + 𝐵𝐶 = �̅� + 𝐵𝐶̿̿ ̿̿ ̿̿ ̿̿ ̿ = 𝐴𝐵𝐶̅̅ ̅̅̅̅ ̅̅ ̅̅ = 1⨁𝐴𝐵𝐶̅̅ ̅̅ = 1⨁𝐴(1⨁𝐵𝐶); 𝐶̅ + D =

𝐶̅ + D̿̿ ̿̿ ̿̿ ̿̿  = 𝐶�̅�̅̅ ̅̅ =  1⨁C�̅�; �̅� + B = �̅� + B̿̿ ̿̿ ̿̿ ̿̿  = 𝐸�̅�̅̅ ̅̅ =  1⨁E�̅�. Then we connect one block 

of the iterative quantum counter after each Toffoli gate, representing the OR term of the 

function POS formula. We put the ancilla qubit back to its original state by mirroring 

each Toffoli gate after each counter. In this case, we need seven quantum counter circuits 

(one for 𝐵 term and six for each POS term), as can be seen in Figure 8.7. The oracle 

circuit in Figure 8.7 is inserted into Grover’s Oracle. This is similar to the previous 

examples in that it demonstrates one more time how inefficient is using the global AND 

gate in quantum, even for very small practical binate covering problems. Rather than 

using AND, we use a quantum counter.  

 This example illustrates that an arbitrary size problem of solving an implication 

graph can be reduced to algorithmically creating Grover’s oracle with 𝑥 variable qubits 

and 𝑦 terms. Therefore, the implication graph problem can be solved by Grover’s 

algorithm with a quadratic speedup.   

In Figure 8.8, we applied the oracle circuit from Figure 8.7 in Grover’s search 

algorithm for iterations 𝑅 = 2 from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
 ⌉ where 𝑁 = 25 = 32 and 

𝑀 = 5 (this can be verified by a truth table). We run the circuit on the ‘qasm_simulator’ 

from QISKIT for 1024 shots, and the circuit produces the correct answers. We measured 
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𝑎0, 𝑎1, 𝑎2, 𝑎3 and 𝑎4 in Figure 8.8 where 𝑎0, 𝑎1, 𝑎2, 𝑎3, 𝑎4 corresponds to the Boolean 

variables 𝐴, 𝐵, 𝐶, 𝐷, 𝐸 respectively. As can be seen in the histogram in Figure 8.9, this 

illustrates the QISKIT [125] output graphics for the simulated circuit. The measured 

values 𝑎4𝑎3𝑎2𝑎1𝑎0 with high probability are 01110, 01111, 11010, 11110, and 11111 

corresponding to variables 𝐸, 𝐷, 𝐶, 𝐵, 𝐴 respectively. For instance, the vector 01110 

corresponds to the solution of 𝐷𝐶𝐵. In the measurement, the solutions have much higher 

probabilities than the non-solutions. These solutions are verified outside of Grover’s 

algorithm, just by using the oracle with function (𝐴 + 𝐷)(𝐴 + 𝐶 + 𝐸)𝐵(𝐴 + 𝐷 +

𝐸)(�̅� + 𝐵𝐶)(𝐶̅ + 𝐷)(�̅� + 𝐵). 

 

Figure 8.7 Quantum oracle for solving the Implication Graph Problem for (𝐴 + 𝐷)(𝐴 + 𝐶 + 𝐸)𝐵(𝐴 +

𝐷 + 𝐸)(�̅� + 𝐵𝐶)(�̅� + 𝐷)(�̅� + 𝐵) 
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Figure 8.8 Grover’s algorithm with 2 iterations using the oracle circuit. 

 

Figure 8.9 Measurement of the Boolean variables from (𝐴 + 𝐷)(𝐴 + 𝐶 + 𝐸)𝐵(𝐴 + 𝐷 + 𝐸)(�̅� +

𝐵𝐶)(�̅� + 𝐷)(�̅� + 𝐵) 
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8.1.6 Finding Minimum Cost Constraint 

Minimum cost constraint minimizes the cost of satisfying the assignment for the given 

problem. Given 𝑚 constraints on 𝑛 Boolean variables, the goal is to find an assignment 

that satisfies all constraints such that: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑖𝑛𝑔 ∑𝑤𝑖𝑥𝑖

𝑛−1

𝑖=0

 

subject to 𝑓 =  𝑦0 ∧ 𝑦1 ∧ …∧ 𝑦𝑚−1 = 1. 

where 𝑤𝑖 ≥ 0 is the weight of variable 𝑥𝑖 and 𝑦𝑚 is a clause which means a sum of 

𝑥𝑖. This is called a weighted binate covering. The practical application of finding the 

minimum cost constraint can be found in [230], which can be formulated as a binate 

covering problem. However, we present in this Chapter a general example of a Boolean 

function that can be solved using Grover’s algorithm. For instance, given is the following 

set of clauses 𝑌:  

𝑦0 = 𝑥0 + 𝑥3 

𝑦1 =  𝑥2 + �̅�3 

𝑦2 =  𝑥1 + �̅�2 

𝑦3 =  𝑥1 + 𝑥2 + 𝑥3 

and let the weight 𝑤𝑖 for each value of 𝑥𝑖 as follow: 𝑤0 = 4, 𝑤1 = 2, 𝑤2 = 1, and 

𝑤3 = 1. The optimization task is to find the minimum cost assignment based on the given 

weight. First, we construct the POS function, and then we design a quantum oracle for the 
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Grover’s algorithm to find the exact minimum solution. Based on the solution, we apply 

the weight for each clause to find the minimum cost constraint. Here the 𝑌 clauses are 

represented by a POS Boolean formula: 

(𝑥0 + 𝑥3)(𝑥2 + �̅�3) (𝑥1 + �̅�2)(𝑥1 + 𝑥2 + 𝑥3)     (8.4) 

The solution found in Grover’s algorithm is subject to the equation 8.5 for the 

minimum cost function: 

4𝑥0 + 2𝑥1 + 𝑥2 + 𝑥3      (8.5) 

Equation 8.5 is an arithmetic function that is computed in a classical processor of a 

hybrid computer, while equation 8.4 is computed in Grover’s algorithm. First, we build a 

quantum oracle from equation 8.4, similar to the previous examples, after applying De 

Morgan’s low: 𝑥0 + 𝑥3 = 𝑥0̅̅ ̅ ∙ 𝑥3̅̅ ̅⨁1; 𝑥2 + �̅�3 = 𝑥2̅̅ ̅ ∙ 𝑥3⨁1; 𝑥1 + �̅�2 = 𝑥1̅̅̅ ∙ 𝑥2⨁1; 𝑥2 +

𝑥2 + 𝑥3 = 𝑥1̅̅̅ ∙ 𝑥2̅̅ ̅ ∙ 𝑥3̅̅ ̅⨁1. 

 

Figure 8.10 Quantum oracle for the Binate Covering Problem with (𝑥0 + 𝑥3)(𝑥2 + �̅�3) (𝑥1 + �̅�2)(𝑥1 +

𝑥2 + 𝑥3) 
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We need to add the two NOT gates in the output circuit block, which makes the last 

qubit 𝑜𝑢𝑡0to produce one if the variable 𝑥𝑦𝑧 in counter circuit is 100, such that the 

Boolean function in equation 8.4 is equal to 1. 

 

Figure 8.11 Grover’s algorithm with 2 iterations using the oracle circuit. 

 

Figure 8.12 Measurement of the Boolean variables from Binate Covering Problem (𝑥0 + 𝑥3)(𝑥2 +

�̅�3) (𝑥1 + �̅�2)(𝑥1 + 𝑥2 + 𝑥3) 

In Figure 8.11, we applied the oracle circuit from Figure 8.10 with the diffuser 

operator discussed in Figure 3.11. Also, it can be used with the other diffuser from Figure 
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3.12. We need 𝑅 = 2 for Grover’s iterations from this formula: 𝑅 ≤ ⌈
𝜋

4
√
𝑁

𝑀
 ⌉ where 𝑁 =

24 = 16 is the number of all search space elements. 𝑀 = 4 is the number of solutions 

that can be verified by creating a truth table. We run the circuit on the ‘qasm_simulator’ 

from QISKIT for 1024 shots, and the circuit produces the correct answers. We measured 

𝑥3𝑥2𝑥1𝑥0 in Figure 8.11. As can be seen in Figure 8.12, the measured values 𝑥3𝑥2𝑥1𝑥0 

with high probability are {1111,1110,0111,0011}. Applying these values to equation 8.4, 

we found 1110, which gives the minimum cost of 4. 

1110: 4𝑥0 + 2𝑥1 + 𝑥2 + 𝑥3 =  4 ∗ 0 + 2 ∗ 1 + 1 ∗ 1 + 1 ∗ 1 = 4 

 Based on this value, we choose 1110 from the answer {1111,1110,0111,0011}, 

which corresponds to the solution of 𝑥3𝑥2𝑥1 respectively with the minimum cost of 4. In 

another variant of our method, the arithmetic calculation is built into a quantum counter 

inside the oracle, such that for clause 𝑖 instead of value 1, the value of 𝑤𝑖 is added. This 

general method, however, is not practical for current quantum simulators. Concluding, 

the presented method is scalable to arbitrary size problem of minimizing the minimum 

cost constraint can be reduced to algorithmically creating Grover’s oracle with 𝑥 variable 

qubits and 𝑦 terms. Therefore, finding the minimum cost constraint can be solved by 

Grover’s algorithm with a quadratic speedup.   

8.1.7 Minimization of Incompletely Specified Finite State Machines  

A Finite State Machine (FSM) is an abstract model used in design to model problems in 

various fields of science and engineering. A finite state machine consists of input states, 

output states, and internal states that can change from one state to another state based on 
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input. The change of the internal state is described by a transition function. For various 

reasons, finite state machines can have incompletely specified output functions and 

transition functions. The minimization of incompletely specified finite state machines is 

considered an NP-hard problem [217]. We present the complete oracle design for 

Grover’s algorithm for the well-known classical problem of minimization of the number 

of states of incompletely specified finite state machines. For a given incompletely 

specified finite state machine, the solution is achieved by the following steps: 

1. Classical computers create a triangular table to obtain compatible states. 

2. Based on the triangular table, the classical computer creates a compatibility graph.  

3. Quantum computer finds all maximum cliques in the compatibility graph.  

4. Classical computers create the covering table component of the covering-closure 

based on the maximum cliques. 

5. The classical computer creates a closure table component of the covering-closure 

table only for compatible states. 

6. The classical computer creates a Boolean function for the oracle from the 

covering-closure table. 

7. A quantum oracle is designed by a classical computer. 

8. Grover’s algorithm is called on a quantum computer with the oracle found in 

point 7.    
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Below we will illustrate the above general hybrid algorithm on a particular example. 

Given is an incompletely specified Mealy finite state machine described as a 

transition∕output table from Figure 8.13a. Dashes represent don’t care in internal states 

or output states. This table has internal states 𝐴,𝐵, 𝐶, 𝐷, 𝐸, 𝐹, two input signals for 

columns, and one binary output under a slash symbol in cells of the map. A triangular 

table in Figure 8.13b was generated based on the table from Figure 8.13a. The table from 

Figure 8.13b covers all possible cases to minimize the number of states in the finite state 

machine. The ‘𝑋’ symbol in the table indicates no possibility for grouping the 

corresponding states. Symbol ‘𝑉’ in the table indicates that the states can be combined 

without any problem. A pair of state variables in a cell of the triangular map 𝑉 indicates 

that states can be grouped only if the states mentioned in the block can be combined 

without any problem. For instance, states 𝐵 and 𝐹 can be combined under the condition 

that states 𝐶, 𝐹 are compatible (can be combined). The method of creating the triangular 

table is well-known from [222].  

 

Figure 8.13 (a) Truth table of FSM (b) FSM triangular table generated based on the table from (a). 
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Based on the triangular table, a compatibility graph for the state machine is generated, 

as shown in Figure 8.14a. Every cell in the triangular map that has no symbol 𝑋 

corresponds to a compatible pair of states. For instance, the cell at the intersection of row 

𝐶 and column 𝐴 is compatible. The cell at the intersection of row 𝐵 and column 𝐴 is not 

compatible as it has a symbol 𝑋 in it. Similarly, states 𝐴 and 𝐷 are not compatible. In 

Figure 8.13b, states 𝐴 and 𝐷 are compatible under the condition that states 𝐴 and 𝐵 are 

compatible. But we found earlier that states 𝐴 and 𝐵 are not compatible; thus, states 𝐴 

and 𝐷 are not compatible. The cell at the intersection of row 𝐷 and column 𝐴 is crossed-

out as symbol 𝑋. In the same way, the cell at the intersection of column 𝐴 and row 𝐸 is 

replaced with 𝑋 because states 𝐴 and 𝐷 are not compatible. A simple recursive classical 

algorithm creates symbols 𝑋 for every incompatible pair of internal states. 

 

Figure 8.14 (a) Compatibility graph (b) Incompatibility graph. 

From Figure 8.14a, the maximum cliques of the graph are identified as {A, C, F}, 

{B, F}, {C, D, F}, {C, E, F}. Finding of all cliques in a graph is done by a SAT-based 

algorithm similar to those discussed earlier in this paper. The compatibility graph from 
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Figure 8.14a is a complement of the incompatibility graph from Figure 8.14b. As we see, 

the maximum cliques in the compatibility graph are the same as the maximum 

independent sets in the incompatibility graph from Figure 8.14b. These maximum 

independent sets can be found from the graph coloring [243] of the incompatibility graph. 

The graph coloring can be solved by a special Grover's oracle. It can be solved by finding 

the Maximum Independent Sets and then solving the unate covering problem with them. 

These problems are reducible to SAT-like oracles for Grover's algorithm. This example 

explains the relation between the graph coloring of the incompatibility graph, finding the 

maximum cliques of the compatibility graph, and covering problems. These partial 

quantum algorithms are also useful in a quantum algorithm for solving the Ashenhurst-

Curtis Decomposition [131].  

 

Figure 8.15 Covering-Closure table for the FSM. 
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To minimize the finite state machine, a covering-closure table, shown in Figure 8.15, 

is created by considering the maximum cliques and all their subsets as rows of the table. 

All of the states {𝐴,𝐵, 𝐶, 𝐷, 𝐸, 𝐹} in the machine correspond to columns of the covering 

table, and the implications {𝐴, C}, {C, F}, {C, D} in the compatibility graph from the cell of 

the triangular table correspond to columns of the closure table. From the table in Figure 

8.15, a binate covering problem can be specified using the equation: 

(𝑋 + 𝑉 + 𝑃)𝑌(𝑋 + 𝑍 + 𝑈 + 𝑉 + 𝑄 + 𝑅 + 𝑇)(𝑍 + 𝑅 + 𝑆)(𝑈 + 𝑇 +𝑊)(𝑋 + 𝑌 + 𝑍 + 𝑈

+ 𝑃 + 𝑄 + 𝑆 +𝑊)(𝑋 ⟹ 𝑉𝑄)(𝑌 ⟹ 𝑄)(𝑍 ⟹ 𝑄)(𝑈 ⟹ 𝑄𝑅)(𝑉 ⟹ 𝑉)(𝑃

⟹ 𝑄)(𝑄 ⟹ 𝑄)(𝑇 ⟹ 𝑅) = 1 

The function can be simplified using the Boolean laws 𝐴 ⟹ 𝐵 ⟺ (�̅� + 𝐵).  

(𝑋 + 𝑉 + 𝑃)𝑌(𝑋 + 𝑍 + 𝑈 + 𝑉 + 𝑄 + 𝑅 + 𝑇)(𝑍 + 𝑅 + 𝑆)(𝑈 + 𝑇 +𝑊)(𝑋 + 𝑌 +

𝑍 + 𝑈 + 𝑃 + 𝑄 + 𝑆 +𝑊)(�̅� + 𝑉𝑄)(�̅� + 𝑄)(�̅� + 𝑄)(�̅� + 𝑄𝑅)(�̅� + 𝑉)(�̅� + 𝑄)(�̅� +

𝑄)(�̅� + 𝑅) = 1          (8.6) 

The number of search space 𝑁 = 211 = 2048 where 11 is the number of variables in 

the rows of covering-closure table. There are 155 solutions that the Boolean equation 8.6 

is equal to 1. The presented method is not yet practical as contemporary quantum 

computers have not enough qubits. However, with a sufficient number of qubits, the 

presented algorithm will allow to minimize large machines with quadratic speedup. To 

visualize all these solutions in a histogram is difficult such that we use a more general 

case in Figure 8.16, we repeat the Grover’s algorithm for iterations 𝑅 = 3 with tuning 

values of thresholds until equal to counter value. The comparator 𝐺 = 𝐻 compares the 
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output from the counter with the threshold value given as constant values 𝑛1, 𝑛2, 𝑛3 and 

𝑛4. (Using the threshold with a comparator has many other applications such as finding 

the minimum set of support [126]). 

 

Figure 8.16 FSM Oracle Design with counter circuit and threshold with comparator. 

  The solution with the minimum number of positive literals is {V, Q, R, Y, U} which 

simplifies to {V, R, Y, U} because group 𝑄 = {C, F} is included in 𝑈 = {C, E, F}, thus 𝑄 ⟹

𝑈. Symbol 𝑉 requires combining states 𝐴 and 𝐶, symbol 𝑌 requires combining states 𝐵 

and 𝐹, symbol 𝑅 combines states 𝐶 and 𝐷 and symbol 𝑈 combines states 𝐶, 𝐸, 𝐹 together. 

As the result, we obtain the minimized state machine from Figure 8.17a. We combine 

states from the respective states of Figure 8.13. Thus, combining in column 00 for row 𝑉 

we obtain symbols 𝐴 and 𝐶 and output 0. This way, combining states from groups 𝑉, 𝑌, 𝑅 

and 𝑈 the entire table from Figure 8.17a is created. Now for every subset of initial states 

𝐴, 𝐵, 𝐶,𝐷, 𝐸, 𝐹 corresponding to each symbol from set of sets {V , Y , R, U} we check to 
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which set this subset belongs. For instance, state 𝐶 is included in sets V,𝑅 and 𝑈. 

Therefore symbol 𝐶 in the table from Figure 8.17a is replaced with symbols 𝑉,𝑅 and 𝑈 

in the transition cells. This way, the non-deterministic machine from Figure 8.17b is 

created. Now select any state among 𝑉,𝑅 and 𝑈 to create one of the deterministic 

machines described by the non-deterministic machine. Choose every row 𝑈 in column 11 

in order to improve the logic realization of the machine. Similarly, for the purpose of 

good encoding (encoding not explained here), select state 𝑅 in column 00 to have two 

transitions to 𝑉 and two transitions to 𝑅 in this column. One final finite state machine 

minimized in this way is shown in Figure 8.17c. 

 

Figure 8.17 Steps to create an exactly minimized deterministic FSM using binate covering problem. (a) 

the table created directly from the solution to the covering-closure problem; (b) a non-deterministic 

automaton created from the table in (a); (c) one deterministic automaton in (b) 

There are not yet benchmarks for quantum algorithms. However, there exist 

benchmarks for classical algorithms, such as those in [231, 232, 239, 240]. The current 
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quantum computers are too small to run the classical benchmarks on them. One can, 

however, speculate on the speedup of future quantum and hybrid computers based on 

these classical benchmarks. Suppose a benchmark takes 𝑚 terms and 𝑛 variables, using 

our method, this benchmark would require 𝑛 qubits for variables and ⌈𝑙𝑜𝑔2𝑚⌉ + 1 ancilla 

qubits for terms to represent the problem in a quantum algorithm design. In contrast, the 

traditional quantum oracle design would require 𝑛 qubits for variables and 𝑚 + 1 ancilla 

qubits for terms [185]. Thus, when compared to the traditional Grover, our proposed 

design requires fewer qubits with a quadratic speedup of Grover's algorithm. Assuming a 

complete search, the complexity of the classical algorithm would be N = 2𝑛. The 

complexity of our quantum algorithm would be 𝛰(√𝑁). When quantum computers have 

enough qubits, comparing practical benchmarks will be possible. Because IBM aims to 

build a quantum computer with 100,000 qubits in 10 years [241], we hope that in this 

time frame, our quantum algorithm for EDA problems will become practical.   

8.2 Quantum oracles based on arithmetic for constraint satisfaction and 

optimization problems  

The class of problems we presented are logic problems, some associated with arithmetic 

operations and solved using classical methods. Arithmetic problems are very important in 

both classical and quantum computing. For instance, given an arithmetic equation 8.7, we 

are supposed to find the values of the variables 𝑎 and 𝑏:  

{𝑎 + 𝑏 = 5
𝑎 ∗ 𝑏 = 6

       (8.7) 
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Can we design a quantum oracle to solve the given arithmetic equation and then find 

𝑎 and 𝑏? To answer this question, let’s study some arithmetic operations such as addition 

and multiplication to build a quantum oracle that will apply to Grover’s search algorithm 

to find 𝑎 and 𝑏. Let’s first address the quantum oracle design for a full adder for addition 

and then extend to multiplication. 

8.2.1 Classical Half and Full Adders 

In digital circuit design, a half adder and a full adder are fundamental building blocks that 

are used in arithmetic circuits. A half adder performs the addition of two binary digits: 

two inputs (𝐴 and 𝐵) and produces a sum (𝑆) and carry output (𝐶𝑜𝑢𝑡). A full adder 

performs the addition of three binary digits: two inputs (𝐴 and 𝐵) and carry input (𝐶𝑖𝑛). It 

produces a sum (𝑆) and carry output (𝐶𝑜𝑢𝑡).  Figure 8.18 and Figure 8.19 are half adder 

and full adder logic circuit with truth table. 

 

Figure 8.18 Half adder logic circuit with truth table. 

 

Figure 8.19 Full adder logic circuit with truth table. 
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A full adder is extended to a ripple carry adder, which consists of stages of full 

adders, and the carry-out becomes the carry-in of the next full adder through each stage. 

8.2.2 Quantum Half and Full Adders 

Classical full adder in Figure 8.19 can be easily converted to corresponding quantum 

gates, which are NOT, CNOT, and Toffoli gates. However, many versions of the 

quantum full adder proposed [244, 245, 246] tried to minimize the quantum resources, 

such as the number of quantum gates and qubits. The proposed technique in [244] 

performs the quantum addition such that the rotations are controlled by one input, and a 

second input is used as a target, a technique that is very similar to the quantum Fourier 

transform. Ancilla qubits are not used in this technique. However, for the output at the 

end of the computation, one of the inputs would be able to reverse, and the second input 

would be used as the sum of the two numbers. Assume 𝑎 + 𝑏 = 5, and the task is to find 

𝑎 and 𝑏. The issue with this method is that the sum of the two values and one of 𝑎 or 𝑏 

will be found at the end of the computation. A quantum ripple adder was proposed in 

[245, 246], in which the circuits are built from NOT, CNOT, and Toffoli gates. These 

approaches minimized the number of qubits at the cost of a high number of Toffoli gates, 

and still, one of the inputs is used as the sum of the output, a similar issue in [244]. 

Another ripple carry adder was proposed in [247] that uses a single Toffoli gate and 6 

CNOT gates with one ancilla qubit in the full adder, as can be seen in Figure 8.20. As we 

presented in Table 7.5, the Toffoli gate is a high-cost gate in determining the total 

quantum circuit cost; even a single Toffoli gate in a full adder became high-cost because 

the ripple carry adder consists of full adders.  
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Figure 8.20 Ripple carry adder proposed in [247] 

An efficient quantum circuit design for full adder design was proposed in [250, 251] 

that does not need any Toffoli gates; thus, the quantum circuit is small in terms of 

quantum cost, especially the number of gates. The circuit design of the full adder in [250, 

251] is constructed using only the controlled-nth root of NOT gate (𝑉 gate) and CNOT 

gates, as can be seen in Figure 8.21  

 

Figure 8.21 Quantum circuit design for full adder proposed in [250] 

Table 8.1 Detailed operations for Figure 8.21 

Input Output 

𝐴 𝐵 𝐶𝑖𝑛 𝑆um 𝐶𝑜𝑢𝑡 
0 0 0 0 0 

0 0 1 1 𝑉𝑉† ⇒ 0 

0 1 0 1 𝑉𝑉† ⇒ 0 

0 1 1 0 𝑉𝑉 = 𝑁𝑂𝑇 ⇒ 1 

1 0 0 1 𝑉𝑉† ⇒ 0 

1 0 1 0 𝑉𝑉 = 𝑁𝑂𝑇 ⇒ 1 

1 1 0 0 𝑉𝑉 = 𝑁𝑂𝑇 ⇒ 1 

1 1 1 1 𝑉𝑉𝑉𝑉† = 𝑁𝑂𝑇 𝑉𝑉† = 𝑁𝑂𝑇 ⇒ 1 
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NOTE: 

• 𝑉 gate = √𝑁𝑂𝑇 gate. 

• 𝑉† gate is inverse of the 𝑉 gate which called conjugate of 𝑉. 

• 𝑉𝑉† = 𝐼 (identity, means no operation). 

• 𝑉𝑉 ⇒ 𝑁𝑂𝑇 gate. 

Table 8.1 shows detailed operations for Figure 8.21. The 𝑉 or 𝑉† gate is activated 

only when the control of the 𝑉 or 𝑉† gate is one. For instance, when 𝑎, 𝑏 or 𝐶𝑖𝑛 is one, 

then the 𝑉 gate is activated. When both 𝑉 and 𝑉† are active, then they cancel each other, 

and no operation is applied on the qubit (0). When two of 𝑉’s are active, then they 

operate as NOT gate. The full adder can be extended as a ripple carry adder, and the 

carry-out becomes the carry-in of the next full adder through each stage. For instance, 

Figure 8.22 shows a quantum circuit for a 3-bit ripple carry adder where the sum bits are 

𝑆0𝑆1𝑆2 and the carry out is 𝐶𝑜𝑢𝑡. 

 

Figure 8.22 3-bith ripple carry adder. 
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The quantum half adder circuit in [250, 251] is built using only the controlled-nth 

root of NOT gate (𝑉 gate) and CNOT gates, as can be seen in Figure 8.23. 

 

Figure 8.23 Quantum circuit for half adder in [251] 

8.2.3 Comparison analysis  

We need to analyze the quantum circuit designs regarding the number of gates and qubits 

required to trade off different designs. 

Table 8.2 Comparison analysis for quantum circuit 

Circuit # qubits Gates Total cost 

  # CNOT # Toffoli # NOT # √𝑁𝑂𝑇  

Cuccaro et al. [245] 2𝑛 + 2 5𝑛 − 3 2𝑛 − 1 2𝑛 − 2 0 17𝑛 − 10 

Takahashi et al. [246] 2𝑛 + 1 5𝑛 2𝑛 − 1 0 0 15𝑛 − 5 

Gayathri et al. [247] 3𝑛 + 1 6𝑛 𝑛 0 0 11𝑛 

[250, 251]  3𝑛 + 1 2𝑛 0 0 4𝑛 6𝑛 

 

Where 𝑛 is the number of bits to be added, as can be seen in Table 8.2, the trade-off is 

between the number of qubits and the total quantum circuit cost. The approach [250, 251] 

has the lowest quantum cost and can be used to solve arithmetic addition problems (𝑎 +

𝑏 = 5) because, at the measurement stage, we keep the inputs, sums, and final carry-out 

at the end of the computation, as can be seen in Figure 8.22. Separation of inputs, sums, 

and final carry-out is useful when solving problems related to Boolean constraint 

satisfaction (weighted sums: weighted MAX-SAT and partial weighted MAX-SAT) and 
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objective functions associated with cost. This method in [250, 251] is also useful in 

machine learning, such as when we need to tune the weights of a neural network. Also, 

the proposed ripple carry adder circuit design can be used for the Wallace tree multiplier 

[248], a high-speed multiplier that uses a full adder and half adder to add partial products.  

In digital computers, the Wallace multiplier is considered the fastest multiplication 

circuit other than traditional multipliers [249]. In digital design, the Wallace tree 

multiplier multiplies two integers that employ carry save addition using a full adder and a 

half adder. There are several stages to go through to get the final product of the 

multiplication. The first stage of the Wallace tree multiplier is partial multiplication. The 

second stage is partial product reduction using half adders and full adders. The third stage 

is an addition to get a complete product. For instance, we need to multiply 4-bit number 

𝑥3𝑥2𝑥1𝑥0 and 𝑦3𝑦2𝑦1𝑦0 that generates partial products 𝑃7𝑃6𝑃5𝑃4𝑃3𝑃2𝑃1𝑃0, as can be 

seen in Figure 8.24.  

 

Figure 8.24 Multiplication 4-bit number 𝑥3𝑥2𝑥1𝑥0 and 𝑦3𝑦2𝑦1𝑦0 
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We can analyze each stage separately. In the first stage, we add three rows of partial 

products, as can be seen in Figure 8.25. We need two Half adders and two full adders that 

generate 𝑥0𝑦0, 𝑠0, 𝑐0, 𝑠1, 𝑐1, 𝑠2, 𝑐2, 𝑠3, 𝑐3, and 𝑥3𝑦2. For instance, adding 𝑥1𝑦0 and 𝑥0𝑦1 

produces the sum 𝑠0 and the carry-out 𝑐0. Also 𝑥2𝑦0, 𝑥1𝑦1, and 𝑥0𝑦2 produce the sum 𝑠1 

and the carry-out 𝑐1. The rest goes the same way. 

 

Figure 8.25 First stage of partial products. 

In the second stage, we add the fourth row and outputs of the first stage, as can be 

seen in Figure 8.26. We need this stage one half adder and three full adders that generates 

𝑥0𝑦0, 𝑠0, 𝑠4, 𝑠5, 𝑠6, 𝑠7, 𝑐4, 𝑐5, 𝑐6, 𝑐7, and 𝑥3𝑦3. For instance, adding 𝑠1 and 𝑐0 generates 

the 𝑠4 and 𝑐4. 

 

Figure 8.26 Second stage of partial products. 
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In the final stage, we add the outputs of the second such that we need one half adder, 

and three full adders that generates 𝑥0𝑦0, 𝑠0, 𝑠4, 𝑠8, 𝑠9, 𝑠10, 𝑠11, and 𝑐11 corresponding 

𝑃0, 𝑃1, 𝑃2, 𝑃3, 𝑃4, 𝑃5, 𝑃6, and 𝑃7 respectively, as shown in Figure 8.27.  

 

Figure 8.27 Final stage of partial products. 

8.2.4 Quantum Wallace Multiplier 

A quantum circuit design for the Wallace multiplier was proposed in [247, 250, 251], in 

which the full adder is the main building block to perform the multiplication. It is wise to 

consider an efficient design that reduces the quantum cost of circuit design. We chose the 

half adder and the full adder in Figures 8.23 and 8.21, respectively, to construct a 

quantum circuit for the Wallace tree multiplier. We use 4-bit multiplication to illustrate 

the concept of the Wallace tree multiplier. To generate the partial product in the first 

stage, we use Toffoli gates, as can be seen in Figure 8.28.  
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Figure 8.28 Quantum circuit to generate the partial products in the first stage. 

The partial products 𝑥0𝑦0… 𝑥3𝑦3 in the first stage in Figure 8.28 are used as input to 

the schematic circuit in Figure 8.29. We design the quantum circuit of the Wallace 

multiplier in stages in the same way as the classical method, as shown in Figure 8.29.  
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Figure 8.29 Schematic for quantum circuit design of Wallace tree multiplier. 

We constructed the quantum circuit for addition and multiplication separately so that 

we can design a quantum oracle circuit to solve 𝑎 and 𝑏 for the equation 8.7: 

 

Figure 8.30 Quantum oracle schematic for solving 𝑎 and 𝑏 
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In Figure 8.30, assume 𝑎 and 𝑏 are three bits. For the addition equation, we use the 

quantum circuit design in Figure 8.22, and we need 9 qubits. For the multiplication 

equation, we use the design in Figure 8.29. We need 9 qubits for Figure 8.28 for the first 

stage and 6 qubits for the Wallace multiplier for three half adders and three full adders. 

For the equality comparator, we need 9 and 13 qubits for addition and multiplication, 

respectively. Finally, 1 qubit for the 𝑜𝑢𝑡. Thus, the total number of qubits needed to solve 

the equation is 47 qubits for only a 3-bit value. As we can see, solving arithmetic 

equations is expensive in terms of the number of qubits and quantum gates.  

The goal of the arithmetic equation we presented is to show that we can design 

arithmetic quantum oracles and apply Grover’s search algorithm to solve the arithmetic 

equations. The class of arithmetic problems is more general than the class of logic 

problems that we have been solving so far. One class of problems that can be done is 

TWO + TWO = FOUR and similar problems, but solving this problem is time-

consuming. Another class of problems are arbitrary equations and optimization problems 

involving equations, inequalities, and complicated cost functions. They give a lot of 

freedom for circuit and algorithm design inside oracle optimization. Just to show the 

concept in a simple example, I selected a problem with addition and multiplication. This 

simple example points out the wide category of problems that can be solved using 

Grover’s algorithm. For instance, we presented the SAT and MAX-SAT problems and 

used a quantum counter to count the satisfied number of terms. When the terms are 

associated with a weight of an integer value other than one, then we need to design the 

quantum counter using an arithmetic adder. We presented a class of logic problems that 
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can be combined with quantum arithmetic to solve a large class of problems in both logic 

and arithmetic.  

8.3 Logic Puzzles 

One of the main challenges of classical computing, both theoretical and practical, is 

solving logic puzzles. Logic puzzles are studied in mathematics and computer science to 

prove computational complexity. Logic puzzles are used as entertainment to develop 

concentration and strengthen cognitive reasoning. In a logic puzzle, given a set of rules 

and constraints, the task is to satisfy the given conditions, which may have one solution 

or many solutions. There are many different types of logical puzzles, such as sudoku, 

masyu, nonogram, and calcudoku. Logic puzzles are characterized by a grid that needs to 

be filled to find the solution based on the rules and constraints. Sudoku is one of the main 

types of problems belonging to combinatorial and constraint satisfaction problems. Thus, 

we use it as a case study in this dissertation. For instance, the classical sudoku puzzle is a 

logic puzzle game played on a grid filled with digit numbers from 1 to 9. There is also 

binary sudoku, in which the grid is filled with only 0 and 1. The classical complexity of 

𝑛 × 𝑛 sudoku is considered NP-hard [252]. 

There are many classical algorithms and techniques for solving sudoku puzzles, such 

as the genetic algorithm [253], backtracking [254], and brute force search [255]. The 

primary purpose of these techniques is to speed up the computation time for sudoku 

solvers. One of the main advantages of quantum computing is that it allows for faster 

computation of complex problems. Sudoku can be solved using quantum search 
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algorithms to leverage the advantage of quantum computing. A binary sudoku [256, 257, 

258] is an 𝑛 × 𝑛 grid that satisfies the following conditions: 

1. Each entry is filled with either zero or one. 

2. There are no three consecutive ones or three consecutive zeros in each row and 

column. 

3. The number of ones and zeros are balanced so that in every row and column, the 

number of ones and zeros are equal.  

4. Every row and every column must be distinct.  

To satisfy these conditions, the binary sudoku can be encoded into SAT format in the 

form of CNF, which is product-of-sum (POS). However, this encoding creates a large 

number of clauses, which can lead to an exponential number of clauses. The performance 

of SAT solvers depends on the number of CNF clauses.  

8.3.1 Quantum binary sudoku 

I proposed an efficient quantum oracle design that can solve the binary sudoku such that 

all possible solutions can be found in one run of Grover’s search algorithm. The binary 

sudoku constraints are encoded into satisfiability terms based on the given rule. The 

proposed SAT-like terms are the product of sum-of-XOR (PSOX), a format different 

from other formats discussed in Chapter 4. First, we converted each rule for each row and 

column into PSOX format and then we constructed the oracle using a nested quantum 

counter. Second, we applied the oracle to Grover’s search algorithm. We present a 

complete quantum oracle design for 4 × 4  binary sudoku to illustrate our architecture. 



247 
 

Table 8.3 Binary sudoku 4 × 4   

𝑥0 𝑥1 𝑥2 𝑥3 
𝑥4 𝑥5 𝑥6 𝑥7 
𝑥8 𝑥9 𝑥10 𝑥11 
𝑥12 𝑥13 𝑥14 𝑥15 

 

In Table 8.3, given 4 × 4 binary sudoku where 𝑥𝑖 is a binary value of 0 or 1. To 

satisfy all constrains, we design the quantum oracle based on each condition as follows:  

Condition 1: 𝑥𝑖 is binary value of 0 or 1.  

Condition 2: No three consecutive 1 or 0. We design the oracle as a product of sum-

of-XOR (PSOX) terms for each row and column as flow:  

a) Row terms: 

(𝑥0⨁𝑥1 + 𝑥1⨁𝑥2)(𝑥1⨁𝑥2 + 𝑥2⨁𝑥3) 

(𝑥4⨁𝑥5 + 𝑥5⨁𝑥6)(𝑥5⨁𝑥6 + 𝑥6⨁𝑥7) 

(𝑥8⨁𝑥9 + 𝑥9⨁𝑥10)(𝑥9⨁𝑥10 + 𝑥10⨁𝑥11) 

(𝑥12⨁𝑥13 + 𝑥13⨁𝑥14)(𝑥13⨁𝑥14 + 𝑥14⨁𝑥15) 

b) Column terms: 

(𝑥0⨁𝑥4 + 𝑥4⨁𝑥8)(𝑥4⨁𝑥8 + 𝑥8⨁𝑥12) 

(𝑥1⨁𝑥5 + 𝑥5⨁𝑥9)(𝑥5⨁𝑥9 + 𝑥9⨁𝑥13) 

(𝑥2⨁𝑥6 + 𝑥6⨁𝑥10)(𝑥6⨁𝑥10 + 𝑥10⨁𝑥14) 

(𝑥3⨁𝑥7 + 𝑥7⨁𝑥11)(𝑥7⨁𝑥11 + 𝑥11⨁𝑥15) 
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To optimize the number of qubits, we use one ancilla qubit to save the computation. 

For instance, 𝑥0⨁𝑥1 + 𝑥1⨁𝑥2, the 𝑥1 is used two times, so the XOR operation result in 

𝑥0⨁𝑥1 is saved in one extra ancilla qubit (𝑟) and the XOR operation in 𝑥1⨁𝑥2 is 

computed without ancilla qubit. The output of 𝑥0⨁𝑥1 + 𝑥1⨁𝑥2 is used as the first qubit 

(𝑑) for the output counter which also is used as De Morgan’s Law to convert the OR into 

a product (𝑎 + 𝑏 = �̅� ∙ �̅�̅̅ ̅̅ ̅̅ =  �̅� ∙ �̅� ⊕ 1), as can be seen in Figure 8.31. The rest of the 

terms for condition two are constructed using the same method.  

 

Figure 8.31 Oracle circuit for 𝑥0⨁𝑥1 + 𝑥1⨁𝑥2 

Condition 3: Balance the number of ones and zeros in every row and column. This 

condition counts the number of ones in every row and column. We connect every cell in 

the table as the first qubit to a counter (we call this counter a balance counter), and then 

the output of the balance counter is connected to another counter (output counter) that 

counts all conditions. In this case of the 4 × 4 binary sudoku, the number of ones in each 

row and each column are equals two. If all rows and columns are balanced, then the 

output of the balance counter is 16. We check separately for every row and column, then 
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cascade the output of the balance counter from all rows and columns such that the output 

of the balance counter result is 2, 4, 6, and 8 for rows 1, 2, 3, and 4 respectively, and 10, 

12, 14, 16 for columns 1, 2, 3 and 4 respectively. For instance, if the row 𝑥0𝑥1𝑥2𝑥3 is 

balanced then 𝑏𝑎𝑙𝑎𝑛𝑐𝑒_𝑐𝑜𝑢𝑛𝑡𝑒𝑟0, 𝑏𝑎𝑙𝑎𝑛𝑐𝑒_𝑐𝑜𝑢𝑛𝑡𝑒𝑟1, 𝑏𝑎𝑙𝑎𝑛𝑐𝑒_𝑐𝑜𝑢𝑛𝑡𝑒𝑟2, 

𝑏𝑎𝑙𝑎𝑛𝑐𝑒_𝑐𝑜𝑢𝑛𝑡𝑒𝑟3, and 𝑏𝑎𝑙𝑎𝑛𝑐𝑒_𝑐𝑜𝑢𝑛𝑡𝑒𝑟4 is equal to 00010 respectively. To count this 

row as a satisfied row, we need to change 00010 to 11111 by applying NOT gates and 

then connect to the output counter that counts all satisfied conditions, as can be seen in 

Figure 8.32. Figure 8.33 is a complete oracle to check the balance of each row and each 

column. 

 

Figure 8.32 Oracle balance circuit for row 𝑥0𝑥1𝑥2𝑥3 
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Figure 8.33 Oracle balance circuit for all rows and columns. 

Condition 4: Every row and every column must be distinct. Similar to condition 2, we 

design the oracle using PSOX format as follows:  

a) Row terms:  

(𝑥0⨁𝑥4 + 𝑥1⨁𝑥5 + 𝑥2⨁𝑥6 + 𝑥3⨁𝑥7) 

(𝑥0⨁𝑥8 + 𝑥1⨁𝑥9 + 𝑥2⨁𝑥10 + 𝑥3⨁𝑥11) 

(𝑥0⨁𝑥12 + 𝑥1⨁𝑥13 + 𝑥2⨁𝑥14 + 𝑥3⨁𝑥15) 

(𝑥4⨁𝑥8 + 𝑥5⨁𝑥9 + 𝑥6⨁𝑥10 + 𝑥7⨁𝑥11) 

(𝑥4⨁𝑥12 + 𝑥5⨁𝑥13 + 𝑥6⨁𝑥14 + 𝑥7⨁𝑥15) 

(𝑥8⨁𝑥12 + 𝑥9⨁𝑥13 + 𝑥10⨁𝑥14 + 𝑥11⨁𝑥15) 

b) Column terms: 
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(𝑥0⨁𝑥1 + 𝑥4⨁𝑥5 + 𝑥8⨁𝑥9 + 𝑥12⨁𝑥13) 

(𝑥0⨁𝑥2 + 𝑥4⨁𝑥6 + 𝑥8⨁𝑥10 + 𝑥12⨁𝑥14) 

(𝑥0⨁𝑥3 + 𝑥4⨁𝑥7 + 𝑥8⨁𝑥11 + 𝑥12⨁𝑥15) 

(𝑥1⨁𝑥2 + 𝑥5⨁𝑥6 + 𝑥9⨁𝑥10 + 𝑥13⨁𝑥14) 

(𝑥1⨁𝑥3 + 𝑥5⨁𝑥7 + 𝑥9⨁𝑥11 + 𝑥13⨁𝑥15) 

(𝑥2⨁𝑥3 + 𝑥6⨁𝑥7 + 𝑥10⨁𝑥11 + 𝑥14⨁𝑥15) 

 

Figure 8.34 Oracle circuit for term 𝑥0⨁𝑥4 + 𝑥1⨁𝑥5 + 𝑥2⨁𝑥6 + 𝑥3⨁𝑥7 

To illustrate the oracle for condition 4, we use the term 𝑥0⨁𝑥4 + 𝑥1⨁𝑥5 + 𝑥2⨁𝑥6 +

𝑥3⨁𝑥7 as an example to construct the quantum oracle, as can be seen in Figure 8.34, and 

the rest of the terms in condition four can be constructed using the same method. The 

total number of terms that need to be satisfied for all conditions is 36, such as 16 terms 

for condition 2, 8 for condition 3, and 12 for condition 4. As can be seen in Figure 8.35, 

we easily check either by checking the oracle output qubit (𝑜𝑢𝑡) that is equal to one when 
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all terms for conditions 2, 3, and 4 are satisfied or 𝑜𝑢𝑝𝑢𝑡_𝑐𝑜𝑢𝑛𝑡𝑒𝑟0, 𝑜𝑢𝑝𝑢𝑡_𝑐𝑜𝑢𝑛𝑡𝑒𝑟1, 

𝑜𝑢𝑝𝑢𝑡_𝑐𝑜𝑢𝑛𝑡𝑒𝑟2, 𝑜𝑢𝑝𝑢𝑡_𝑐𝑜𝑢𝑛𝑡𝑒𝑟3, 𝑜𝑢𝑝𝑢𝑡_𝑐𝑜𝑢𝑛𝑡𝑒𝑟4, and 𝑜𝑢𝑝𝑢𝑡_𝑐𝑜𝑢𝑛𝑡𝑒𝑟5 are equal to 

100100.  

 

Figure 8.35 Oracle circuit for 4 × 4 binary sudoku. 

To solve 4 × 4 binary sudoku in this design, we need a total of 30 qubits for quantum 

oracle. To find a complete solution for all 16 cells in 4 × 4 binary sudoku, we need 216 

superposition states that the current simulators for IBM qiskit simulators cannot handle it 

because the required memory exceeds the maximum memory allowed. However, we 

were able to test different test cases applied directly to oracle without applying the 

Hadamard operator to create superposition states, and we got the expected result. The 

proposed quantum oracle design can easily find all possible solutions in one iteration of 

Grover’s algorithm flowed classical check by checking only the output qubit such that if 
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the 𝑜𝑢𝑡 qubit is equal to one, then the corresponding input for 𝑥0, … 𝑥15 are the solutions 

for binary sudoku.  

Based on these and on the previous examples, as well as several examples calculated 

by our research team, I can state that very many problems can be solved with Grover 

algorithm with quadratic speed up using in oracle the following blocks:  

1. Logic gates: NOT, AND, OR, XOR, EQUIVALENCE, IMPLY, and 

INHIBITION. 

2. Arithmetic operators such as ADDER, MULTIPLIER, DIVIDER, SQUARE 

ROOT, POWER, and etc.  

3. Predicates for comparison such as 𝐴 > 𝐵, 𝐴 < 𝐵,𝐴 = 𝐵,𝐴 ≥ 𝐵,𝐴 ≤ 𝐵, and etc.  

4. Arbitrary code converters (encoders, decoders) such as binary, Gray, One Hot, 

two natural order, etc. that are specified by various lookup tables.  

5. Arbitrary functions such as cosine, sine, etc. specified by lookup tables. 
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9 SUMMARY AND CONCLUSIONS  

9.1 Conclusion 

In this dissertation, I have designed and analyzed a novel quantum oracle circuit that 

requires a logarithmically reduced number of qubits for solving SAT-like and MAX-

SAT-like problems. The oracle circuit uses the iterative quantum counter circuit, which 

replaces the ancilla qubits of a global large AND gate for traditional oracle design. My 

design showed a significant reduction overall in the number of qubits in Grover’s search 

algorithm for MAX-SAT. Also, my design calculates the quantum measurable number of 

the maximum satisfiable OR terms for unsatisfiable Boolean functions. In addition, I 

compared using Peres and Toffoli gates in terms of quantum cost, where the Peres gates 

built from truly quantum primitives provide lower quantum costs. In Chapter 4, I tested 

and showed several examples using the IBM QISKIT simulator [93] that provided the 

expected results. Other variants of SAT oracles were also presented that can be designed 

for the oracle circuit using the quantum counter. Also, many other potential problems in 

the area of EDA were also discussed that can be reduced to SAT and MAX-SAT such 

that the oracle can construct the quantum counter idea. There is still active research to 

overcome the challenges in the classical SAT solver to handle CNF-XOR clauses. I 

presented a quantum oracle design for XOR clauses that does not need to convert to CNF 

clauses. I presented a uniform quantum oracle design that can handle all the forms of 

clauses, such as CNF clauses, CNF-XOR clauses, and XOR clauses. In the optimistic 

advent of quantum SAT solvers, my uniform quantum oracle design with Grover’s search 
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algorithm will be an asset to have such a few qubits with one uniform design for all forms 

of CNF clauses, CNF-XOR clauses, and XOR clauses. 

In Chapter 5, I presented a novel quantum design for associate rule mining to 

discover the maximum frequent 𝑘-itemset. The transaction database was converted into a 

new type of SOP Boolean function and then the SOP function was reduced into large 𝑘-

items with only Hamming weight that satisfies the minimum support threshold. In 

addition, I proposed using the Dicke state to prepare the superposition (𝑛
𝑘
) states for 

Grover’s search algorithm instead of the conventional Hadamard operator, which would 

require 2𝑛 states. The SOP function was reduced to large 𝑘-items where the likelihood of 

the maximum frequent 𝑘-itemset can be found. Then, I designed an advanced quantum 

oracle with a quantum counter and a quantum comparator. This way I achieved a reduced 

search space and the required number of qubits in the design using these three different 

quantum blocks: Dicke state, quantum counter, and quantum comparator. Then I showed 

a full implementation of this design on the IBM Qiskit simulator and observed the correct 

results. I compared my proposed design with [182, 183] design, that my design requires 

fewer qubits. My research demonstrated that now the user of my methodology for this 

type of problem can solve many transactions and items by scaling and optimizing the 

search space and required qubits.  

In Chapter 6, I presented the efficient quantum circuit implantation for shift operators 

for mining frequent patterns for association rule mining. These examples are considered 

regular graphs; however, irregular graphs need a more complex design with a high cost 

regarding the number of quantum gates and qubits. The quantum walk algorithm has 
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more potential applications on complex graphs, both regular and irregular graphs. The 

quantum walk algorithm is more suited to graphs than the Grover’s algorithm.  

In Chapter 8, I proposed a uniform methodology for Boolean quantum oracle design 

for quantum search algorithms where many ideas from several algorithms are combined 

together and applied to the design of oracles for quantum search algorithms. All these 

algorithms either use Grover, repeated Grover, or hybrid algorithms that use Grover’s 

algorithm. Optimization problems are reduced to a repetition of constraint satisfaction 

problems solved by Grover’s algorithm. My approach is based on creating various 

oracles, which are, however, based on the same basic principle of designing oracles from 

typical digital blocks bottom-up, rather than decomposing a unitary matrix top-down as 

proposed by some previous authors. The presented quantum oracle designs are for 

various well-known EDA applications of the Unate and Binate covering problems. 

Innovative quantum algorithms for exact and incompletely specified FSM minimization 

have been presented here for the first time. This is the first quantum algorithm ever for 

the classical problem known from many logic design textbooks used in undergraduate 

and graduate education. In addition, the methodology presented here can be used with 

very small modifications to solve several other logic design problems known from the 

areas of “logic synthesis” or “digital design”. These problems are all very similar to one 

another and basically can be reduced to SAT-like approaches with more complicated 

oracles than only product of sums. These are all fundamental problems known from 

textbooks and research papers over last 50 years [55, 126, 128, 130, 131, 132, 134, 136, 
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137, 139, 140, 142, 143, 213, 214, 215, 217, 218, 219, 220, 221, 222, 223, 224, 225, 226, 

227, 228, 231, 232, 233, 234, 235, 236, 237, 238]. 

Also, I presented a quantum oracle design for binary sudoku, a logic puzzle problem 

that can be solved using Grover’s search algorithm. Each of these problems is converted 

to a general quantum oracle. Our quantum oracle design uses an iterative quantum 

counter block used inside the oracles for the Grover-like algorithms. The concept of 

introducing this quantum counter can be applied to all these algorithms, allowing them to 

solve in a uniform way both SAT-like and MAX-SAT-like problems. Most importantly, 

this approach reduces the number of qubits logarithmically [127]. The introduction of the 

iterative quantum counter circuit replaces the ancilla qubits of the global large AND gate 

for traditional quantum oracle design for SAT-like problems. This is important because it 

reduces not only the number of required qubits but also avoids designing a quantum AND 

gate with many inputs, which is known to be a very complicated gate. I presented 

experimental results from the QISKIT simulator that showed the circuit worked correctly. 

I showed a quantum oracle design for arithmetic problems such as addition and 

multiplication that can be solved using Grover’s search algorithm.  

9.2 Achievements  

Being familiar with the importance of various search problems and corresponding 

algorithms, I ask myself questions about how to create a unified methodology to solve all 

these problems using quantum computers. When I started my work in 2018, this area was 

less developed than it is in recent years. I found then that there are basically two main 

approaches: Grover’s algorithm and quantum walk algorithm. Most of the problems in 
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the literature were purely mathematical and theoretical. Based on my electrical 

engineering and programming experience, I decided to solve several practical problems 

using the above-mentioned quantum algorithms. I asked myself the following questions:  

1. Can problems such as minimization of automata or creating association rules 

base systems for which quantum algorithms have not been done before be 

solved practically using Grover’s algorithm and the quantum walk algorithm? 

2. Most of the published papers described the oracles as only unitary matrices. 

Can I create detailed quantum circuits from realistic based gates that are 

available in QISKIT?  

3. What are all possible practical quantum circuit design problems that can be 

solved by methods? The same for cryptography problems 

4. How to define the complexity of oracles for quantum search problems so that 

this complexity will be minimized in my designs?  

5. I found the following generally useful techniques, such as  

a. Quantum counter 

b. Dicke state 

c. Quantum comparator  

d. Improved diffusion circuits 

e. Approaches to solve repeated constraint satisfaction.  

f. Boolean oracles vs phase oracles 

I asked myself questions, what are possible uses of these blocks and what 

other similar blocks can be invented?   
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Based on my solutions to several individual problems and applied them to specific 

quantum circuits, I found that I created a framework for a general methodology that can 

be applied to a very wide category of problems that I was only able to illustrate partially 

in the chapters of my dissertation. Specifically, I believe that the main achievements of 

the dissertation that can be used both by me and several other authors to solve problems 

in various areas are the following:  

1) I designed several advanced oracle circuits for various practical problems, in 

which I exponentially reduced the number of qubits. Moreover, my designs 

generalized these problems from SAT to MAX-SAT. These make them more 

general and more practically useful.  

2) I developed a new version of Grover’s search algorithm for mining frequent 

patterns, symmetric Boolean functions, and other machine learning-related 

problems. These new versions scale the search space by using only subspace 

states as superposition states instead of the whole space. 

3) I designed the first quantum MAX-SAT, which can handle any size of constraints 

and variables. In literature, 2-SAT, and 3-SAT were mostly proposed for new 

technologies.   

4) I created and presented a general methodology to create complex quantum search 

algorithms. Some of them are shown in detail, while others are only mentioned, 

but a careful reader can use my methodology and examples of these problems. 

These problems include many other variants of the SAT format, such as covering 
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problems, logic puzzles, and SAT-like and MAX-SAT-like problems that can be 

solved by my design methodology. See also above for all design automation 

problems in classical binary design. 

5) My methodology allows any constraint satisfaction problem that constraints are 

formulated in binary Boolean algebra and digital arithmetic. I use logic operator 

blocks and arithmetic blocks such as counters, comparators, adders, and 

multipliers.  

6) The authors of published oracles often used unitary matrices that are not directly 

realizable in quantum hardware. It is also well-known that decomposing unitary 

matrices into elementary gates creates very complicated circuits. Therefore, in my 

methodology, instead of decomposing unitary matrices, I compose these matrices 

from well-known elementary quantum gates. This method allowed me to 

realistically simulate quantum circuits, taking into account the complexity of 

circuits and the analysis of errors. Therefore, I was able to simulate most of the 

quantum oracles in QISKIT at the level of primitive gates built by IBM.   

7)  I found a class of practical problems that can be solved better than Grover’s 

algorithm. For instance, I proved a quantum walk design for mining frequent 

patterns for association rule mining. 
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9.3 Publications 

[1]  Alasow, Abdirahman, and Marek Perkowski. "Quantum Algorithm for Maximum 

Satisfiability." In 2022 IEEE 52nd International Symposium on Multiple-Valued 

Logic (ISMVL), pp. 27-34. IEEE, 2022. 

[2]  Alasow, Abdirahman, Peter Jin, and Marek Perkowski. "Quantum Algorithm for 

Variant Maximum Satisfiability." Entropy 24, no. 11 (2022): 1615. 

[3]  Alasow, Abdirahman, and Marek Perkowski. "Quantum Algorithm for Mining 

Frequent Patterns for Association Rule Mining." Journal of Quantum Information 

Science 13, no. 1 (2023): 1-23. 

[4]  Alasow, Abdirahman, and Marek Perkowski. "Quantum Algorithms for Unate 

and Binate Covering Problems with Application to Finite State Machine 

Minimization." Journal of Applied Logics (2023). 

9.4 Future Work 

1) My paper XOR SAT was not accepted by a journal. However, the critical remarks 

of the reviewers, further review of literature and my current deeper understanding 

of my developed methodology allow me to believe that I will be able to improve 

and resubmit this paper “Quantum Algorithm for XOR SAT”.  

2) Further improvement is to extend the quantum logic oracle design to add an 

arithmetic circuit for problems that involve both logic and arithmetic, such as 

weighted MAX-SAT, weighted covering problems, and objective functions for 

constraint satisfaction problems.  
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3) A quantum design to generate association rules from a maximum frequent 𝑘-

itemset for associate rule mining can be developed using our proposed design 

methodology. 

4) Standard quantum circuit designs for shift operators for regular graphs for 

quantum walk algorithm since the shift operator can be formulated based on the 

number of vertices of each type of regular graph. 
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