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The existence of the dielectric constant \( \epsilon \) is investigated for fluids composed of classical deformable (polarizable) molecules. The development is based upon generalized functional-derivative relations which involve joint distributions in molecular positions \( \mathbf{r}_i \) and dipole moments \( \mu_i \). Sufficient conditions for the existence of \( \epsilon \) are expressed in terms of the generalized direct correlation function \( c(12) = c(r_1, \mu_1; r_2, \mu_2) \).

It is found that \( \epsilon \) exists if \( \int -kT c(12) \) depends only on relative positions and dipole moment directions (in addition to \( |\mu_1| \) and \( |\mu_2| \)), and becomes asymptotic to the dipole–dipole potential at long range. An expression for \( \epsilon \) in terms of a short-ranged total correlation function \( h_0(12) \) emerges automatically from the development. An expression for \( \epsilon \) in terms of \( c(12) \) is also derived. The latter expression involves an inverse kernel in \( (|\mu_1|, |\mu_2|) \) space. The case of rigid polar molecules is reconsidered as a special case of the present formulation.

I. INTRODUCTION AND SUMMARY

The molecular theory of dielectric fluids has experienced something of a renaissance in recent years.\(^1\)–\(^4\) Much of this recent work has been restricted to rigid (unpolarizable) polar molecules, which are much simpler to deal with than are polarizable molecules. This restriction has greatly facilitated the clarification of certain subtle issues related to the long-range nature of dipolar interactions. Now that a satisfactory understanding of these issues has been achieved, a greater emphasis is being placed on polarizable molecules.\(^5\)–\(^10\) This emphasis is welcome and necessary; all real molecules are polarizable, and the effects of polarizability are quantitatively significant even for molecules with large permanent dipole moments. Inclusion of polarizability is therefore essential for the quantitative interpretation of experimental data.

Polarizability is associated with internal (vibrational and electronic) molecular degrees of freedom of freedom, whose proper treatment requires the use of quantum mechanics. Unfortunately, such a treatment entails a vast increase in the complexity of the problem. Even when the polarizability is regarded as a fixed parameter (which is a rather severe idealization), an esoteric graphical formalism of formidable complexity is needed.\(^3\) However, there is a growing realization that classical models of the internal degrees of freedom are both sensible and useful,\(^6\)–\(^10\) even though they are not faithful to the underlying physics. The model parameters (e.g., restoring force constants) can be chosen so that the classical behavior mimics the true quantum behavior in most essential respects. The advantage of a purely classical description is its simplicity; the internal coordinates can be lumped together with molecular positions and orientations, and the resulting description is hardly more complicated than that for rigid molecules. The main disadvantage of a purely classical treatment is that it yields incorrect dispersion forces between the molecules,\(^7\)–\(^11\) but this difficulty may be overcome simply by including an artificial compensating term in the intermolecular potential.\(^7\)

The main purpose of the present article is to establish sufficient conditions for the existence of the dielectric constant \( \epsilon \) in fluid systems of purely classical deformable (polarizable) molecules. Aside from the requirement that internal degrees of freedom be treated classically, there is no restriction on the molecular model or internal molecular structure. Our development constitutes the extension to classical deformable molecules of previous work on rigid polar molecules.\(^12\) It is based upon generalized functional-derivative relations which involve joint distributions in molecular positions \( \mathbf{r}_i \) and dipole moments \( \mu_i \). These relations give rise to a generalized direct correlation function \( c(12) = c(r_1, \mu_1; r_2, \mu_2) \), in terms of which sufficient conditions for the existence of \( \epsilon \) can be simply expressed. It is found that \( \epsilon \) exists if \( c(12) \) depends only on relative positions and dipole moment directions (in addition to \( |\mu_1| \) and \( |\mu_2| \)), and becomes asymptotic to \(-\theta(12)/kT\) at long range, where \( \theta(12) \) is the dipole–dipole potential. These conditions are straightforward generalizations of the sufficient conditions for the existence of \( \epsilon \) in fluids of rigid polar molecules.\(^12\)

In the usual way, an expression for \( \epsilon \) in terms of a short-ranged total correlation function \( h_0(12) \) emerges automatically from the development. This expression has not previously been presented, although it is closely related to the known expression for \( \epsilon \) in fluid mixtures of rigid polar molecules.\(^13\)–\(^14\) (Höye and Stell\(^15\),\(^9\) have systematically exploited the correspondence between fluids of deformable molecules and fluid mixtures of rigid molecules.) A new expression for \( \epsilon \) in terms of \( c(12) \) is also derived. This expression involves an inverse kernel in \( (|\mu_1|, |\mu_2|) \) space, which is analogous to the inverse matrices that occur in the corresponding expressions for rigid polar molecules.\(^12\)\(^,\)\(^14\)

Finally, fluids of rigid polar molecules are briefly reconsidered as a special case of the present formulation. When this specialization is performed, it is found that \( \epsilon \) is related to \( c(12) \) by a simple expression\(^15\) previously thought to be valid only for axisymmetric molecules.\(^12\)\(^,\)\(^16\)

---

\(^a\) Work performed under the auspices of the United States Department of Energy.
This apparent contradiction is resolved by observing that in the present development, \( c(12) \) is defined with reference to the contracted molecular configuration space \((r, \mu)\), rather than the complete space of all molecular coordinates. The contracted configuration does not include the angle of rotation about the dipole axis, and thus differs from the full configuration even for rigid molecules. The expression in question, therefore, is indeed valid for rigid polar molecules of arbitrary symmetry, provided that the appropriate definition of \( c(12) \) is adopted.

II. FUNCTIONAL-DERIVATIVE RELATIONS

Consider a finite volume \( V \), of arbitrary shape, containing \( N \) identical classical deformable molecules, of arbitrary symmetry and internal structure, at absolute temperature \( T \). The number density \( N/V \) is denoted by \( \rho \). The position and dipole moment vectors of molecule \( k \) are denoted by \( r_k \) and \( \mu_k \), respectively, and are collectively represented by the shorthand notation \((k)\).

The single-molecule distribution in \( r \) and \( \mu \) is given by

\[
n(r, \mu) = \left\langle \sum_a \delta(r - r_a) \delta(\mu - \mu_a) \right\rangle,
\]

where \( \delta(x) \) is the three-dimensional Dirac delta function, and the angular brackets \( \langle \cdot \cdot \cdot \rangle \) signify a canonical ensemble average under the conditions of interest. In the absence of external fields, the fluid will be spatially uniform (except in a negligibly thin surface layer), so that \( n(r, \mu) \) will be independent of \( r \). Spatial integration of Eq. (1) over the volume \( V \) then yields

\[
n(r, \mu) = \rho s(\mu),
\]

where

\[
s(\mu) = \langle \delta(\mu - \mu_1) \rangle_0
\]

is the singlet dipole moment distribution, and the subscript zero indicates that the average is to be taken in the unperturbed fluid. We note that \( \int d\mu s(\mu) = 1 \).

Since the unperturbed fluid is unpolarized, \( s(\mu) \) depends on \( \mu \) only through \( |\mu| \); it may therefore be written as \( s(\mu) \), where \( \mu = |\mu| \). It is also convenient to introduce the reduced distribution in \( \mu \) alone, call it \( \rho(\mu) \). Clearly

\[
\rho(\mu) = \int d\mu' s(\mu') \delta(\mu - \mu') = 4\pi \mu^2 s(\mu).
\]

Now suppose that the system is subjected to a single-molecule external potential \( \phi(r, \mu) \), the effect of which is to add a term \( \sum_k \phi(k) \) to the total potential energy of the system. The single-molecule distribution \( n(1) \) then becomes a functional of \( \phi(1) \), and is no longer independent of \( r_1 \) and the direction of \( \mu_1 \). Consider the change \( \delta n(1) \) in \( n(1) \) which accompanies an infinitesimal change \( \delta \phi(1) \) in \( \phi(1) \). These changes are related by straightforward generalizations of the canonical functional-derivative relations previously developed for rigid molecules. One readily verifies that the required generalizations are in fact identical in form to the original relations; it is merely necessary to replace the molecular orientation \( \omega_0 \) by \( \mu_0 \) wherever it appears, and hence to interpret the notation \((k)\) in the generalized sense \((r_n, \mu_n)\) of the present article. The desired functional-derivative relations are therefore

\[
\delta n(1) = -\beta \int d(2)[n(1)n(2)h(12) + \delta(12)] [\delta \phi(2) - \delta \phi(1)],
\]

\[
-\beta \delta \phi(1) + \beta \delta \phi = \int d(2)[-c(12) + \delta(12)/n(1)] \delta n(2),
\]

where \( h(12) = h(r_1, \mu_1; r_2, \mu_2) \) is the total correlation function (with the finite-volume correction term subtracted out), \( c(12) = c(r_1, \mu_1; r_2, \mu_2) \) is the direct correlation function, \( \delta(12) = \delta(r_1 - r_2) \delta(\mu_1 - \mu_2) \), \( \beta \) is the chemical potential variation is given by

\[\delta \phi = \int d(1) \delta \phi(1) \delta n(1)/n(1) \]

It is well to emphasize that in the present development, the notation \((k)\) refers to a reduced or contracted single-molecule configuration, rather than the complete single-molecule configuration consisting of all the coordinates of molecule \( k \). That is to say, in general, there will be other molecular coordinates besides those contained in \( r_k \) and \( \mu_k \). Since the quantities needed to describe dielectric behavior do not directly involve these additional coordinates, the present identification of \((k)\) with \((r_k, \mu_k)\) is appropriate for the purposes of dielectric theory. One must realize, however, that once this identification is adopted, the direct correlation function \( c(12) = c(r_1, \mu_1; r_2, \mu_2) \) also relates specifically to the reduced configuration \((r, \mu)\), and differs from the \( c(12) \) that would arise if \((k)\) represented \( all \) the coordinates of molecule \( k \).

The above relations apply to functional variations about a reference state of arbitrary \( \phi(1) \). For present purposes, the appropriate reference state is that with \( \phi(1) = 0 \) (i.e., the unperturbed fluid). Henceforth, this choice will be understood. The reference-state functions \( n(1) \), \( h(12) \), and \( c(12) \) then assume their unperturbed or zero-field forms. Furthermore, we may then regard \( \delta \phi(1) \) itself as a weak external potential, and \( \delta n(1) \) as the corresponding linear (first-order) deviation of \( n(1) \) from its unperturbed value \( \rho s(\mu_1) \). All of these interpretations will be understood in what follows.

Since we are concerned with a finite system, it is clear that the spatial integrals in Eqs. (5)–(8) extend only over the volume \( V \), even though this is not explicitly indicated by the notation.

To forestall any possible confusion, we remark that the present definition of \( h(12) + 1 \) [see Eq. (5) of Ref. 17] differs from that of Refs. 6 and 10 [see Eq. (2, 6) of Ref. 6, from which a factor of 2 is missing on the right side] by a factor of \( s(\mu_1) s(\mu_2) \). The present definition adheres more closely to established conventions.

III. EXISTENCE OF \( \varepsilon \)

The relations of the preceding section can now be used to determine the static linear response of the polariz-
tion \( P(r) \), given by

\[
P(r) = \int d\mu \mu n(\mu, r) = \int d\mu \mu \delta(\mu) f(\mu) , \tag{9}
\]

to a weak external electric field \( E_0(r) \). It is assumed that \( E_0(r) \) varies slowly, in a molecular sense, with the position \( r \). The perturbation potential corresponding to \( E_0(r) \) is given by

\[
\delta\phi(1) = -\mu_1 \cdot E_0(\mathbf{r}_1) . \tag{10}
\]

Combining Eqs. (2), (8), and (10), we find that \( \delta\phi = 0 \) for this potential, so the \( \delta\phi \) terms in Eqs. (5) and (6) may henceforth be omitted. Equation (6) therefore becomes

\[
\beta\mu_1 \cdot E_0(\mathbf{r}_1) = \int d(2)(-c(12) + \delta(12)/\eta(1))\delta(2) . \tag{11}
\]

Sufficient conditions for the existence of \( \epsilon \) are most easily expressed in terms of the behavior of \( c(12) \). We adopt the fundamental assumption that \( c(12) \) is of the form

\[
c(12) = c_0(12) - \beta\theta(12) , \tag{12}
\]

where \( c_0(12) \) is a short-ranged function (i.e., it goes to zero faster than \( 1/|\mathbf{r}_1 - \mathbf{r}_2|^2 \)) which depends only on relative positions and dipole moment directions in addition to \( \mu_1 \) and \( \mu_2 \) (i.e., it is translationally and rotationally invariant). The function \( \beta(12) \) is the dipole–dipole potential with a spherical cutoff:

\[
\beta(12) = -\mu_1 \cdot T_0(\mathbf{r}_1 - \mathbf{r}_2) \cdot \mu_2 , \tag{13}
\]

\[
T_0(\mathbf{r}) = H(|\mathbf{r} - \sigma| - \mathbf{r})/|\mathbf{r}| , \tag{14}
\]

where \( H(x) \) is the Heaviside unit step function [\( H(x) \) is unity for \( x \geq 0 \) and zero otherwise], and it is understood that the limit \( \sigma = 0 \) is ultimately to be taken.

We now proceed to show that the above assumption implies the existence of the dielectric constant \( \epsilon \); i.e., that the conditions embodied in Eq. (12) are sufficient for the existence of \( \epsilon \). This is not surprising, as these conditions are closely analogous to the known sufficient conditions for rigid polar molecules.\(^9\)\(^1\)\(^4\) It seems very likely that Eq. (12) will in fact ordinarily be satisfied (except of course in a negligibly thin surface layer), but this is a separate question that will not be pursued here.

Combining Eqs. (11)–(13), we obtain

\[
\beta\mu_1 \cdot E_0(\mathbf{r}_1) = \int d(2)(-c_0(12) + \delta(12)/\eta(1))\delta(2) , \tag{15}
\]

where

\[
E_0(\mathbf{r}) = E_0(\mathbf{r}) + \int d\mathbf{r}' T_0(\mathbf{r} - \mathbf{r}') \cdot P(\mathbf{r}') . \tag{16}
\]

is the Lorentz electric field, which is related to the Maxwell electric field \( E(\mathbf{r}) \) by \( E_0(\mathbf{r}) = E(\mathbf{r}) + (4\pi/3)P(\mathbf{r}) \). Equation (15) may be inverted by introducing a short-ranged total correlation function \( h_0(12) \) defined by

\[
h_0(12) = c_0(12) + \int d(3)n(3)c_0(13)h_0(32) . \tag{17}
\]

We then obtain

\[
\delta\epsilon(1) = \beta \int d(2)[\eta(1)n(2)h_0(12) + n(1)\delta(12)]\mu_2 \cdot E_2(\mathbf{r}_2) . \tag{18}
\]

Since \( c_0(12) \) is short-ranged, so is \( h_0(12) \). The spatial integrals in Eqs. (15), (17), and (18) may therefore be extended over all space instead of just over the volume \( V \).

Since \( E_0(r) \) is slowly varying and the system is a fluid, it is clear that \( P(r) \) and hence \( E_0(r) \) will also be slowly varying. We may therefore evaluate \( E_0(\mathbf{r}_2) \) in Eq. (18) at the point \( \mathbf{r}_2 = \mathbf{r}_1 \) and take it outside the integral over \( \mathbf{r}_2 \). When this is done, the result combines with Eq. (9) to yield

\[
P(r) = A(r) \cdot E_0(\mathbf{r}) , \tag{19}
\]

where

\[
A(\mathbf{r}) = -\beta \int d\mathbf{r}_2 d\mu_1 d\mu_2 s(\mu_1)\rho_0(\mu_2)h_0(12) + \delta(12)\mu_1\mu_2 , \tag{20}
\]

and use has been made of Eq. (2). But since \( c_0(12) \) is translationally and rotationally invariant, the same is clearly true for \( h_0(12) \). Therefore \( A(\mathbf{r}) \) is independent of \( \mathbf{r} \) and proportional to the unit dyadic \( U \). That is, \( A(\mathbf{r}) = A U \), where \( A = (1/3)A : U \). Equation (19) now reduces to \( P(r) = AE_0(\mathbf{r}) \), which shows\(^9\) that \( \epsilon \) exists and is given by \( (\epsilon - 1)/(\epsilon + 2) = 4\pi A/3 ; \) i.e.,

\[
\frac{\epsilon - 1}{\epsilon + 2} = \frac{4\pi}{9} \beta \int d\mathbf{r}_2 d\mu_1 d\mu_2 s(\mu_1)\rho_0(\mu_2)h_0(12) + \delta(12)\mu_1\mu_2 . \tag{21}
\]

We have therefore shown that Eq. (12) implies the existence of \( \epsilon \), with \( \epsilon \) given by Eq. (21). This expression for \( \epsilon \) does not appear to have been previously presented, although it is closely related to the known expression for \( \epsilon \) in fluid mixtures of rigid polar molecules.\(^9\)\(^1\)\(^4\) Such a relation is not unexpected in view of the correspondence between fluids of deformable molecules and fluid mixtures of rigid molecules.\(^8\)\(^9\) The relation becomes clearer when Eq. (21) is rewritten in the equivalent form

\[
\frac{\epsilon - 1}{\epsilon + 2} = \frac{4\pi}{9} \beta \int d\mu d\mu' \rho(\mu)\rho(\mu')\delta(\mu - \mu') + \rho(\mu')H(\mu, \mu')\mu_1\mu_2 , \tag{22}
\]

where

\[
H(\mu, \mu') = (4\pi)^2\rho(\mu)\int d\mathbf{r}_2 d\mu_1 d\mu_2 \delta(\mu - \mu_1) \times \delta(\mu' - \mu_2)h(12)\mu_1\mu_2 . \tag{23}
\]

Since \( \rho(\mu')d\mu_2 \) is just the partial number density of molecules with \( |\mu| \) in the interval \( (\mu_2 + d\mu_2, \mu_2 + d\mu_2) \), the structural resemblance of Eq. (22) to the corresponding formula for rigid-dipole mixtures [see Eq. (17) of Ref. 14] is obvious.

Although we have not found it convenient to do so, the delta–function terms in Eqs. (21) and (22) can be trivially evaluated in terms of the quantity \( \int d\mu \mu^2\rho(\mu) = \int d\mu \mu^2\rho(\mu) \), which is just the mean square dipole moment of an individual molecule. If desired, this quantity can then be rewritten in terms of an effective permanent dipole moment and polarizability,\(^9\) but such a representation has little apparent advantage.
IV. \( \varepsilon \) IN TERMS OF \( c(12) \)

In this section we derive the expression for \( \varepsilon \) in terms of \( c(12) \). We first multiply Eq. (17) by \((4\pi)^2(\mu \mu')^3\)
\( \times \delta(\mu - \mu_1) \delta(\mu - \mu_2) \mu_1 \cdot \mu_2 \) and integrate over \( r_2, \mu_1, \mu_2 \).

\[
H(\mu, \mu') = C(\mu, \mu') + (4\pi)^2(\mu \mu')^3 p \int d\mu_1 d(2)(d)3
\times \delta(\mu - \mu_1) \delta(\mu - \mu_2) c_0(13) h_0(32) \mu_1' \cdot \mu_2 ,
\]

where
\[
C(\mu, \mu') = (4\pi)^2(\mu \mu')^3 \int d\mu_2 d\mu_1 d\mu_2
\times \delta(\mu - \mu_1) \delta(\mu - \mu_2) c_0(12) \mu_1 \cdot \mu_2
\]
\[
= (4\pi)^2(\mu \mu')^3 \int d\mu_2 d\mu_1 d\mu_2
\times \delta(\mu - \mu_1) \delta(\mu - \mu_2) c(12) \mu_1 \cdot \mu_2 .
\]

The second equality in Eq. (25) follows easily from Eqs. (12) and (13), together with the fact that both \( H(\mu, \mu') \) and \( C(\mu, \mu') \) are symmetric in \( \mu \) and \( \mu' \).

Since \( h_0(12) \) is translationally and rotationally invariant, it is clear that
\[
\int d(2) d(\mu_2 - \mu_2) h_0(32) \mu_2 = f(\mu_3, \mu') \mu_2 ,
\]
where \( f(\mu_3, \mu') \) is independent of \( r_2 \). To determine the form of \( f(\mu_3, \mu') \), we take the dot product of Eq. (26) with \( \mu_3 \), multiply by \( \delta(\mu - \mu_3) \), and integrate over \( \mu_3 \). We thereby obtain
\[
f(\mu, \mu') = 4\pi \mu(\mu'/\mu)^3 H(\mu, \mu').
\]

Equations (24)--(27) now combine to yield
\[
H(\mu, \mu') = C(\mu, \mu') + \rho \int d\mu_1 p(\mu_1) C(\mu, \mu_1) H(\mu_1, \mu'),
\]

One readily verifies that Eq. (28) is equivalent to
\[
\int d\mu_1 L(\mu, \mu_1) K(\mu, \mu') = \delta(\mu - \mu'),
\]

where
\[
K(\mu, \mu') = \rho p(\mu)|\delta(\mu - \mu') + \rho p(\mu') H(\mu, \mu')|,
\]
\[
L(\mu, \mu') = -C(\mu, \mu') + \delta(\mu - \mu')/|\rho p(\mu')|.
\]

But \( K(\mu, \mu') \) is just the kernel that appears in Eq. (22) for \( \varepsilon \). The expression for \( \varepsilon \) in terms of \( c(12) \) is therefore
\[
\frac{\varepsilon - 1}{\varepsilon + 2} = \frac{4\pi}{\mu} \int d\mu d\mu' K(\mu, \mu') \mu \mu',
\]
where \( K(\mu, \mu') \) is now regarded as the inverse kernel defined by Eq. (29), which is related to \( C(\mu, \mu') \) by Eq. (31) and thence to \( c(12) \) via Eq. (25).

V. SPECIALIZATION TO RIGID MOLECULES

It is instructive to specialize the present results to the case of rigid polar molecules, to which they lend some new insight. In this special case we have
\[
\rho(\mu) = \delta(\mu - \mu_0) ,
\]
where \( \mu_0 \) is the fixed value of the molecular dipole moment. Since \( \mu_{x} = \mu_{y} \) for all \( k \) at all times, the functions \( h(12), c(12), h_{0}(12), \) and \( c_{0}(12) \) now depend only on \( (r_{1}, \omega_{1}; r_{2}, \omega_{2}) \), where \( \omega_{1} = (\theta_{1}, \phi_{1}) \) represents the polar and azimuthal angles that specify the direction of \( \mu_{x} \).

Now \( d\mu_{x} = \mu_{x} d\mu_{x} d\omega_{x} \), where \( d\omega_{x} = \sin \theta_{1} d\theta_{1} d\phi_{1} d\phi_{2} \).

The Ornstein–Zernike equation [Eq. (7)] therefore reduces to
\[
h(12) = c(12) + (\rho/4\pi) \int dr_{2} d\omega_{2} c_{3}(13) h(32) ,
\]
where use has been made of Eqs. (2), (4), and (33). [The same reduction, namely \( \int d(3) c(3) - (\rho/4\pi) \int dr_{2} d\omega_{2} \), of course applies to Eq. (17) as well.] We see that Eq. (34) is formally the same as the Ornstein–Zernike equation for rigid axisymmetric molecules,\textsuperscript{15} even though we have not restricted the molecular symmetry in any way. The reason for this correspondence is that the angle \( \phi_{x} \) of rotation about the axis defined by \( \omega_{x} \) is not included in the present reduced description. This angle is therefore averaged over in the definitions of \( h(12) \) and \( c(12) \) as the correlation functions for a hypothetical system of equivalent axisymmetric molecules, but such an interpretation is in no way essential.

By virtue of Eq. (33), Eq. (22) for \( \varepsilon \) now becomes
\[
(\varepsilon - 1)/(\varepsilon + 2) = y(1 + \rho H_{0}) ,
\]
where \( y = (4\pi/9) \delta \mu_{x} \delta \mu_{y} \) and \( H_{0} = H(\mu_{0}, \mu_{0}) \). From Eq. (23) we find that
\[
H_{0} = (4\pi)^{2} \int dr_{2} d\omega_{1} d\omega_{2} h_{0}(12) e_{1} \cdot e_{2} ,
\]
where \( e_{x} \) is the unit vector with orientation \( \omega_{x} \); i.e., \( e_{x} = \mu_{x} / \mu_{0} \). Similarly, we find from Eq. (25) that
\[
C_{0} = (4\pi)^{2} \int dr_{2} d\omega_{1} d\omega_{2} c(12) e_{1} \cdot e_{2} ,
\]
where \( C_{0} = C(\mu_{0}, \mu_{0}) \). But according to Eqs. (28) and (33), \( H_{0} \) and \( C_{0} \) are related by
\[
H_{0} = C_{0} - \rho C_{0} H_{0} \),
\]
from which it follows that \( (1 + \rho H_{0}) = (1 - \rho C_{0})^{-1} \).

Equation (35) may therefore be written in the alternative form
\[
(\varepsilon - 1)/(\varepsilon + 2) = y(1 - \rho C_{0})^{-1} .
\]

We now observe that Eq. (39) is formally identical to an earlier result\textsuperscript{15} previously thought to be valid only for axially symmetric molecules,\textsuperscript{15,16} This expression for \( \varepsilon \) is therefore actually valid more generally; it applies to rigid polar molecules of arbitrary symmetry, provided that \( c(12) \) is properly interpreted. That is, \( c(12) \) must be regarded as the function of \( (r_{1}, \omega_{1}; r_{2}, \omega_{2}) \) defined by Eq. (34), in which \( h(12) \) represents the total correlation function in the variables \( (r_{1}, \omega_{1}; r_{2}, \omega_{2}) \) alone without regard to the angles \( \phi_{1} \) and \( \phi_{2} \). Confusion with the more conventional \( c(12) \) for rigid molecules,\textsuperscript{16} which results when \( k \) is used to represent the complete single-molecule configuration \( (r_{1}, \omega_{1}, \phi_{1}) \), can be avoided by paying close attention to the function arguments.