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The quest for novel and unconventional computing machines is mainly motivated by the man-machine dichotomy and by the belief that meeting tomorrow’s complex real world challenges will require new paradigms and new engineering methods to organize, train, and program such machines and to interact with them.

Ever wondered how tomorrow’s computers might look like? Ever wished scientists and engineers would come up with smarter, more robust, and more autonomous computers able to reliably operate in and adapt to their complex and unpredictable natural environments? Well, that’s what my and many other researcher’s work is focused on!

At the time of Alan Turing, computing machines were merely considered as devices capable of doing what the human mind can do when carrying out a procedure. Turing’s hope that “[... ] machines will eventually compete with men in all purely intellectual fields” is far from being fulfilled and the man-machine dichotomy remains more than obvious. For example, one of the keys to machine intelligence is computers that learn in an open and unrestricted way, and we are still just scratching the surface of this problem. Something must be wrong!

Although there is no reason and evidence to believe that any physical system, including the brain, can perform computations a computer cannot, there is a growing interest in computational architectures that go beyond the classical paradigms and that offer novel properties. For example, many man-made systems have become so complex that they are virtually uncontrollable and incomprehensible: self-design, self-adaptation, self-diagnosis, and self-repair will become of paramount importance.

The research community investigates novel computational paradigms along several directions and on various different levels. My own research is influenced by a number of principal insights. First, I believe that we have to go beyond the omnipresent sequential paradigms in computer science if we want to come closer to machines with properties and architectures similar to the brain. However, it is not my goal to ‘copy’ nature but only to draw valuable inspiration from it and to apply adapted paradigms to the design of artefacts. Second, novel approaches have to be integrative, all-embracing, and should start at the level of the computational substrate. Simulating a parallel machine on a sequential computer might be practical, but is certainly not efficient and by no means a scalable approach. Third, the capacity to adapt and learn should go in hand with the capacity to gradually create more complex and hierarchical systems, as I believe that our abilities to program complex systems are simply not keeping up with the desire to solve complex problems.

The Logic Systems Laboratory at the Swiss Federal Institute of Technology in Lausanne (EPFL) was a pioneer in biologically-inspired computing machines and hardware. For my PhD thesis, I investigated an unconventional reconfigurable architecture that is based on an amalgamation of a particle-based and randomly interconnected substrate, membrane systems, and artificial...
A Light-Weight and Scalable Network Profiling System

by Andreas Kind, Paul Hurley and Jeroen Massar

Long-term network monitoring in high-speed networks requires new ways for collecting, storing and analyzing flow-based network traffic information. A project at the IBM Zurich Research Laboratory looked at alternatives to the conventional flow-based network profiling approach with the objective of improved scalability for high flow rates. The result is a light-weight and scalable network profiling system for NetFlow and IPFIX that is based on a novel time series aggregation database.

The continuing trend toward distribution of computing resources increases the need to tightly control the networks providing remote access to resources such as servers, storage and databases. An important means for controlling networks is network performance monitoring and, in particular, network profiling. A typical profiling system collects and analyzes information about the traffic flows passing an observation point in the network, e.g., a router or traffic meter. A flow is a sequence of packets with common properties (i.e., protocol and source/destination addresses/ports).

In the past, flow-based network profiling has proven to be useful for a number of applications, including network monitoring, billing and planning. To facilitate smooth operation of service access in distributed computing architectures (e.g., SANs, computational Grids) the demand for profiling will continue to rise.

Other network profiling systems have a critical scalability problem regarding the storage, analysis and access of collected profiling information. Indeed, this was...