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Scattering properties of dense media from Monte Carlo simulations with application to active remote sensing of snow
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Abstract. Monte Carlo simulations are used to derive the phase matrix, effective permittivity, and scattering coefficient for a random medium consisting of densely packed spheres up to 5000 in number. The results include correlated scattering and coherent wave interaction among the scatterers. The Monte Carlo simulations are based on a multiple-scattering formulation of the Foldy-Lax equations. It is shown that the derived phase matrix is in good agreement with dense media radiative transfer theory for copolarized scattering. The depolarization, however, can be substantially larger than conventional theory. Two methods are used to analyze the behavior of the coherent wave to obtain the real part of the effective permittivity. For the small particle case both methods yield values of permittivity that agree with the results of mixing formulas such as the Clausius-Mossoti mixing formula. The phase matrix and scattering coefficient obtained by simulation are used in a second-order radiative transfer model to predict the amount of backscatter from a layer of snow. It is also shown that sticky spheres, which can be used to model metamorphosed snow, produce high levels of copolarized and depolarized backscatter that can exceed the independent scattering model.

1. Introduction

An important feature of a discrete random medium with densely packed scatterers (i.e., scatterers that occupy more than a few percent by volume) is that the correlation of the particles' positions affects the scattering physics and invalidates the independent scattering assumption. This has been shown experimentally [Ishimaru and Kuga, 1982; Koh, 1992]. To account for the correlation between particles, analytic dense media theory, such as the quasi-crystalline approximation (QCA) [Tsang and Kong, 1980, 1982] and quasi-crystalline approximation with coherent potential (QCA-CP) [Tsang and Kong, 1980; Tsang et al., 1985], has been assumed for the first moment of the field. In early work the QCA approximation was applied with the hole correction to obtain a set of equations for the average field in an ensemble of scatterers [Varadan et al., 1979; Varadan and Varadan, 1980]. More recently, the Percus-
Yevick pair distribution function was used with QCA to calculate the extinction coefficient and produced good agreement with controlled laboratory experiments [Mandt et al., 1992; West et al., 1994]. Because of the advent of modern computers and efficient computational methods, Monte Carlo simulations by direct solution of Maxwell’s equations are receiving necessary attention. Both rough surface problems [Pak et al., 1995] and discrete scatterer problems [Tsang et al., 1992; Zurk et al., 1995] have been solved in this manner. However, the final results of bistatic scattering are calculated differently between rough surface simulations and dense media simulations. In rough surface scattering one directly solves Maxwell’s equations to calculate the bistatic scattering coefficients. In dense media simulations, because of computer limitations, one uses a few thousand particles to perform Monte Carlo simulations to simulate the extinction coefficient, phase matrix, and absorption coefficient. These quantities are then used in radiative transfer theory to calculate the bistatic scattering properties of the dense media. Monte Carlo simulations have been used to calculate the extinction rates using up to 5000 spheres. The numerical procedure is based on the multiple scattering equations of Foldy-Lax using vector spherical waves as a basis [Tsang et al., 1992; Lu et al., 1995]. The results include coherent wave interaction among the spheres. The extinction rates derived from the simulations are in excellent agreement with QCA-CP.

To calculate intensities, analytic theory has been applied for the second moment of the field leading to the Bethe-Salpeter equation. A correlated ladder approximation has been applied to the Bethe-Salpeter equation. It has been shown that QCA-CP together with the correlated ladder approximation obeys energy conservation. The two approximations together also lead to the dense media radiative transfer equation (DMRT). In the long wavelength limit, the phase matrix of the dense media radiative transfer equation is of the form of the Rayleigh phase matrix but with different extinction coefficients and albedos from conventional radiative transfer theory of independent scattering.

In this paper we employ Monte Carlo simulations to calculate the phase matrix and the effective permittivity using up to 5000 dielectric spheres. Numerical results indicate that the copolarized parts of the phase matrix are in good agreement with those of dense media radiative transfer theory under QCA-CP and the correlated ladder approximation. However, the depolarized component can be substantially higher. The strong depolarized return is due to coherent wave interaction among the spheres leading to electrical dipole moments of spheres that are not parallel to the incident electric field. The level of depolarization is still substantially lower than that of the copolarized component. Thus it has little effect in the energy conservation that QCA-CP and the correlated ladder approximation obey.

We next apply results to microwave remote sensing of snow-covered regions [Tsang and Kong, 1992; Kuga et al., 1991]. The scattering coefficient and the phase matrix derived from the Monte Carlo simulations are used in a second-order radiative transfer model [Shin and Kong, 1981] to determine the amount of scattering from a snow layer overlying a homogeneous half-space of soil. These results are compared to those obtained using DMRT and the independent scattering assumption. The characteristics of a snow layer can also change because of metamorphic forces [Colbeck, 1982] and affect the microwave response. In previous work [Ding et al., 1994] we introduced the use of a sticky particle pair function which can be used to model the clustering of the snow grains and in the work of Zurk et al. [1995] we presented extinction and absorption coefficient from sticky particles. In this paper we show that the sticky particle model used in a radiative transfer model can match simultaneously the copolarized and depolarized microwave scatter return of snow.

Another attribute of a discrete random medium is its effective permittivity. In this paper we compare the response of the coherent wave with-
in the Monte Carlo volume to that of a homogeneous volume to determine the effective permittivity. We also directly obtain the real part of the permittivity by tracking the amplitude and phase of the average internal electric dipole as the coherent wave travels through the medium. The results of the effective permittivity are in good agreement with Clausius-Mossoti.

2. Radiative Transfer Equation

The transport of radiant energy through a space of randomly distributed spherical particles, as shown in Figure 1, can be expressed by the vector radiative transfer (RT) equation for the specific intensity $I$:

$$
\cos(\theta) \frac{dI(\theta, \phi, z)}{dz} = -\kappa_e I(\theta, \phi, z) \\
+ \int_0^{2\pi} d\phi' \int_0^{2\pi} \pi d\theta' \sin(\theta') P(\theta, \phi, \theta', \phi') \cdot I(\theta, \phi, z),
$$

(1)

where $\kappa_e$ is the extinction coefficient with $\kappa_e = \kappa_s + \kappa_a$, $\kappa_s$ and $\kappa_a$ are the scattering and absorption coefficients, respectively, and $P(\theta, \phi, \theta', \phi')$ is the phase matrix describing redistribution of scattered energy from direction $\theta, \phi$ into direction $\theta', \phi'$. Application of boundary conditions at the planar interfaces $z = 0$ and $z = -d$ requires knowledge of the effective permittivity $\varepsilon_{eff}$ in region 1. Thus solution of (1) requires specification of $\kappa_e$, $P(\theta, \phi, \theta', \phi')$, and $\varepsilon_{eff}$ and will be influenced by the method with which they are obtained.

To calculate the radiative transfer parameters, we consider an elemental volume which contains many particles, as shown in Figure 1. The derivation of the transfer equation is based on radiant energy in and out of the volume element. Note that there is not just one particle in the elemental volume but there are many particles.

In the following sections we discuss three different methods of calculating the extinction coefficients and the phase matrix. The methods are (1) classical scattering assumption, (2) DMRT, and (3) Monte Carlo simulation.

2.1. Classical Radiative Transfer

The classical assumption for scattering in a collection of randomly distributed spherical scatterers is that of independent scattering. Under this assumption the particles in the elemental volume scatter and absorb independently. Thus if there are $N$ particles in the elemental volume, the extinction cross section of all the particles is

$$
\sigma_e^N = N \sigma_e,
$$

(2)

where $\sigma_e$ is the extinction cross section of one particle. The extinction coefficient is defined as the extinction cross section per unit volume. Thus if $V$ is the volume of the elemental volume, then

$$
\kappa_e^{ind} = \frac{N}{V} \sigma_e = n_0 \sigma_e,
$$

(3)

where $n_0$ is the number of particles per unit volume.
Similarly, for a single particle the distribution of scattered energy is given by the Stokes matrix $\sigma$. Under the independent scattering assumption the phase matrix is the average of the Stokes matrix over the distribution of particles, and for identical particles

$$P(\theta, \phi, \theta', \phi') = n_0 \sigma(\theta, \phi, \theta', \phi'). \quad (4)$$

For small scatterers this reduces to the Rayleigh phase matrix [Tsang et al., 1985].

### 2.2. DMRT

The assumption of independent scattering ignores correlated wave interaction when the scatterers are densely packed. For dense random media the effective wavenumber $K$ can be calculated using the quasi-crystalline approximation with coherent potential [Tsang et al., 1985]. In the low frequency limit the dispersion relation is

$$K^2 = k^2 + f_v(k_s^2 - k^2)/\gamma$$

$$\gamma = 1 + (k_s^2 - k^2)(1 - f_v)/(3K^2) \quad (5)$$

where $k_s$ is the wavenumber of the scatterers, $k$ is the wavenumber of the background, $a$ is the radius of the spheres, $f_v$ is the fractional volume of the scatterers, and $g(r)$ is the pair distribution function. The albedo $\tilde{\omega} = \kappa_s/\kappa_e$ can be derived from the second moment as

$$\tilde{\omega} = \frac{1}{2K'} \frac{f_v a^3}{3} |k_s^2 - k^2|^2 n_0$$

$$\times \left\{ 1 + 4\pi n_0 \int_0^\infty dr r^2 [g(r) - 1] \right\} \quad (6)$$

where $K'$ is the imaginary part of the effective wavenumber and $\kappa_e = 2K'$. As noted previously, DMRT follows from QCA-CP and the correlated ladder approximation. In the long wavelength limit the phase matrix of the dense media radiative transfer equation is of the form of the Rayleigh phase matrix but with the scattering coefficient calculated by the above relationships.

### 2.3. Simulation

As an alternative to either the classical model or DMRT, Monte Carlo simulations can be used to directly determine the extinction coefficient, the phase matrix, and the effective permittivity. These are calculated by using a large number of scatterers in the elemental volume and taking into account their coherent wave interactions to determine the collective scattering and interaction of the $N$ particles in the elemental volume. Of course, $N$ has to be a large number and convergence with respect to $N$ has to be tested. For example, the extinction coefficient can be calculated by considering the transfer of energy within this volume from the coherent wave into the incoherent wave. The elemental volume must satisfy three criteria. First, the volume must be small enough that the attenuation of energy in the incident wave as it travels through cube is small compared to the incident energy. Second, the volume must be large enough relative to the wavelength so that the phase of the wave varies across the volume and creates random phase situations. Finally, the number of scatterers enclosed within the volume must be large enough to represent a random sampling of scatterers.

Calculation of the radiative transfer parameters from Monte Carlo simulation differs from the previous approaches in that the $N$ particle collective behavior is considered [West et al., 1994]. The extinction coefficient from this volume is derived from the $N$ particle cross section per unit volume. The phase matrix is obtained from the $N$ particle bistatic cross section per unit volume. The effective permittivity is determined from calculation of the coherent scattered field. The phase and amplitude from the elemental volume is compared with a homogeneous volume to ascertain the effective permittivity. The details of these calculations are described in the following two sections.

### 3. Monte Carlo Simulations

The wave propagation and scattering through a large number of scatterers is computed using
an exact formulation based on Maxwell's equations. The advantage of this method is that exact values for the extinction coefficient and phase matrix can be obtained and then compared with those obtained from dense media theory. In this section we discuss how the scattering and absorption coefficients and the phase matrix can be computed from the scattered incoherent fields. We then discuss the case of spherical scatterers, where the formulation of the multiple scattering equations is in terms of vector spherical wave functions, and present the iterative solution technique for the Monte Carlo simulations.

3.1. Scattering and Absorption Coefficients

The scattering and absorption of radiant energy from the incident wave represents transfer of energy from the coherent beam into incoherent power due to the presence of the scatterers. To separate the coherent and incoherent components, the scattered field is averaged to give the coherent scattered field

\[ \langle E_s \rangle = \frac{1}{N_r} \sum_{\sigma=1}^{N_r} E_s^{\sigma}, \]  

where \( \sigma \) is the realization index with \( \sigma = 1, 2, \ldots, N_r \) realizations. \( E_s^{\sigma} \) is the final scattered field from the elemental volume of many scatterers and includes their coherent near- and intermediate-range interactions. The incoherent field is the difference between the total field and the coherent field \( \langle E_s \rangle \). Calculation of the scattering coefficient \( \kappa_s \) from the incoherent scattered field \( E_s \) can be expressed as

\[ \kappa_s = \frac{1}{V} \int_0^\pi d\theta_s \sin(\theta_s) \int_0^{2\pi} d\phi_s \frac{R^2}{N_r} \sum_{\sigma=1}^{N_r} |E_s^{\sigma}|^2. \]  

The absorption coefficient is due to absorption within the particle

\[ \sigma_{aN} = \sum_{\beta=1}^{N} \int_V k_s \epsilon'_s |E^\beta(r')|^2 dV', \]  

where the integration is over the sphere volume \( V \) and \( \epsilon'_s \) is the imaginary part of the relative permittivity for the spheres and \( E_{\text{int}} \) is the internal electric field.

3.2. Calculation of the Phase Matrix

An \( N \) particle collective scattering amplitude \( F_{\alpha\beta} \) can be defined for a volume element where \( N \) is a large number. The subscripts \( \alpha = 1 \) and \( \beta = 1 \) and \( 2 \) designate the polarization of the incident and scattered waves, respectively, such that \( \alpha, \beta = 1 \) describes a wave polarized perpendicular to the plane of incidence and \( \alpha, \beta = 2 \) is a wave polarized parallel to the plane of incidence. To determine an expression for \( F_{\alpha\beta} \), we can use the definition of the incoherent electric field \( E_s^\sigma = E_s^\sigma - \langle E_s \rangle \) to write

\[ E_{\alpha\beta} = \frac{e^{ikr}}{r} F_{\alpha\beta} \]  

\[ F_{\alpha\beta} = [F_{\alpha\beta} - \langle F_{\alpha\beta} \rangle], \]  

where \( F_{\alpha\beta} \) is the scattering amplitude of the total scattered electric field \( E_s \). Multiplying by a complex conjugate and taking the ensemble average then gives

\[ \langle E_{\alpha\beta} E_{\alpha'\beta'}^* \rangle = \frac{1}{r^2} \langle F_{\alpha\beta} F_{\alpha'\beta'} \rangle, \]  

where for \( \alpha = \alpha' \) and \( \beta = \beta' \).

\[ \langle |F_{\alpha\beta}|^2 \rangle = \langle |F_{\alpha\beta}|^2 \rangle - \langle |F_{\alpha\beta} \rangle |^2 \]  

In the Monte Carlo simulations the incident wave travels in the \( \hat{z} \) direction and is polarized in the \( \hat{y} \) direction (Figure 2). Thus \( F_{11} \) and \( F_{21} \) can be determined by considering the two components of the scattered field that travels in the \( x, z \) plane or with \( \phi_s = 0 \). Likewise, \( F_{22} \) and \( F_{12} \) represent scattering from an incident wave with parallel polarization and can be determined by consideration of the scattered wave traveling in the \( y, z \) plane with \( \phi_s = \pi/2 \). For example,
\[
\begin{align*}
< |F_{11}|^2 > &= \frac{R^2}{N_r} \sum_{i=1}^{N_r} |E_{hs}(\phi_0 = 0, \theta_0)|^2 \\
< (F_{11}F_{12}) > &= \frac{R^2}{N_r} \sum_{i=1}^{N_r} E_{hs}(\phi_0 = 0, \theta_0) \cdot E_{hs}(\phi_0 = \pi/2, \theta_0),
\end{align*}
\]

where \(E_{hs}(\phi_0 = 0, \theta_0)\) is the horizontal component of the incoherent scattered field of the \(s\)th realization evaluated at \(\phi_0 = 0\) and for \(0 \leq \theta_0 \leq 2\pi\). The phase matrix in the plane of incidence, \(P_{pol}\), is of the form of the Stokes matrix (see, for example, Tsang et al. [1985], p. 133) but with the single particle scattering functions \(f_{a\beta}\) replaced by the \(N\) particle collective scattering amplitudes \(< F_{a\beta} >\), which are functions of the angle between the incident and scattered wave, \(\Theta\).

The full electromagnetic phase matrix over all input and output angles can be obtained by transformation of \(P_{pol}\) through rotation angles \(\phi_1\) and \(\phi_2\). The rotation angles are determined by the direction of the vertically polarized wave vector with respect to the normal \(\hat{n}\) to the plane of incidence. In terms of the incident and scattered angles they are

\[
\begin{align*}
\sin \phi_1 &= (\hat{v}_i \times \hat{n}) \cdot \hat{k}_i \\
&= \left[\hat{v}_i \times (\hat{k}_i \times \hat{k}_s) \right. / \sin \Theta \left. \right] \cdot \hat{k}_i \\
\sin \phi_2 &= \left[\hat{v}_s \times \hat{n}\right] \cdot \hat{k}_s \\
&= \left[\hat{v}_s \times (\hat{k}_i \times \hat{k}_s) / \sin \Theta \right] \cdot \hat{k}_s \\
&= \hat{v}_s \cdot \hat{k}_i.
\end{align*}
\]

The phase matrix \(P\) is then given by

\[
P(\theta, \phi, \theta', \phi') = L(-\phi_2) P_{pol} L(\phi_1),
\]

where \(L\) is a the rotation matrix given by [Ishimaru, 1978]

\[
L(\phi) = \begin{bmatrix}
\cos^2 \phi & \sin^2 \phi & \frac{1}{2} \sin 2\phi & 0 \\
\sin^2 \phi & \cos^2 \phi & -\frac{1}{2} \sin 2\phi & 0 \\
- \sin 2\phi & \sin 2\phi & \cos 2\phi & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

3.3. Configuration for Monte Carlo Simulations for Spherical Scatterers

The configuration for the Monte Carlo simulations is shown in Figure 2. The behavior of the incoherent wave in the Monte Carlo simulations is considered on a per unit volume basis using an elemental volume of Figure 2 and is independent of the shape of the volume. In each realization, \(N\) spheres with permittivity \(\varepsilon_s\) and radius \(a\) are randomly deposited [Zurk et al., 1995] into the elemental box of volume \(V = s^3\) or sphere with \(V = (4\pi/3)s^3\).

Quantities that are appropriate for use in the solution of the radiative transfer equation represent statistical averages with respect to the scatterer placement. They are obtained from Monte Carlo simulations by averaging over realizations where each realization consists of a different sphere distribution within the test volume \(V\). The statistics of the sphere locations can be depicted with the bivariate probability measure called the pair distribution function. For random deposition of nonoverlapping spheres the pair distribution function corresponds to the Percus-Yevick pair distribution function. An alternate deposition method for sticky hard spheres [Ding et al., 1994; Zurk et al., 1995] utilizes a parameter \(\tau\) which governs the potential of spheres to cluster together. Smaller values of \(\tau\) result in more clustering or "sticking" of the
spheres and can cause a pronounced increase in scattering.

For all of the simulation results presented in this paper a single orientation of the incident wave was used and is shown in Figure 2. The relationship between the incident field vectors and the angles \( \theta_i \) and \( \phi_i \) is

\[
\begin{align*}
\hat{k}_i &= \hat{x} \sin \theta_i \cos \phi_i + \hat{y} \sin \theta_i \sin \phi_i + \hat{z} \cos \theta_i \quad (19) \\
\hat{v}_i &= \hat{x} \cos \theta_i \cos \phi_i + \hat{y} \sin \theta_i \sin \phi_i - \hat{z} \sin \theta_i \quad (20) \\
\hat{h}_i &= -\hat{x} \sin \phi_i + \hat{y} \cos \phi_i. \quad (21)
\end{align*}
\]

The incident wave is an electric field traveling in the \( \hat{k}_i = \hat{z} \) direction and polarized in the \( \hat{v}_i = \hat{y} \) direction, with \( \theta_i = 0 \) and \( \phi_i = \pi/2 \). The scattered field has components as given above with \( \theta_i \) replaced by \( \theta_s \) and \( \phi_i \) by \( \phi_s \).

### 3.4. Solution of Multiple-Scattering Equations

Unlike continuous random media, discrete scatterers have well-defined boundaries. Since the space occupied by the random scatterers and the space occupied by the background are distinguishable, with each region having its own permittivity, the fields in each region can be expressed in a complete vector spherical wave expansion and equated at the scatterer boundaries using Maxwell equations. For the case of discrete scatterers in a homogeneous background, Maxwell equations can be cast into the Foldy-Lax multiple-scattering equations in matrix notation as [Tsang et al., 1985]

\[
a_s^{(a)} = \sum_{\beta=1, \beta \neq a}^N T_a^{\beta}(kr_{a}r_{\beta})a_s^{(\beta)} + \exp(ik_{i} \cdot r_{a})T_a^{\alpha}a_{inc}. \quad (22)
\]

where \( a_s^{(a)} \) is the vector of coefficients for spherical wave harmonics of the multiple scattered field for particle \( \alpha \), \( a_{inc} \) is the coefficient of the incident wave, \( k \) is the wavenumber of the background media, \( k_i \) is the wavenumber of the incident wave, \( N \) is the number of spheres in the containing volume, \( \sigma(k_{a}r_{\beta}) \) is the vector spherical wave transformation matrix, \( T^{\alpha} \) is the \( T \) matrix for scatterer \( \alpha \), and \( r_{a} \) and \( r_{\beta} \) are the centers of particles \( \alpha \) and \( \beta \), respectively. Note that (23) does not contain a far-field approximation and includes near- and intermediate-range interactions.

The final scattered field \( E_s \) from \( N \) spheres at an observation point \( r \) is

\[
E_{s}(r) = \sum_{mn} \left[ a_{mn}^{(M)}M_{mn}(kr, \theta, \phi) + a_{mn}^{(N)}N_{mn}(kr, \theta, \phi) \right],
\]

where \( M_{mn} \) and \( N_{mn} \) are outgoing vector spherical wave functions [Tsang et al., 1985].

Equation (23) can be interpreted physically as follows. The final scattered field coefficients for a particle \( \alpha \) depend on the excitation experienced by that particle. This excitation is due to both the original incident field \( a_{inc} \) as well as the radiated field from surrounding particles \( a_s^{(\beta)} \). The scattered field from other particles can be translated from those particles to particle \( \alpha \) using Huygen’s equivalency principle through use of the vector spherical wave transformation matrix \( \sigma(k_{a}r_{\beta}) \). Finally, the response of \( \alpha \) to the excitation it experiences is specified by its \( T \) matrix \( T^{\alpha} \).

The internal electric field appearing in (10) can also be written as a sum of spherical wave functions as

\[
E_{int}(r) = \sum_{mn} \left[ c_{mn}^{(M)}RgM_{mn}(kr, \theta, \phi) + c_{mn}^{(N)}RgN_{mn}(kr, \theta, \phi) \right]. \quad (24)
\]

The relationship between the scattered field coefficients \( a_{mn}^{\alpha} \) and the internal field coefficients \( c_{mn} \) is given by [Tsang et al., 1985; Zurk et al., 1995]

\[
c = (-RgQ^t)^{-1}a^s. \quad (25)
\]

For an \( N \) particle system there are \( N \) equations of the form of (23) which must be solved simultaneously. In the iterative approach the initial solution is the response of the scatterer
to the incident field in the absence of other scatterers. Each successive iteration pertains to a higher order of scattering. We continue to iterate (23) until the maximum change in the field coefficients is less than 5%, at which point the solution is considered to have converged. The number of iterations necessary to achieve convergence is a direct indicator of the strength of the multiple scattering between particles and depends on fractional volume, dielectric contrast, and sphere radius.

4. Coherent Wave Calculations

In the following sections we present calculations based on the behavior of the coherent wave within the Monte Carlo volume. These calculations are used to determine (1) the behavior of internal dipole moments within the scatterers and (2) the real part of the effective permittivity for the random medium.

4.1. Dipole Orientation

The electric dipole for the jth sphere as calculated in Monte Carlo simulations can be written as

$$p_{\text{int}} = \int_V (\varepsilon_s - \varepsilon_0) E_{\text{int}}(r) dV,$$  \hspace{1cm} (26)

where $E_{\text{int}}(r)$ is given by (25) in terms of the vector spherical wave functions. The wave functions can be converted to Cartesian coordinates and the integration performed analytically.

Under the QCA approximation the dipole moment can be written as

$$p_{\text{int}}^{\text{QCA}} = \frac{3\mu_0\varepsilon_0 y}{I - f_0 y} E_0 e^{iK_r \cdot r} \hat{\varepsilon},$$  \hspace{1cm} (27)

$$y = \frac{\varepsilon_s - \varepsilon_0}{\varepsilon_s + 2\varepsilon_0},$$  \hspace{1cm} (28)

where $\mu_0$ is the volume of the sphere and $K_r$ is the real part of the effective wavenumber whose calculation will be discussed later.

The incident electric field will cause alignment of the internal dipoles, and this alignment will oscillate with the incident frequency. However, there will also be slight misalignment in each particle’s dipole due to the effect of the scattered fields from nearby particles. To isolate random deviations of the dipole moment, the phase dependency of the coherent wave needs to be removed. This will be referred to as “dephasing” and can be achieved by multiplication of $p_{\text{int}}^j$ in (26) for sphere $j$ by the phase factor $\exp(-iK_r \cdot r_j)$.

The coherent addition of the dipole moments will be utilized in section 5.2 and is defined as follows. Define the reference point $r_c$ as the center of the Monte Carlo test volume (for this calculation we enhance spherical symmetry by using a test volume which is spherical in shape). We can then define the coherent dipole sum $p_{\text{sum}}(\alpha_t)$ as the addition of the dephased dipoles of spheres within a distance $\alpha_t$ of the reference point:

$$p_{\text{sum}}(\alpha_t) = \frac{1}{N_r} \sum_{k=1}^{N_r} \frac{1}{N_j} \sum_{j=1}^{N_j} p_{\text{int}}^j e^{-iK_r \cdot r_j},$$  \hspace{1cm} (29)

where $N_j$ is the number of spheres $j$ that satisfy $|r_j - r_c| \leq \alpha_t$. The coherent sum can be written $p_{\text{sum}}(\alpha_t) = p_x(\alpha_t) \hat{x} + p_y(\alpha_t) \hat{y} + p_z(\alpha_t) \hat{z}$.

4.2. Effective Permittivity

The idea of an effective permittivity for a random medium is that if the random medium were replaced by a homogeneous medium that responds to electromagnetic excitation in an identical fashion as the original random medium, the permittivity of the homogeneous medium is said to be the effective permittivity of the random medium. This concept has been explored and utilized extensively in the past.

In the Monte Carlo simulations the coherent wave responds to the size, shape, and effective permittivity of the test volume. To determine the effective permittivity of the collection of spherical scatterers, the scattered coherent field can be compared with the field scattered from a homogeneous volume of the same size and shape as the Monte Carlo test volume. The permittivity of this homogeneous volume when the scat-
tered fields are the same is the effective permittivity of the random medium.

The test volume used in the Monte Carlo simulations for the effective permittivity calculations is a sphere with diameter \( s \). The Mie scattering cross section from a sphere with the same diameter and with a permittivity \( \epsilon_{\text{eff}} \) is denoted as \( \sigma_{s,\text{Mie}} \). The permittivity at which the Mie cross section is equal to that produced by the coherent scattering from the Monte Carlo spherical test volume is then, by definition, the effective permittivity of the random media. This quantity can be determined by varying \( \epsilon_{\text{eff}} \) in the calculation of \( \sigma_{s,\text{Mie}} \) until the following equality is satisfied:

\[
\sigma_{s,\text{Mie}} = \int_0^\pi d\theta_s \sin(\theta_s) \int_0^{2\pi} d\phi_s \frac{R^2}{N_r} \sum_{\sigma=1}^{N_r} |E^r_s|^2, \tag{30}
\]

where \( E^r_s \) is the total scattered field. The effective permittivity of the Mie sphere contains an imaginary component that accounts for the loss of energy due to scattering within the medium. The imaginary part of the effective permittivity can be calculated from its relationship to the extinction coefficient under the assumption that \( \epsilon''_{\text{eff}} \ll \epsilon'_{\text{eff}} \):

\[
\kappa_e = 2k_0 \text{Im} \left\{ \sqrt{\epsilon_{\text{eff}}} \right\} \\
= 2k_0 \text{Im} \left\{ \sqrt{\epsilon'_{\text{eff}}} \sqrt{1 + \frac{\epsilon''_{\text{eff}}}{\epsilon'_{\text{eff}}}} \right\} \tag{31}
\]

\[
\epsilon''_{\text{eff}} = \frac{\kappa_e \sqrt{\epsilon'_{\text{eff}}}}{k_0}, \tag{32}
\]

where \( \epsilon'_{\text{eff}} \) and \( \epsilon''_{\text{eff}} \) are the real and imaginary parts of the effective dielectric constant, respectively.

5. Results

In this section we present results from Monte Carlo simulations. Section 5.1 discusses the nature of the phase matrix obtained from simulation and section 5.2 gives some physical understanding of the source of the observed depolarization. Section 5.3 presents the effective permittivity of the random media and comparisons with Clausius-Mossoti and QCA-CP. Section 5.4 presents the backscatter from a layer of snow and comparisons of results of independent scattering, DMRT, and Monte Carlo simulations.

5.1. Phase Matrix from Monte Carlo Simulations

The phase matrix was calculated as given in section 3.2 for spheres with \( k\alpha = 0.2 \), permittivity \( \epsilon_s = 3.2\epsilon_0 \), and a fractional volume of 35%. Values for the scattering coefficients can be found in Table 1. The independent scattering assumption grossly overestimates the scattering at this fractional volume. QCA-CP predicts scattering rates that are lower than those calculated with Monte Carlo simulations. This discrepancy could be due to the low-frequency solution to QCA-CP.

The elements of the upper corner of the phase matrix (i.e., \( |F_{11}|^2, |F_{21}|^2, |F_{12}|^2, |F_{22}|^2 \)) are shown in Figures 3 and 4 as functions of \( \Theta \). The solid curve corresponds to nonsticky particles and the dash-dotted curve is for particles deposited in the test volume with an adhesive potential of \( \tau = 0.05 \). The open circles are

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( \kappa_e \times 10^{-30}/\text{cm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent</td>
<td>3.36</td>
</tr>
<tr>
<td>Quasi-crystalline approximation</td>
<td>0.23</td>
</tr>
<tr>
<td>Quasi-crystalline approximation,</td>
<td>0.38</td>
</tr>
<tr>
<td>with coherent potential</td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.54</td>
</tr>
<tr>
<td>Monte Carlo, ( \tau = 0.20 )</td>
<td>0.87</td>
</tr>
<tr>
<td>Monte Carlo, ( \tau = 0.05 )</td>
<td>1.17</td>
</tr>
<tr>
<td>Monte Carlo, ( \tau = 0.01 )</td>
<td>9.38</td>
</tr>
</tbody>
</table>

Table 1. Scattering Coefficient for Spheres With \( a = 0.56 \text{ mm} \) at 35\% Fractional Volume and \( \epsilon_s = 3.2\epsilon_0 \)
the Rayleigh phase matrix elements where the scattering coefficient is computed with the independent scattering assumption. Depolarization from spheroids with an axial ratio of $c/a = 1.70$ is shown as crosses in Figure 4.

Several characteristics of the Monte Carlo phase matrix can be immediately noticed. The copolarized intensities ($|F_{11}|^2$ and $|F_{22}|^2$) have the same angular dependency as the Rayleigh matrix, but the overall intensity is lower because of the more realistic scattering coefficient. As discussed by Zurk et al. [1995], the sticky particles have scattering levels that are much greater than the nonsticky particles because of the effectively larger particle size. For spherical particles the off-diagonal terms ($|F_{12}|^2$ and $|F_{21}|^2$) of the Rayleigh matrix are zero. Monte Carlo simulations of both sticky and nonsticky particles give nonzero depolarized intensities that are approximately 2 orders of magnitude lower than the copolarized intensities. The level of depolarization calculated in the Monte Carlo simulations for the nonsticky spheres is comparable to the depolarization resulting from spheroids with axial ratios of 1.70.

Figures 5 and 6 are plots of the depolarization to copolarization ratios ($f_{\theta} \sigma_{12} / f_{\theta} \sigma_{11}$ and $f_{\theta} \sigma_{12} / f_{\theta} \sigma_{22}$) as a function of permittivity and
fractional volume, respectively. The ratio is larger for parallel polarization because of the lack of copolarized energy as $\Theta$ approaches $\pi/2$.

5.2. New Depolarization Versus Classical

For a single sphere in the presence of plane wave excitation the dipole moment within the sphere is exactly aligned with the incident polarization, and the scattered field in the scattering plane will not undergo any depolarization. Since in classical radiative transfer theory the phase matrix depends only on single-particle scattering quantities, the phase matrix contains zero depolarization components in the plane of incidence. The reason for this thinking was the belief that the effect of any small misalignment of a sphere's internal dipole (relative to the incident field) due to the presence of scattered fields from surrounding spheres will cancel. This cancellation is due to the random, isotropic nature of the relative locations of the spheres, which causes a randomness in the perturbation of the dipole orientation. For the case of a large enough number of spheres the net depolarization was thought to be zero.

A central assumption of this idea is that the wave will continue to add the dipole moments coherently over a large enough distance for this cancellation to occur. If the distance required is large in comparison to the electromagnetic wavelength, the wave will decorrelate and the dipole moments separated by wavelengths apart will not be added coherently. In other words, there is an intrinsic length scale over which coherent addition of dipole radiation is achieved by the electromagnetic wave. If there are enough random, isotropically positioned spheres within this length scale, there will be no depolarization.

**Figure 5.** Depolarization level $\sigma_{21}/\sigma_{11}$ (asterisks) and $\sigma_{12}/\sigma_{22}$ (crosses) as a function of the spheres' relative permittivity $\varepsilon_r/\varepsilon_0$.

**Figure 6.** Depolarization level $\sigma_{21}/\sigma_{11}$ (asterisks) and $\sigma_{12}/\sigma_{22}$ (crosses) as a function of fractional volume.
If, however, only a few hundred spheres are encountered before the wave decorrelates, then the cross-dipole moment will not be zero. If we define the length scale for the correlated addition of dipoles as $\lambda_{\text{eff}}$, then the number of spheres contained within a volume $\lambda_{\text{eff}}^3$ must be large for the cross dipole to go to zero.

In an attempt to quantify the concept of a length scale for the electromagnetic wave we used (29) to calculate explicitly the orientation of the internal electric dipole for 2500 spheres with fractional volume of 20% and permittivities of 3.2 $\varepsilon_0$ and 2.2 $\varepsilon_0$. The magnitude of $p_x$ and $p_z$ relative to $|p_{\text{sum}}|$ (i.e., those components misaligned with the incident y polarization) for $\varepsilon_s = 3.2\varepsilon_0$ is shown in a log scale as a function of $\alpha_l/\lambda_0$ in the top of Figure 7. The figure shows that the level of the depolarization decreases as more and more spheres are introduced into the sum in (29). The resultant net depolarization from the Monte Carlo simulations of $-17$ dB in the phase matrix implies that the electromagnetic wave only adds coherently within the spherical region of diameter $d_l = 2\alpha_l = 0.27\lambda_0$. For a permittivity of 2.2 $\varepsilon_0$ (shown in the bottom of Figure 7) the depolarization drops more quickly because of the diminished influence of the scattered fields relative to the incident excitation. The depolarization from the simulations corresponds to coherent addition within a distance of $d_l = 0.36\lambda_0$. The effective wavelengths for $\varepsilon_s = 3.2\varepsilon_0$ and $\varepsilon_s = 2.2\varepsilon_0$ are $\lambda_{\text{eff}} = 0.88\lambda_0$ and $\lambda_{\text{eff}} = 0.92\lambda_0$, respectively, where the effective media calculation is described in the next section. These distances indicate that the electromagnetic wave adds the dipoles coherently over roughly a quarter of an effective wavelength. Any existing depolarization within $\sim \frac{1}{4}\lambda_{\text{eff}}$ will be added coherently and incoherently outside that distance. This concept has important relevance to the distance scale over which coherent averaging is to be performed.

5.3. Effective Media Calculations

As outlined in section 4.2, the coherent scattering from the Monte Carlo volume can be used to calculate the effective permittivity of a collection of particles within the volume. This calculation was tested by comparing the coherent field scattering pattern as a function of angle from cubes of lengths $s = 1.27$, $s = 1.39$, and $s = 1.50$ containing 3000, 4000, and 5000 spheres, respectively, of permittivity $\varepsilon = 3.2\varepsilon_0$ at 20% fractional volume. Since the size of the Monte Carlo volume varied, the coherent scattering pattern did as well. Scattering from the three cubes was then calculated with the Born approximation and an effective permittivity with the real part ranging between $\varepsilon_{\text{eff}} = 1.1$ and $\varepsilon_{\text{eff}} = 1.35$. For all three sized cubes at an effective permittivity of $\varepsilon_{\text{eff}} = 1.27$ the magnitude of the forward scat-
tering peak and the fine structure of the side-lobes agreed well with that obtained from the Monte Carlo simulations. For higher fractional volumes a spherical test volume was used for the Monte Carlo simulations, and the coherent scattering was calculated exactly from the Mie scattering. Figure 8 shows the real part of the effective permittivity as a function of fractional volume. Also shown is the permittivity calculated from the Clausius-Mossoti mixing formula and the quasi-crystalline approximation with coherent potential. It is interesting to note that the Monte Carlo results agree quite well with those obtained from the mixing formula but are slightly below the values predicted by QCA-CP. In recent work [Zurk et al., 1995] we showed that the extinction rates calculated from Monte Carlo simulations agreed with those produced from QCA-CP but were higher than those produced from QCA.

An alternate method of obtaining the real part of the effective permittivity is to plot $Re(p_y)$ as a function of $z$. The coherent plane wave travels in the $z$ direction through the Monte Carlo cubic volume with a phase determined by $e^{-iKr_\zeta}$. This excites a dipole moment polarized in the $y$ direction whose amplitude traces out a cosine curve with a wavelength of $\lambda_{eff} = \lambda_0/\sqrt{v_{eff}}$. The asterisks in Figure 9 represent the average of $Re(p_y)$ computed along planes orthogonal to the $z$ direction (i.e., $x, y$ planes) for spheres at 35% fractional volume and with $\epsilon = 3.2\epsilon_0$. The dipole oscillation as predicted by the QCA approximation in (27) is shown as a dotted curve.

**Figure 8.** Real part of the effective permittivity $\varepsilon_{eff}$ versus fractional volume calculated from Monte Carlo simulations (asterisks) and compared with Clausius Mossotti (dashed curve) and QCA-CP (dotted curve).

**Figure 9.** $Re(p_y)$ versus $z/\lambda_0$, where $p_y$ is averaged over constant $z$ planes. Monte Carlo results (asterisks) shown for 20% fractional volume with 5000 spheres with $\epsilon_s = 3.2\epsilon_0$ in a cubic test volume. Also shown is $\cos(K_rz)$ for $K_r = k_0\sqrt{1.27}$ (dotted curve) and $K_r = k_0$ (dashed curve).
for \( \varepsilon_{\text{eff}} = 1.27 \) and as a dashed curve for free space propagation with \( \varepsilon_{\text{eff}} = 1.00 \). The internal dipoles in the Monte Carlo simulation follow closely those predicted by the effective permittivity calculation. There are slight discrepancies close to the ends of the volume (at \( z = 0 \) and \( z = 1.5\lambda_0 \) planes), since these planes are not completely embedded in the effective medium.

5.4. Active Remote Sensing from a Layer of Snow

The radiative transfer model can be applied to determine the effect of volume scattering within a layer of discrete spherical scatterers overlying a homogeneous half-space. The results depend on the method in which the scattering coefficient, the phase matrix, and the effective permittivity are determined. In this section we present the results from the classical model, the DMRT model, and the Monte Carlo model. All three models are applied to the geometry shown in Figure 1, where the bottom layer has a permittivity of \( \varepsilon_2 = (6.0 + i0.6)\varepsilon_0 \), a typical value for soil. Region 1 is composed of scatterers with \( \varepsilon_s = 3.2\varepsilon_0 \) in a background of air \( \varepsilon_1 = \varepsilon_0 \). The scatterers occupy 35\% by volume and have a radius of 0.6 mm at 16 GHz.

Figure 10 shows the backscattering cross section as a function of snow thickness \( d \) for an incident angle of 19.31°, as calculated with the three models. In Figure 10 the copolarized backscatter \( \sigma_{vv} \) is shown as a dashed curve and the depolarized \( \sigma_{hv} \) backscatter as a solid curve. Results from the classical model (top left) have very high copolarized and depolarized levels because of the overestimation of the scattering coefficient from the independent scattering assumption. For the depolarized backscatter the first-order RT solution is zero when the Rayleigh phase matrix is used. The second-order solution is nonzero with \( |c_{hv}^{(2)}| \sim \kappa_s^2 d^2 \). Thus in the top left and top right plots the copolarized backscatter is a first-order effect and the depolarization is second-order. For scatterers at 35\% by volume, DMRT predicts a more reasonable estimate of the scattering coefficient and gives a copolarized level that is 10 dB down and a depolarized level that is 13 dB down relative to the classical model. The backscattering cross sections from the Monte Carlo model are shown in the bottom two plots. For the nonsticky case (bottom left) the extinction coefficient calculated from the Monte Carlo simulations is not significantly larger than \( \kappa_s^{\text{DMRT}} \), and the level of the copolarized return is comparable to that from the DMRT model. However, the depolarized backscatter is much greater, particularly at small snow depths such as 10 cm, where it is more than double that predicted by DMRT. This is because the phase matrix from the Monte Carlo simulations has
nonzero off-diagonal terms, and thus the depolarization has nonzero first-order as well as second-order contributions. The first-order contribution is linearly dependent on $d$ and will therefore be greatest in comparison to the second-order when the snow depths are small.

In the bottom right plot the backscattering cross sections from the Monte Carlo model are shown when the particles were deposited with a sticking potential of $\tau = 0.01$. This scenario could represent snow that has been on the ground long enough for metamorphic forces to cause the grains to become rounded, cluster together, and bond. The effects of this clumping are to increase the effective particle size and thus increase the scattering coefficient to a value approximately 3 times as large as that predicted under the independent scattering assumption for nonsticky particles [Zurk et al., 1995]. Both the copolarized and depolarized backscattering from a layer of clustered snow grains are higher than that calculated under the classical model for nonsticky particles. For these very sticky particles the level of the depolarized backscatter is due mainly to the second-order contributions.

The bistatic cross sections computed using the Monte Carlo model show even greater increases in depolarization relative to conventional theory. Figure 11 shows the bistatic scattering at $\theta_s = 59^\circ$ for spheres with $\tau = 0.2$ and the same parameters as the previous plots. The first-order copolarized return is shown as a dotted curve, the first-order depolarization is shown as a dashed curve, and the second-order depolarization is shown as a dash-dotted curve. The first-order depolarization, which would be zero under conventional theory, is 7 dB higher than the second-order at shallow snow depths and reaches $-22$ dB at depths of 90 cm.

The increased extinction predicted from sticky particles can be used to explain the higher levels seen in backscattering data. Results from Monte Carlo simulations of sticky particles are compared with active microwave measurements made on December 16, 1979, at a test site in Colorado [Stiles et al., 1981]. Figure 12 shows the backscattering at 17 GHz for a 47.5-cm layer of snow with grain radius of $a = 0.56$ mm and fractional volume of 20% as a function of incidence angle. The copolarized backscatter (shown as a dotted curve) and the depolarized backscatter (shown as a solid curve) were computed using the extinction coefficient and phase matrix for spheres with $\tau = 0.1$.

6. Discussion and Conclusions

The Monte Carlo simulations provide a valuable tool for testing our understanding of electromagnetic wave propagation through dense media. The simulations take into account correlated scattering and coherent wave interaction. The coherent and incoherent field distributions can be used to calculate the extinction coefficient, phase matrix, and effective permittivity of
the discrete random medium. These quantities are necessary for solution of the radiative transfer equation. The extinction coefficient from Monte Carlo simulations is significantly lower than that predicted by independent scattering but is comparable with QCA-CP.

The copolarized elements of the phase matrix from the Monte Carlo simulations agree with that obtained from DMRT. However, the off-diagonal elements are nonzero but are 2 orders of magnitude smaller than the copolarized energy. The presence of this depolarization is due to the random organization of the spheres, which can give rise to perturbations in the internal dipole alignment. For very low frequencies the random, isotropic arrangement of spheres causes cancellation of these deviations. For higher frequencies, since the wave will only add the dipole moments coherently over scales of the order of 1/4 of a wavelength, the depolarization in the scattered field will remain.

Application of a radiative transfer model can yield different results, depending on the assumptions used in calculation of the extinction coefficient, phase matrix, and effective permittivity. The independent scattering assumption gives excessively high levels of backscatter because of overestimation of scattering. DMRT gives more realistic scattering coefficients but neglects the first-order depolarization effect. First-order depolarization arises from coherent near-field interaction among the spheres that creates nonalignment of dipole moments. Using the phase matrix and scattering coefficient obtained from Monte Carlo simulations can produce copolarized backscattering that is comparable to QCA-CP but also much higher levels of depolarized backscatter as a result of nonzero contributions from both first- and second-order effects. This combination results in a different snow depth and frequency dependence than indicated by conventional theory. Large increases in both copolarized and depolarized backscatter can be achieved by including the clustered nature of metamorphosed snow in a sticky particle model.

The effective permittivity of snow can be derived from the results of Monte Carlo simulations. The imaginary part of the effective wavenumber is related to the extinction coefficient for the incoherent wave, and the real part corresponds to the phase progression of the coherent wave. The phase information is available both in the coherent scattering from the Monte Carlo volume as well as the oscillation of the internal dipole within the scatterers. The effective permittivity obtained from simulation yields an imaginary part that is in agreement with that predicted by QCA-CP. The real part of the permittivity agrees with that obtained from mixing formulas such as the Clausius-Mossoti formula but is slightly lower than that predicted from QCA-CP.

Figure 12. Backscattering cross section for 17 GHz compared with data for a 47.5 cm deep snow cover with grain radius $a = 0.56$ mm and fractional volume $f_v = 0.2$. Data shown as circles (copol) and asterisks (depol); radiative transfer model with sticky spheres $\tau = 0.1$ shown as a dotted curve (copol) and solid curve (depol).
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