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Executive Summary

Implementing a predictive maintenance model does not have to be a five year, million dollar project. There are relatively simple steps a maintenance team can take to see results within the first year. Because overall cost of predictive maintenance is up to four times less expensive than preventative maintenance, as many assets as possible should be covered by predictive maintenance. Facilitating the transition to predictive maintenance is made easier with a Computerized Maintenance Management System. A good CMMS is user-friendly, automatically produces preventative maintenance work orders, and tracks all work done on each piece of machinery. IR scans and vibration analysis are two predictive maintenance techniques that can increase uptime. IR scans are an effective way to find loose or dirty electrical connections before they cause machine down time. Vibration analyses show bearing faults before the bearing locks up and destroys the journal.

Fitesa Washougal is a single machine non-wovens facility in Washougal, Wa. In July 2014 the maintenance team at this facility implemented a new predictive maintenance model. A new CMMS was purchased to better manage assets and preventative maintenance activities. Vibration analysis was contracted to an outside company, and is now done monthly. IR scans are done in-house, with each cabinet in the program scanned quarterly. These actions have resulted in a 3.5% increase in uptime. Maintenance spending increased by 31%, but unplanned maintenance downtime decreased by 34%. The net impact on the company is a savings of $267,000 for the first year of the program.

Introduction

When most people think of a manufacturing environment they picture the best case scenario. The machine is spinning, the operators are calmly running the equipment, and good product is being made. The reality of most manufacturing environments is far from this picture. All too often the machine is down, technicians and engineers are desperately troubleshooting the problem, and the plant manager is reminding them how much money the plant is losing per hour.

Until recently, maintenance departments have employed a strategy of only working on the machine when it is broken [12]. This is frequently called Run to Failure (RTF), or in the
colloquial, “if it ain’t broke, don’t fix it”. This kind of “reactive” maintenance costs two to four times as much as “proactive” maintenance [16]. This led companies to shift from RTF to Preventative Maintenance (PM), where the machine is taken down on regular intervals for the mechanics to work on it. PM work can get a company to about 80% proactive (scheduled) maintenance [16].

To get to the goal of 90% proactive maintenance, it has become increasingly necessary for companies to use Predictive Maintenance (PdM) [12]. Unlike PM, where work on the machine is dictated by time, with PdM the condition of the machine dictates the work. The machine condition is tracked and plotted to find trends. When a certain trigger level is reached for the machine, the work can be scheduled on the next shutdown. Machine condition can be collected in numerous ways; however, the most common are: vibration analysis for rotating parts, IR scans for electrical equipment, and oil analysis for lubricated parts [11].

All maintenance managers have heard of predictive maintenance. Often, they hear it from their boss, who has some knowledge about the impact and then dictates a switch to a predictive maintenance model. In small to medium production facilities this directive often comes with no additional personnel and no additional funding. Results are also expected by the end of the month. These kinds of directives stem from a fundamental lack of understanding of just how enormous of a technical and cultural transition is needed to go to a PdM model. The change can take 3-5 years, and often results are not seen in the first year [11].

This task can seem overwhelming; especially to a maintenance team that experiences constant breakdowns (why else would the plant manager want to change the model?). This paper intends to remove some of the burden by describing some relatively simple maintenance activities to aid in the switch. These include using a CMMS, performing vibration scans, and performing IR scans. The aim of this paper is not to provide an exhaustive roadmap for implementing a “World-Class Maintenance” program, but to give some steps that can be taken immediately to improve uptime. For example, vibration scans are an extremely effective tool for finding bearing faults. Buying hundreds of permanently mounted accelerometers with a couple terminal stations can cost hundreds of thousands of dollars. At the other extreme, having a technician come in twice a year to scan only a couple of bearings will never allow a company to predict failure; only find it once it has occurred. But there are alternatives that that provide results with less cost.
In 2013 Fitesa Washougal, Inc. had a PM program, but none of the PMs were being tracked. There was a huge amount of “tribal knowledge” from the “old-timers” who knew when to lubricate what equipment based on experience. The Computerized Maintenance Management System (CMMS) was only used for storeroom inventory. There had been a small amount of PdM activity in the past (once a year someone would do an IR scan and a vibration analysis), but they were not being done regularly enough to see the benefits.

This paper will first analyze the financial impact on a business deciding to improve their current maintenance department by using PdM. Many companies currently have a set schedule for doing Preventative Maintenance, and this paper will explain why it is important to shift from time based repair to condition based repair. The next section of the paper will use literature readily available to any maintenance engineer to lay out a roadmap for facilitating that shift. This will include different approaches and justifications for upgrading the CMMS, performing IR scans, and performing vibration analysis. The next section will prove the hypothesis by doing a case study on a non-wovens plant owned by Fitesa, Inc. The case study will analyze the PdM activities undertaken by Fitesa’s Washougal plant, and look at how the new model affected key performance metrics. Finally, the next steps to improve on the PdM program will be outlined.

Review of Literature

Most manufacturing plants have moved from a “Run to Failure” (RTF) maintenance strategy to a “Preventative Maintenance” (PM) strategy [11]. A well-developed PM program is a critical step to becoming a top performing maintenance department [16]. To set up a good PM program, it is necessary to review the manuals on the plant equipment. These manuals will give service life, lubrication intervals, and recommended lubricants, among other useful information. The maintenance technicians should be able to provide a detailed list of the types of work they regularly do on each asset. Both sets of information are used to generate a comprehensive list of time based maintenance activity. This list should be entered into the CMMS, which will automatically generate PM work orders at the intervals specified. The PMs must always be “quantifiable” [1]. For example, the maintenance technician might already check the belt tension by hand on a certain piece of machinery every week. This work must be changed to have the
technician check the belt tension with a tension gauge and record it. The values can be tracked in a CMMS and used to schedule belt replacement on a machine shutdown.

Not every maintenance task; however, should be time based. Because PM programs are so effective at maintaining asset life, managers have been wrongly using them to determine when to change assets [14]. Changing assets on a routine schedule, before failure, is expensive and causes unnecessary downtime. Figure 1 shows traditional failure modes and the percent of equipment they are accurate for.

![Figure 1: Traditional failure modes and their accuracy. The graphs on the left illustrate which failure modes are solved with a PM program. The graphs on the right, PdM program. Taken from Fig. 2 in "State-of-the-Art Predictive Maintenance Techniques" [4].](image)

According to Fig. 1, only 11% of assets have life that is predicted by a PM program. Instead, companies need to determine when to change assets based on condition, not service time. Estimates on how much money this can save a company vary widely. Jerry Pinkard of Management Resources Group (MRG), a reliability services company owned by Emerson
Process Management, says condition based maintenance is 42% less expensive than time based maintenance [14]. Timothy White of the same company puts the number at 25% [15].

Once the case has been made to upper-level management for the need to implement a PdM program, a team should be created to spearhead the project. Determining who should be on this team is a crucial step in the process. It is important to select people from both management and staff, who are “analytical in nature..., detail oriented..., and computer savvy” [5]. There is an instinct to include many of the “old-timers” who have the most experience with the equipment; however, they are often “set in their ways” and may not offer as much value as the newer technicians.

Once the team has been selected, it is important to evaluate the current state of the site’s Computerized Maintenance Management System (CMMS). Most companies already have a CMMS; however, over half of companies either do not like or have no opinion of their CMMS [7]. The financial case for implementing a new or better CMMS is overwhelming. Keith Mobley, who has written several books on PdM, claims there can be a 16%-50% reduction in maintenance costs with a good CMMS [11]. Mike Crain of MRG puts the number at 10-30% [2]. The most important attribute to any CMMS is user-friendliness. The ultimate goal is that everyone in the company (managers, operators, technicians, etc.) will enter and retrieve information from the CMMS. Most companies that buy a different CMMS are moving to a more user-friendly system [13]. After the proper CMMS has been selected and the team trained on its use, it is time to start populating the system.

Populating the CMMS is painstaking, repetitive, and arduous work. For these reasons, it is all too easy to skip over the important details. The first step is listing the company’s assets in an asset tree. There will be a tendency here to list just the major assets, or the assets that fail the most often; however, every attempt should be made to include all of the assets in the plant. Rusten Smith of MRG stresses the importance of adding Bills of Material at this stage. Each Bill of Material (BOM) should be separated into parts that are kept in the storeroom and parts that are not. Some manufacturers give expected life for their parts, and this information can be used to determine what parts should be stocked. MRG has found that implementing a BOM best practice strategy can contribute to savings of 30% [15].

One of the most important roles of the CMMS is work order generation. Work orders can generally be divided into two categories: scheduled and unscheduled, although every attempt
should be made to further subdivide those categories (safety, environmental, predictive, preventive, etc.). Most experts on the subject have come to a consensus on some basic rules for a work order system: do not work without a work order, tie each work order to an asset, list all parts needed for the work, estimate (and then confirm) the amount of time required for the job, and generate scheduled work orders automatically [17]. For PM tasks this is done with a time trigger, and for PdM tasks it is done by a condition, or metering, trigger (temperature, vibration data, and contaminant level).

With the foundation in place, it is finally time to collect the data used to predict failure. If a piece-wise implementation is desired, the most logical place to start is vibration testing on rotating machinery. The leader of the PdM program must decide whether vibration testing will be done internally or by an outside company, and whether data will be collected with a handheld device or permanently installed accelerometers. According to Keith Mobley, the average price for a permanently installed device is “$300 per measurement point” [11]. No matter how the data are collected, it must be stored in the CMMS system. Data collection should not follow a routine schedule, rather as the data show declining condition of the asset, data collection frequency should increase [5]. Mobley provides a general guideline for trigger levels in vibration analysis, shown in Fig. 2.
The best way to monitor the condition of electrical equipment is with IR scans, also called thermography. Since handheld thermal imaging cameras are inexpensive and easy to use, it is most economical to perform IR scans in house. Data from IR scans are useless without a baseline reading. All parts that are scanned in the baseline and their associated temperatures should be entered in the CMMS. Comparing every new scan to the baseline will help diagnose problems like: “contact problems, unbalance current distributions, cracks in insulators, defective relays or terminal blocks, etc.” [6]. A good place to start IR scans is drive cabinets and motor control center (MCC) busses for “mission critical” assets. When scanning a cabinet, Mobley recommends that the technician “scan cable, cable connections, fuse holders, fuse circuit breakers, and bus” [11]. As much as 45% of the failures detected are going to be from connections or contacts [8]. Although these problems can often be fixed simply by tightening the contact or cleaning it, the problem should still be tracked in the CMMS. The technician can tell when the contact has a failure because the temperature is higher than the wire going to it [11]. See Table 1 for a general guide on when to change equipment based on the results of an IR scan.
Table 1. Summary of when to change equipment when a failure is found during and IR scan. Guidelines based on recommendations from Lizák, et al [8].

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Seriousness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greater than 130°C</td>
<td>Shut down to change equipment</td>
</tr>
<tr>
<td>Between 100°C and 130°C</td>
<td>Change on next scheduled shutdown</td>
</tr>
<tr>
<td>Between 75°C and 100°C</td>
<td>Change when convenient</td>
</tr>
</tbody>
</table>

**Methods**

In 2014, Fitesa Washougal (or Washougal) started to make a shift from a mix of RTF and PM to a mix of PM and PdM. At the Washougal plant there were already IR scans of electrical cabinets being done; however, they were only done annually. The company also had a CMMS in place, but only the storeroom functions were being used. The CMMS was not user-friendly, and was only used by a couple of employees. Neither Work Orders nor PMs were being consistently tracked.

The first step the maintenance team took was to create a user-friendly, computerized work order system. This was done with a simple HTML site that allowed both salaried and hourly staff to enter work they believed needed to be done on the machine. An example of a work order produced by this system is shown in Fig. 3.

![Figure 3.Example of a work order created by the HTML based work order system. Work orders can be created by any employee, and then the maintenance manager assigns them to technicians.](image-url)
This new system made tracking and assigning work easier; however, the work orders were not tied to a specific asset, did not include parts needed, did not have time estimates, and were not automatically generated for PMs. The need for a new CMMS system became apparent, and MACMMS™, a web-based platform, was purchased.

The maintenance team then started entering assets into the new CMMS, a process that is still underway. Priority was given to “mission critical” assets. MACMMS™ allows the user to categorize equipment by creating an asset tree. Figure 4 is an example of the asset tree for Washougal’s calender motors.

![Asset tree for calender motors in MACMMS™](image)

*Figure 4. Asset tree for calender motors in MACMMS™. If the motor number for the Top Emboss Roll were unknown it could easily be found by knowing the Emboss Roll is part of the Calender Stack which is part of Line 3.*

The CMMS also allows the user to designate an asset as online or offline, which has been beneficial in tracking Washougal’s AC and DC motors. Prior to this system, the motors were tracked in a simple Excel file, which is shown in Appendix A. The information from this file was checked for accuracy, and then put into the CMMS. As motors are swapped a user designates it as “offline” and adds a comment as to why it was removed.
In previous years, an effort had been made to catalogue the PMs that the millwrights perform. This catalogue was kept as an Excel file, complete with detailed pictures. An example is shown in Appendix A. The PMs were entered into the new system, tagged to the appropriate asset, and given a time estimation. The CMMS automatically generates a PM work order according to the schedule laid out in the Excel files. The PM work order is printed out and given to the maintenance lead, who assigns the work, and when the work is completed the work order is closed by the salaried maintenance staff.

Washougal had previously purchased an IR Camera, and the decision was made to start doing in-house IR scans on the electrical cabinets and MCC buses. The IR camera purchased is a Milwaukee 2260-21NST, which can be purchased at grainger.com for $3,567. The maintenance team determined that the most critical equipment were in the drive and PLC cabinets. The drive and PLC cabinets associated with Washougal’s extruders were the first to get a baseline reading. The IR camera comes with software that allows the user to easily analyze the data. After the picture is taken the user can load the images into the software and find the temperature of any part of the picture. An example from an IR tour done in January 2015 is shown in Appendix B.

Next, a work instruction was written to standardize the data gathering process. The work instruction has each component numbered; the corresponding picture number allows the user to identify the component. Appendix B has an example page from this work instruction. When analyzing the results of the scan, attention is paid to the terminals, and average temperatures of the components are entered into the CMMS. The readings can be exported from the CMMS to a CSV file where they can easily be tracked and used to make a trend.

The other PdM method used by Washougal is vibrational analysis, which is contracted to an outside company. The contractor uses a portable accelerometer to scan older bearings on the machine and some mission critical motors. Currently, Washougal is scheduled for monthly vibration analysis, which has allowed them to start cycling out bad fly rolls and process motors.

On February 25th, 2015 a vibration analysis concluded that a motor driving a suction blower needed to be changed on the next scheduled downtime. This conclusion was based on elevated vibration in both the drive end and opposite drive end bearing. On March 6th there was a planned machine shut down for a product change where Motor 1012 was changed. This caused no additional maintenance downtime. This is in contrast to an unscheduled motor change on similar equipment which took 150 minutes of maintenance downtime on February 24th. This
motor was not part of the PdM program. Figure 5 shows the vibration data from February 25\textsuperscript{th}, 2015. The peak frequency shown is 0.5302 in./sec. According to Fig. 2 this should be less than 0.156 in./sec.

![Figure 5](image.png)

*Figure 5. Vibration data taken on February 25th, 2015. The reading of 0.5414 in/sec peak is significantly higher than the target of 0.156 in/sec.*

**Results**

To analyze the effectiveness of Washougal’s PdM efforts a number of key metrics were compared to a baseline. These metrics are: Uptime, Maintenance Downtime, Percent Preventative Maintenance, and Maintenance Spending. The baseline is defined by the average of these metrics for 2013 and the first six months of 2014. The plant did not start implementing the bulk of its PdM program until July 2014. All metrics are presented as a percentage of the baseline to keep actual values confidential.
Uptime is the metric most used to evaluate the maintenance department. Uptime is defined by Equation 1.

\[
Uptime = \frac{\text{Machine Run Hours}}{\text{Machine Run Hours} + \text{Machin Down Hours}}
\]  

(1)

Figure 6 shows the trend in increased uptime after PdM implementation. In February and March 2015 there were four unplanned maintenance downtime events related to one motor. This resulted in a total of 40 hours of unplanned maintenance downtime. This motor was underneath the machine, and could not be reached with either an IR camera or a handheld accelerometer. A corrected value for February and March are also presented in Fig. 6 which does not include these four events. The motor has since been mounted on the outside of the machine and is now covered in the predictive maintenance program.

There is a clear trend shown in Fig. 6 of increased uptime between August 2014 and January 2015. If the corrected values are used this trend continues to April 2015. In total there was a 3.5% increase in uptime between July 2014 and April 2015 over baseline. This number
increased to 4.1% with the corrected values. For a plant with a single machine, these numbers translate into a significant increase in EBIDTA.

Uptime is used to assess the effectiveness of both the operations department and the maintenance department. There is a certain amount of causal link between the two; however, which is why they are generally grouped together. In order to focus more on the maintenance department a metric called “Maintenance Downtime” is used. This metric is simply downtime caused by scheduled and unscheduled maintenance downtime over the total downtime. To compare scheduled maintenance downtime to unscheduled maintenance downtime Washougal uses the metric “Percent Preventative Maintenance”. This metric is defined by Equation 2. These two metrics are shown in Fig. 7.

$$\%PM = \frac{\text{Scheduled Maint. Downtime}}{\text{Total Maintenance Downtime}} \times 100$$  \hspace{1cm} (2)$$

Figure 7. Total Maintenance Downtime and Percent Preventative Maintenance for 2014 and the first four months of 2015. All values are a percent of baseline.

Figure 7 shows that even before full implementation of the PdM program Maintenance Downtime was better in the beginning of 2014 than baseline. However, more of the downtime
hours were unscheduled than after PdM implementation. As mentioned above reactive maintenance costs two to four times proactive maintenance, so this difference translates into real savings. Since July 2014 there has been a 13% increase in Percent Preventative Maintenance. This is accompanied by a 26% decrease in Total Maintenance Downtime.

The one downside to implementing a PdM model is increased cost. As assets are identified to be replaced through IR scans and vibration analysis, maintenance costs can rise dramatically. There is generally an initial backlog of machinery that should have been changed long ago, but without the proper tools nobody knew just how bad their condition was. To show that this increase in costs also comes with increase in savings, Fig. 8 shows savings from lost production which is calculated using Equation 3.

\[
\text{Lost Production} = \frac{\text{Downtime Cost}}{\text{hr}} \times \text{Maint. Downtime}
\]  \hspace{1cm} (3)

Downtime Cost per hour is a calculated, and confidential, figure from Washougal’s comptroller. Figure 8 shows that even though maintenance spending increased dramatically over baseline, savings from lost production was significant.

Figure 8. Maintenance Spending and Lost Production for 2014 and first four months of 2015
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To show the cumulative effect of both increase in maintenance spending as well as decrease in lost production Equation 4 was used. As with most values that are calculated using a difference, this number swings widely month to month. To dampen some of this swing a rolling average was graphed in Fig. 8. This rolling average weights the current month 50%, previous month 35%, and two months prior 15%. Similarly to above, a corrected value accounting for the four motor events in February and March 2015 is shown.

\[
Net\,Savings = (Baseline\,MTC\,Spend - Actual\,MTC\,Spend) + (Baseline\,MTC\,Downtime - Actual\,MTC\,Downtime) \times \frac{Downtime\,Cost}{hr}
\]

(4)

Figure 9 shows that even though maintenance spending for July through December was significantly above baseline, the decrease in lost production resulted in a net positive. This adds
up to a yearly savings of $267,000 over baseline. This number increases to $406,000 per year using the corrected values.

**Further Recommendations**

Significant progress was made at Fitesa Washougal to move to a Predictive Maintenance Model. But more work must to be done to get to a “World Class Maintenance Program” defined in Table 2.

Table 2. Defining Characteristics of a World Class Maintenance Program [3].

<table>
<thead>
<tr>
<th>Vibration Program</th>
<th>63%-95% of rotating machinery</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR Scan</td>
<td>91%-100% of electrical equipment</td>
</tr>
<tr>
<td></td>
<td>58%-79% of mechanical equipment</td>
</tr>
<tr>
<td>PMs</td>
<td>20%-25% of equipment</td>
</tr>
<tr>
<td>Work Orders Hours</td>
<td>50% PdM</td>
</tr>
<tr>
<td></td>
<td>-15% Condition collecting</td>
</tr>
<tr>
<td></td>
<td>-35% PdM Corrective</td>
</tr>
<tr>
<td></td>
<td>30% PM</td>
</tr>
<tr>
<td></td>
<td>-15% Collecting Data</td>
</tr>
<tr>
<td></td>
<td>-15% PM Corrective</td>
</tr>
<tr>
<td></td>
<td>20% Reactionary</td>
</tr>
<tr>
<td>Wrench Time</td>
<td>50% compared to 28%</td>
</tr>
</tbody>
</table>

Washougal’s current vibration program covers an estimated 40% of rotating machinery. Increasing this number to the goal of 95% would be extremely expensive and time consuming using the current methods. Permanent accelerometers need to be mounted on machine bearings and process motors. This would allow a technician to gather all the data at a couple of terminal blocks in a fraction of the time. A member of Washougal’s maintenance team should also be trained to gather and analyze the data instead of the work being contracted to an outside company.
The IR program currently covers an estimated 25% of all electrical equipment. The main deterrent to expanding this program is manpower. Cataloguing and doing baseline readings for all the cabinets and MCC busses is extremely time consuming. An electrician is required to be present while the electrical panels are open; therefore, this work can only be done when there is a free electrician. The initial cataloguing of the equipment could be done by an outside company with more experience. The outside company could also provide recommendations for temperature tolerances and reading intervals. However, this work would be extremely expensive.

Improving the CMMS would be the quickest way to realize savings. As stated in the review of the literature there can be up to a 50% savings in maintenance spending with a good CMMS. Washougal’s CMMS needs more user accounts so that work can be assigned to specific users. This would allow the maintenance manager to more efficiently schedule the maintenance team’s daily, and downtime, activity. The mechanics and electricians need to be trained to register their own work in the CMMS. For example, electricians should be trained to register a motor swap, and mechanics should be trained to check off PMs as they are completed. MACMMS produces a QR code for each asset, an iPad could be used to scan this code and register the work.

**Conclusion**

The results from Fitesa Washougal’s implementation of predictive maintenance show that significant savings can be realized within one year with minimal initial investment. Ten months into the program Washougal is seeing a net savings of $267,000 per year. This savings is due to the 3.5% increase in uptime. The downtime caused by maintenance activities decreased a total of 26%. The amount of that downtime that was planned increased by 13%. Three main predictive maintenance techniques were used to get this increase in productivity: upgrading the CMMS, IR scans, and vibration analysis.

Once a good team has been selected to lead the change to a predictive maintenance model, the company’s CMMS should be looked at for potential upgrades. For many companies their current CMMS is not user-friendly. A good CMMS can lead to significant reductions in maintenance spending. Next, the team should identify assets that should be covered by a PdM
program. Many of these assets are already covered by a PM program, which is more expensive than PdM.

In July 2014 Fitesa Washougal implemented the bulk of their new PdM model. A new CMMS was purchased which allowed the maintenance team to keep better track of the company’s assets. Asset trees were created and entered into the CMMS. New work orders are tied to these assets, which gives the team a record of all work done on an asset. Using this new CMMS and doing regular vibration analysis and IR scans decreased the downtime on Fitesa’s machine. Washougal could improve on these results by continuing to expand their PdM program. Expanding the program would require substantially more investment in the maintenance department, and the results from the past ten months show this investment will have a substantial return.
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# Appendix A: Motor List and PM Catalogue Example

Table 1A. AC Motors currently running in the machine. This Excell file was used to add the motors to the CMMS.

<table>
<thead>
<tr>
<th>LOCATION</th>
<th>HP/CW</th>
<th>RPM</th>
<th>FRAME</th>
<th>VOLT</th>
<th>AMPS</th>
<th>MFG</th>
<th>TYPE</th>
<th>CODE CLASS</th>
<th>MODEL</th>
<th>ENCL</th>
<th>SERIAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-10</td>
<td>0.33</td>
<td>1725</td>
<td>59K</td>
<td>115/208</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>E-7</td>
<td>0.33</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>E-21</td>
<td>0.5</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>E-21</td>
<td>0.5</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>E-25</td>
<td>0.5</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>C-7</td>
<td>0.75</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>F-10</td>
<td>1.25</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>D-7</td>
<td>2.5</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>F-15</td>
<td>4.0</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
<tr>
<td>E-3</td>
<td>7.5</td>
<td>1725</td>
<td>59K</td>
<td>230/460</td>
<td>6.6/3.0</td>
<td>Baldor</td>
<td>L</td>
<td>II</td>
<td>L8888E</td>
<td>W654</td>
<td>M65C</td>
</tr>
</tbody>
</table>

For the above, note the following:
- HP: Horsepower
- CW: Cycle per week
- RPM: Revolutions per minute
- FRAME: Frame size
- VOLT: Voltage
- AMPS: Amperes
- MFG: Manufacturer
- TYPE: Type of motor
- CODE CLASS: Code class
- MODEL: Model number
- ENCL: Enclosure type
- SERIAL: Serial number
Figure 1A. Example from PM catalogue. PM for A-Beam suction fan.
Appendix B: IR Scan and Work Instruction

Figure 1B. Baseline reading of Circuit Breaker 2C in the 2A Poly Spin Pump Cabinet. Baseline readings were taken in July 2013. Regular IR scans did not start until July 2014.
Poly 2A Spin Pumps Cab. #2

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CB-2A</td>
</tr>
<tr>
<td>2</td>
<td>ESR-2A1</td>
</tr>
<tr>
<td>3</td>
<td>PDB-2A1</td>
</tr>
<tr>
<td>4</td>
<td>Spin Pump 2A1</td>
</tr>
<tr>
<td>5</td>
<td>Spin Pump 2A2</td>
</tr>
<tr>
<td>6</td>
<td>Spin Pump 2A3</td>
</tr>
<tr>
<td>7</td>
<td>Spin Pump 2A4</td>
</tr>
<tr>
<td>8</td>
<td>Spin Pump 2A5</td>
</tr>
<tr>
<td>9</td>
<td>Spin Pump 2A6</td>
</tr>
</tbody>
</table>

*Figure 2B. Work instruction for taking pictures of 2A Poly Spin Pump Cabinet #2.*