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Abstract

This research presents a solution to the problem of tuning a PID controller for a nonlinear system. Many systems in industrial applications use a PID controller to control a plant or the process. Conventional PID controllers work in linear systems but are less effective when the plant or the process is nonlinear because PID controllers cannot adapt the gain parameters as needed.

In this research we design a Nonlinear PID (NPID) controller using a fuzzy logic system based on the Mamdani type Fuzzy Inference System to control three different DC motor systems. This fuzzy system is responsible for adapting the gain parameters of a conventional PID controller. This fuzzy system's rule base was heuristically evolved using an Evolutionary Algorithm (Differential Evolution).

Our results show that a NPID controller can restore a moderately or a heavily under-damped DC motor system under consideration to a desired behavior (slightly under-damped).
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I. Introduction

In today’s modern engineering world Direct Current motors are widely used in the controls industry [15]. Many industrial applications of the Direct Current motor require a PID (Proportional Integral Derivative) controller to control the speed or the position of the motor. Some of such systems are linear in nature and therefore a conventional PID controller would suffice but in the real world, most systems have some nonlinearity in them and thus make the system a nonlinear system. Such nonlinearities in the system cannot be dealt with using a conventional PID controller because of the controller’s inability to change the gain parameters to counter the nonlinearities. The solution to this problem can be found in the form of a Nonlinear PID controller. A Nonlinear PID controller has the ability to account for the nonlinearities in the system and change the gain parameters accordingly. A Nonlinear PID controller will often have a strategy such as neural network, fuzzy logic controller, etc. to help in the tuning of the controller according to the response of the system. In our research we try to solve this problem and attempt to evolve a Nonlinear PID controller using a fuzzy logic system whose rule base is evolved using an Evolutionary Algorithm called the Differential Evolution. Figure 1 depicts a basic Nonlinear PID controller, which uses a fuzzy logic controller to get the offsets for the gain parameters, which help countering the nonlinearities.
We use the DC motor as our plant, which would be controlled by the PID controller. The DC motor is loaded with three different simulated loads by changing the moment of inertia on the rotor (J) on the motor, where J is directly proportional to the load on the motor. The three different systems simulated were “slightly under-damped system”, “moderately under-damped system” and “heavily under-damped system”. We chose “slightly under-damped system” as our desired system and the other two systems as the test systems, which we attempt to restore to the desired behavior in this research.

We simulated three systems with different step responses and adapted their response with our Nonlinear PID controller. This was achieved by integrating a conventional PID controller and a fuzzy logic controller into a system to account
for the nonlinearities in the system being controlled by the Nonlinear PID controller. The fuzzy logic controller has fixed output and input membership functions and an evolving rule base. We made an algorithm based on Evolutionary Algorithm to evolve the rule base of the fuzzy logic controller.

The fuzzy system used by us in our research is a Mamdani type Fuzzy Inference System that was proposed by E. H. Mamdani in 1974 [12]. Today Mamdani fuzzy system is one of the most widely used FIS in the controls industry. The Fuzzy Inference System takes in crisp values from the problem as inputs or antecedents, which are fuzzified by the input membership functions. The fuzzified inputs are evaluated using output membership functions and a good rule base provided by an experienced user or developed using a heuristic approach. This process gives us consequents for the system. The consequents are then defuzzified using a defuzzification operator such as “centroid”, “center of mass”, etc.

The rule base for our fuzzy logic controller is heuristically evolved by our algorithm, which is an Evolutionary Algorithm [17], based on the Differential Evolution strategy [10]. The rule base consists of nine rules each with two antecedents (error and rate of change of error) and has three consequents corresponding to the three offsets for the gain parameters (Kp, Ki and Kd).

An Evolutionary Algorithm is a population-based algorithm that uses a heuristic approach to optimize problems, which would be otherwise tedious to solve
because of their large solution spaces. Every Evolutionary Algorithm starts off with a randomly initialized well distributed population of individuals that are unique solutions in the solution space. Each individual is operated on by a set of random or stochastic user defined operators to perturb the population and create new individuals also called as offspring for the current generation. The quality of the offspring generated in the current generation is measured using an objective function called as the fitness function. The fitness function decodes the encoded individual and merits the quality of the individual, which is used to select parents for the next generation. The algorithm iterates through this loop until a termination criterion is met.

The Differential Evolution [10] strategy used in our research was initialized with a population of a hundred individuals. Each individual consists of twenty-seven parameters corresponding to the three consequents ($\Delta K_p$, $\Delta K_i$, $\Delta K_d$ offsets) for each of the nine rules. To create new offspring from parents a mutant vector is created using the “DE\Best\1” [10] strategy. The crossover operator operates on the mutant vector and the parent to create a new offspring. Fitness of the parent and the offspring is compared to select parents for the next generation. Detailed equations with the process are explained in section IV “Experiment Setup” of this thesis.

Manually tuning a PID controller has never been an easy job for the user. There exists manual tuning processes such as the Ziegler-Nichols process [11] suggested by Ziegler and Nichols for tuning a PID controller but they require
tedious and repetitive observations of the step responses by the user and are not always accurate. To solve this problem we in our research attempt to devise an efficient automated tuning process for the PID controller using the step responses of the different systems controlled by the PID controller.

The step response of a system is almost always performed in the time domain, which is not easy to analyze. We could use Continuous Time Fourier Transform [16] to analyze the step responses of the system but the Continuous Time Fourier Transform equations require knowledge of the settling time and the rise time of the step response. This knowledge cannot be easily extracted from the step response in the time domain because the user more often than not does not know the starting point of a sampling period. As a solution to this problem we sample the step response over one time period and use Discrete Fourier Transform to transform the step response of the systems from the time domain to the frequency domain. This enables us to analyze the step response in the frequency domain and calculate energies of the motor in the higher and lower energy sub bands. This energy calculation in the different sub bands also serves as a point of differentiation between the three systems under consideration and thus is used to make an objective function to be used as the fitness function for our Evolutionary Algorithm.

The number of samples taken over the period of the step response was 384. We wanted the rule base in the fuzzy system to evolve for every time sample thus the algorithm was run for a total of 384 iterations before being terminated and the
results are recorded. We did a total of twenty-five runs each for each test system under consideration to look for any anomalies and to achieve the best possible results. We noted that the algorithm always restored the behavior of the test systems to the desired system except for one anomaly that we encountered in one of the twenty-five runs for the moderately under-damped system. The graphs of the restored systems are shown and discussed in detail in the results section of the thesis.

The major contributions of our research are –

• The use of Evolutionary Algorithm to develop a rule base for a fuzzy logic controller, which dynamically tunes the conventional PID controller according to the nonlinearities in the system.

• The use of frequency domain characteristics to classify the system step responses.
II. Related Work

The PID controllers because of their popularity in the controls industry have been widely studied and researched. In this section we will enlist some of the different methods of tuning a PID controller that have been researched by our peers.

Tuning a PID controller manually is a tedious process and requires the expertise of highly experienced individuals who have a functional understanding of the process they are trying to control. Dr. Dong Hwa Kim of Hanbat National University, South Korea and his associates have done some work in this field and come up with various methods of tuning a PID controller.

Dr. Dong Hwa Kim and his associates have implemented the immune algorithm and neural networks to tune a PID controller [19, 20, 21]. Immune algorithm is a well-known search and optimization algorithm that the authors of the papers used to decide the disturbance rejection for the control process and then tune the gain of the PID controller.

Another technique used by Dr. Sung-Kwun Oh Dae-Keun Lee et al was Hybrid Fuzzy Controllers [22]. Here the authors integrated a fuzzy logic controller with the PID controller to control a process. GA was used to estimate the gain parameters and scaling factors of these parameters. The member functions of the fuzzy system were not fixed and were encoded in the individual along with gain and scaling parameters for the PID controller.
Our research uses a fuzzy logic system to determine the offsets for the gain parameters instead of estimating the gain parameters. We use an EA called Differential Evolution (DE) as our algorithm to change the rule base for the fuzzy logic system and keep our membership functions fixed. Therefore our method of tuning a PID controller is novel and can be implemented to control a nonlinear process.
III. Background

1. Evolutionary Algorithm (EA)

Many real world problems are hard to solve because of the complexity of the search or solution space and possibility of an exponential number of solutions possible for a given problem. A solution or search space is defined as a hyperspace where each point in it is a unique solution for the given problem. Such real world problems, which have a large hyperspace or solution space, can be solved using a heuristic or stochastic approach. This is where Evolutionary Algorithm (EA) comes into picture. An Evolutionary Algorithm (EA) is a population-based algorithm, which uses a heuristic approach to optimize a given problem which otherwise is tedious and time consuming to solve [17]. It closely mimics the natural selection method seen in nature and uses various reproduction methods to create new offspring and maintain diversity in the population.

The basic steps in an EA are shown in figure 2. The first step of an EA is to initialize a random population of a user specified size. Each individual is encoded as a data structure, which is a set of different problem parameters. An individual is essentially a point on the solution space, which can also be called a unique solution for the problem, the EA is trying to solve. The problem parameters, which make up the individual, are nothing but different encoded values that define the individualistic traits or characteristic of the solution.
Each problem parameter in the individual is randomly initialized within the upper and lower bounds of the parameter. The use of a good random function is key to the initialization process to uniformly spread the population throughout the solution space and have a good seed population for the algorithm.

Random or stochastic reproduction operators create new offspring from a set of parents that operate upon the population. This step is an important step to effectively search the solution space. Each new offspring is an individual with a new unique solution to the problem. Various user specified recombination and mutation operators are used for this step and are a key to the success of the algorithm. A lot of research has been done in this area and each operator has its own advantages and disadvantages.

Fitness is the measure of quality of the individual. In this step the individual is decoded and applied to an objective function. The objective function is also called as the fitness function, which is a user, defined function. The fitness function returns a single value of merit, which is termed as the fitness of the solution. Fitness of the new offspring population is calculated and is used as a criterion of selection for the next generation.

The algorithm uses new offspring population from the current generation to select parents for the next generation. Fitness value of each individual is used as the figure of merit for this purpose. It is important to use a good selection technique to help maintain diversity in the population. Some examples of selection
techniques are “roulette wheel selection”, “tournament selection”, etc. One of the common practices is to retain the best solution and not mutate it so the best solution is always preserved. This technique is called “elitism”.

The algorithm iterates through the loop shown in figure 2 until it is terminated. The algorithm is terminated after a suitable termination criterion such as an acceptable solution has been found or after iterating through a fixed number of generations specified by the user.

Figure 2. Basic steps of an Evolutionary Algorithm (EA) are illustrated by the flowchart shown above; Figure extracted from [1].
2. Proportional Integral Derivative (PID) Controller

A Proportional – Integral – Derivative (PID) controller [18] is a closed loop feedback controller used widely in the controls industry. A conventional PID controller is shown in figure 3.

![Figure 3. Block diagram of a Proportional Integral Derivative (PID) Controller is shown here. It is a representation of how the gain parameters are processed by the PID algorithm; Figure adapted from [2].](image)

A PID controller adjusts the gain values $K_p$, $K_i$, and $K_d$ according to the inputs to the controller. Error ($e$) and rate of change of error (edot) are given as inputs to the controller. Error is the difference between the measured response and the desired response and rate of error change is the difference between two consecutive error signals. The PID controller calculates the Proportional (P), Integral (I) and Derivative (D) values using an algorithm and then an adder calculates the weighted sum of the three parameters and gives a value as an
input to the plant which aims to control the plant or the process the controller is controlling such as – position of a DC motor, heating system, etc. The equation that is used to calculate the output of the controller is given below.

\[ u = K_P e + K_I \int e dt + K_D \frac{de}{dt} \]

The discrete time version of the above equation is

\[ u(t) = K_P e(t) + K_i \sum_{k=0}^{t} e(k) + K_d(e(t) - e(t - 1)) \]

Here ‘u’ is the output of the controller and ‘e’ is the error signal calculated as the difference between the measured value and the desired set point. A system controlled by a PID controller might not need all the three P, I, and D parameters to control a process successfully and can be flexibly configured in various configurations such as PI, P, PD, I, etc. as it operates on each term individually. Such a configuration is achieved by making all the unused parameters 0. Table 1 illustrates the effects of changing K parameters on a step response given to the system. While tuning K parameters manually the information from this table can be used in deciding what parameter(s) to tweak to achieve the desired result on the system step response. This process of manual tuning of the K parameters can become tedious and cumbersome because of its trial and error approach to tune the gain parameters of a PID controller.
Table 1. The table tabulates the effects on a step response of changing $K$ parameters for a conventional PID controller. This table is consulted when an experienced user is manually tuning the PID controller to achieve the desired system response. Here NT means no definite trend is noticed; Table extracted from [3].

3. Nonlinear PID Controller

Although many processes can be controlled by a conventional PID controller but for high performance with changing operating conditions and parameters we require specialized PID controllers to control the nonlinearity in the system. In the real world, many processes are nonlinear and a conventional PID controller is not capable of handling the nonlinearity in the system because of its limitation of handling only fixed $K$ parameters. This problem can be solved using a nonlinear PID (NPID) controller, which uses self-tuning capabilities like fuzzy logic and neural network strategies to adapt to the changes (nonlinearities) in the system and thus being capable of offsetting the $K$ parameters instead of keeping them fixed.

We use this capability of the nonlinear PID controller and build our system around the NPID controller. The NPID controller in our system is fed by the error and the rate of change of error signals, which go through a fuzzy logic controller.
to give offsets in the gain parameters of the PID controller as outputs. Our aim in this research is to identify the response of the system and establish which of the two test systems (moderately under-damped or heavily under-damped) are we dealing with and accordingly change the responses from the fuzzy logic controller, which offsets the gains of the PID controller. This will be difficult to achieve using a conventional PID controller since the system is nonlinear. Figure 4 shows the NPID controller using the fuzzy logic controller in our system.

![Figure 4. Nonlinear Proportional Integral Derivative (NPID) Controller.](image)

The figure illustrates how the NPID controller was configured for our system. The FLC is responsible for feeding the offsets for the gain parameters to the PID controller as shown here.

4. Discrete Fourier Transform (DFT)

Fourier Transformation on a function can be performed using Continuous Time Fourier Transformation (CTFT) or Discrete Fourier Transform (DFT). CTFT transforms continuous time signals from time domain into frequency domain. The
problem with CTFT is that we have to know the equation of the signal to perform the transformation and the equation of the signal is not always known especially if the signal is nonlinear. As a solution to this problem we take samples of the continuous time function over one period and convert the continuous time system into a discrete time function. The interval of samples is fixed and is called the sampling period. Now we have a discrete function, which essentially means that the function has finite non-zero values in a discretized form. The DFT then operates on it using the equation given below and transforms the function into frequency domain.

\[ X_k = \sum_{n=0}^{N-1} x_n \cdot e^{-i2\pi \frac{k}{N}n} \]

In the digital world where continuous time signals cannot exist and all signals are discrete samples of the continuous time function DFT is widely used to obtain the frequency domain characteristics of the time domain signals. Other applications of DFT include signal processing, performing convolutions, etc. One of the key factors of the widespread use of DFT to analyze signals is its ability to be computed efficiently using the Fast Fourier Transform (FFT) functions available.

In our research we used the DFT to analyze the step response of the motor. The step response of the motor is in time domain, which is transformed into a response in frequency domain. This transformation lets us calculate the energy of the motor in the higher and lower frequency sub bands which are used to
differentiate between the three systems (desired system, moderately under-damped system and heavily under-damped system) considered for our research. The importance of identifying the three systems from each other is critical for our research and is explained in later sections.

5. Fuzzy Logic Controller

The word fuzzy literally means “difficult to perceive clearly and understand precisely” but when the same word is used in context with a logic controller albeit “Fuzzy Logic Controller” it makes for an ingenious system widely used in the controls industry. Today’s modern engineering world poses many real world problems that cannot be stated in a classical (0 or 1) or digital (true or false) representation. The inputs and other related parameters for such problems are often ambiguous and are termed as partially true. A very good example of such a problem is the “tipping problem” [5] explained here.

For instance, if you were to go to a restaurant for a meal and after the meal you were to decide the amount of the tip for your server. You would simply take into account what the food quality was and how the server served you. Of course you could take into account a few more variables such as the ambience and other such things but for our problem let’s keep it to two variables – food quality and the service. Now you could solve this problem using two approaches –

- Linear graph to calculate the tip for the server between 5% and 25% of the bill, depending on the quality of service. The inherent problem with
this solution is that you do not take into account the quality of the food. To incorporate both food quality and the quality of service you would need a 3D graph to represent the three variables and it would be a complex solution (figure 6).

- Use a fuzzy system (figure 5). The advantages of fuzzy system are that the math is much more intuitive and laid out in a simple language. You would need to come up with simple rules like “If the service is good, tip is generous” or “If the food is rancid, tip is cheap”.

The fuzzy system used here seems to be more advantageous as it is easier to comprehend and one does not have to deal with discrete variables. The fuzzy inputs are evaluated using a rule base and membership functions. The fuzzy answer then goes through a defuzzification process and a crisp output is given.
Figure 5. Fuzzy system for the “tipping problem”. The figure shows the basic functioning of a fuzzy system. Notice the association of the inputs and the rules for the “tipping problem”; Figure extracted from [6].

Figure 6. 3D graph for the “tipping problem”. This graph represents the mathematical solution of the “tipping problem” taking quality of food and service as variables; Figure extracted from [5].
In 1974 Mamdani proposed a *Fuzzy Inference System (FIS)* [12] to control a steam engine and a boiler. This FIS has since been called a Mamdani FIS and is one of the most commonly used fuzzy system in the controls industry, which is why it also our choice of FIS in our research. A Mamdani FIS depends on a good rule base provided by an experienced user or developed by some heuristic approach. The basic steps of a fuzzy system are shown here in figure 7.

![Figure 7](image)

*Figure 7. Figure illustrating the basic steps of a fuzzy system. A block in the diagram represents each basic step of the process. $X_1 \ldots X_n$ are inputs to the system and $Y$ is the output of the fuzzy system; Figure extracted from [4].*

The Mamdani FIS is implemented in the matlab’s fuzzy toolbox. The inputs (antecedents) entered in the fuzzy system are crisp and clear inputs, which are fuzzified by the input membership functions. Membership functions are just a representation of the inputs or outputs in common language terms. For example
input membership functions for the tipping problem could be “good”, “average” and “bad”. These membership functions cover the entire range of the inputs and could be of any shape such as gaussian, trapezoidal, triangular, etc.

After the inputs have been fuzzified the fuzzy values are evaluated using the rule base that is specified by the user based on his understanding of the problem and his past experiences. These rules are written in a common easily understood language. These rules along with the output membership functions find the consequence of each rule (consequents). After adding all the weighted consequences from the rule base the FIS gets an output distribution which is then defuzzified using a defuzzification operator such as “centroid”, “center of mass”, “mean of maximum”, etc. The defuzzification process gives us the final crisp output we expect to get from a Fuzzy Logic Controller.
**IV. Problem Description**

A direct current (DC) motor is one of the most used motors in the industries all over the world due to its excellent speed control characteristics. This feature of the DC motors has attracted wide research attention in the engineering world on its speed and position control characteristics. The most common approach to control the position of the DC motor is using a PID controller.

The problem that lies in the system is the tuning of the PID controller. For each system using a PID controller, the PID controller has to be tuned to the right parameter values to give the desired output response and have the system perform in a desired manner. Tuning the PID controller is not an easy job, and requires a lot of manual fine-tuning to achieve the desired responses from a system.

John G. Ziegler and Nathaniel B. Nichols described one of the manual tuning methods in a paper published in 1942 [11]. The method requires setting $K_i$ and $K_d$ to zero and then raising the value of $K_p$ manually till the system response starts oscillating with constant amplitude. The system is now said to have the ultimate gain ($K_u$). $K_u$ and time period ($T_u$) of the oscillation are used to set the values of $K_i$ and $K_d$. The tedious part with this method is to manually raise the value of $K_p$ till the system starts oscillating with a constant amplitude and time period. The table, which shows the tuning process of the PID controller using the Ziegler Nichols method, is given here.
<table>
<thead>
<tr>
<th>Control Type</th>
<th>Kp</th>
<th>Ki</th>
<th>Kd</th>
</tr>
</thead>
<tbody>
<tr>
<td>P only</td>
<td>Ku/2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PI</td>
<td>Ku/2.2</td>
<td>1.2Kp/Tu</td>
<td>-</td>
</tr>
<tr>
<td>PID</td>
<td>0.6Ku</td>
<td>2Kp/Tu</td>
<td>KpTu/8</td>
</tr>
</tbody>
</table>

Table 2. This table tabulates the tuning formulas for the different parameters of a conventional PID controller using Ziegler – Nichols method. The equations given here have ‘ultimate gain (Ku)’ and ‘time period (Tu)’ of the system response as variables. The table can be used to tune a P, PI and PID type controllers; Table adapted from [7].

To solve this problem of tuning the PID controller we devised a novel mechanism using a fuzzy logic system with membership functions and evolved a rule base using EA. For this research we chose Differential Evolution (DE) out of the many types of EA’s. Using EA would eliminate the need of manual fine-tuning and would give the desired system response, making this algorithm a better and more efficient way of tuning the PID controller to control the position of the DC motor. The algorithm and setup of the system are discussed in section V “Algorithm” and section IV “Experiment Setup” respectively.
V. Experiment Setup

The experiment was modeled on a closed loop feedback system (figure 8), which has a PID controller to mitigate the error between the desired response and the actual response.

![Figure 8. Closed loop feedback system. This diagram is a generic representation of a closed loop control system which uses a controller to minimize the error from the plant or a process; Figure adapted from [8].](image)

A PID controller controls the position of a DC motor. The transfer function of the system shown below was calculated using the physical model of the system (figure 9).

\[
\frac{\theta}{V} = \frac{K}{s(Js + b)(Ls + R) + K^2}
\]

Where,

J = Moment of inertia of the rotor

b = Damping ratio of the mechanical system

K = Ke = Kt = Electromotive force constant
R = Electric resistance
L = Electric inductance
V = Source Voltage
θ = Position of shaft

The three different system step responses (see figure 10a, 10b and 10c), which will be evaluated in this research are ‘slightly under-damped system step response’, ‘moderately under-damped system step response’ and ‘heavily under-damped system step response’. The system response from the slightly under-damped system is the desired system response thus making the system as our desired system. The three different system responses were achieved by varying the load on the motor. Since J is the moment of inertia component of the motor (figure 9), varying J would simulate three different loads on the motor thus giving us three different systems and three different step responses. By the research already done on DC motors it has been established that moment of inertia J is directly proportional to the load on the motor [13]. Figure 2 shows the physical model of the motor system.
Figure 9. Physical and electrical model representations of a DC motor are shown above; Figure extracted from [9].

We use the base system (figure 9) and simulate the three different systems (three different loads) to note their initial step responses (see figure 10a, 10b and 10c). The blowups of the system step responses are also shown below (figure 10d, 10e and 10f). The controller in the loop represents a PID controller but we wanted to note the responses of the system without the PID controller so we set Kp=1, Ki=0 and Kd=0 thus effectively removing the PID controller from the loop. No disturbance signal or noise was introduced in the system. Since the aim of this research was to prove a concept we wanted to keep things simple but introducing the disturbance signal will also work with the system and should not be much different from the results we got.
Figure 10a. Figure illustrates the system step response if the slightly under-damped (desired). Notice the low peak overshoot and smaller settling time.

Figure 10b. Figure illustrates the system step response of the moderately under-damped system. Notice the higher peak overshoot and longer settling time.
Figure 10c. Figure illustrates the system step response of the heavily under-damped system. Notice the very high peak overshoot and the longest settling time.

Figure 10d. A blowup of the slightly under-damped system step response is shown here. The peak overshoot and settling time is better visualized here.
Figure 10e. A blowup of the moderately under-damped system step response. The peak overshoot is clearly higher than the desired system. The higher the peak overshoot the worse the system performance.

Figure 10f. A blowup of the heavily under-damped system step response. The peak overshoot for this system is the highest and hence this is the worst performing system out of the three systems under consideration.
To manually tune the PID controller we need to know the settling time and the rise time of the step response, which is difficult to compute in the time domain, as it is difficult to determine the starting point of the step response. However if we transform the step response in the frequency domain using the DFT function we will no longer have the problem of determining the starting point of the step response since the DFT will transform the function into a frequency domain function over one time period which will be easier to analyze in terms of the higher and lower frequency sub bands.

To eliminate the problem of determining the starting point of the step response and to transform the function into time domain we take the system step response of each system and find the DFT of the response. By taking the DFT of the system we were able to distinguish between the three responses in terms of the energy sub bands in the higher and lower frequencies of the system. The other benefit of checking the energy of the system is that we can use the difference between the energy of the systems as a merit of fitness for a given solution. This is essentially to say that the energy of the systems in the frequency sub bands could be used as a fitness function for our EA. After carefully studying the stem plots generated from the DFT of the systems we were able to single out an energy band, which was most different in the three system responses (figure 11a, 11b and 11c). A comparison of the three stem plots is shown in figure 11d. The three systems we used have different frequency components in the systems step responses that are clearly differentiated the systems. Each lobe in the plot...
corresponds to a frequency sub-band of the system. We after carefully analyzing
the frequency responses of the systems using the stem plots identified eleven
points (25 – 35) to successfully differentiate between the step responses of the
systems. We then calculate the energy of that band using Parseval’s theorem
[14] and arrive at a value of energy for the desired response. This energy value
is used as the fitness value in the algorithm.

Figure 11a. Stem plot for point 25 – 35 for the slightly under-damped system.
The smaller amplitudes of the stems are an indication of the presence of low
frequency elements in the chosen frequency sub-band.
Figure 11b. Stem plot for point 25 – 35 for the moderately under-damped system. The presence of higher frequency elements here correspond to a higher peak overshoot in the step response of the system.

Figure 11c. Stem plot for point 25 – 35 for the heavily under-damped system. The high amplitudes correspond to the high energy found in the frequency sub-band due to the highest peak overshoot.
Figure 11d. Comparison stem plot of point 25 – 35 for the three different systems. The difference between the three systems can be clearly noticed here. The system’s peak overshoot can be directly related to the energy in the frequency sub-band of the system. This difference was used to classify the systems.

Now we have the three system step responses of which one is the desired system response and the other two are the test system responses, which have to be restored to the desired system step response and we also know the energy values they should have for the specific energy band. We are going to design two fuzzy logic controllers, one for each test system to restore them to the desired system behavior. The fuzzy logic controller that we will be designing is shown in figure 12.
We designed a fuzzy logic controller with fixed membership functions but an evolving rule base to feed us $\Delta K_p$, $\Delta K_i$, $\Delta K_d$ offsets (figure 12). The fuzzy logic controller we use is a Mamdani type fuzzy system from the Matlab’s fuzzy logic toolbox (figure 13). We have three membership functions (negative, no change and positive) for error ($e$) and rate of change of error ($edot$) signals. Error is calculated as the difference between the actual response and desired response at a single time step. Rate of change of error is the difference between error at the present time step and error at the previous time step. These $e$ and $edot$ values are fed to the fuzzy system, which calculates the $\Delta K_p$, $\Delta K_i$, $\Delta K_d$ offsets using the five membership functions, defined in the system (negative large, negative small, no change, positive small and positive large). Each $\Delta K$ offset has
its own set of membership functions, which makes the fuzzy system have three output values for every input of e (error) and edot (rate of change of error).

![Figure 13. A screenshot of Mamdani type fuzzy system implemented using the fuzzy logic toolbox in Matlab for our research. Here 'e' and 'edot' are inputs which are fed to the rule base which then gives the three outputs 'Kp', 'Ki' and 'Kd'.]

Since there are three membership functions for the inputs (e and edot) there are nine possible combinations of the inputs thus there are nine rules to comprehensively cover all possibilities for each output. Therefore the fuzzy
system has nine rules which each have two antecedents and three consequents (figure 14).

Figure 14. A Sample rule from the rule base for the fuzzy logic controller is illustrated here. The rule is read as “If e is pos and edot is neg then Kp is neg_large and Ki is neg_small and Kd is pos_large”.

Our choice of EA was Differential Evolution algorithm (DE). DE is a very efficient EA, which is used in many engineering and related fields for solving optimization
problems over a fitness landscape. The description of the DE we used is given below.

The individual we made consisted of twenty-seven problem parameters since there are three outputs (ΔKp, ΔKi, ΔKd) and each output has nine rules in the rule base of the fuzzy system (figure 15a). After encoding the individual we randomly generated a population of a hundred individuals using the equation (1) below.

\[
    x^j_i = x^j_{\text{min}} + \text{rand}(0,1) \cdot (x^j_{\text{max}} - x^j_{\text{min}})
\]

Where \(i=1:100\) (individuals), and \(j=1:27\) (problem parameters).

<table>
<thead>
<tr>
<th>Kp</th>
<th>Kp</th>
<th>Kp</th>
<th>...</th>
<th>Kp</th>
<th>Ki</th>
<th>Ki</th>
<th>...</th>
<th>Ki</th>
<th>Kd</th>
<th>Kd</th>
<th>Kd</th>
<th>...</th>
<th>Kd</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>...</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>...</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>...</td>
<td>9</td>
</tr>
</tbody>
</table>

*Figure 15a. Configuration of an individual. Here the numbers signify the rule number in the rule base, for example rule number 2 would have its Kp, Ki and Kd as the 2\text{nd}, 11\text{th} and 20\text{th} element of the individual.*

| 3  | 1  | 3  | 2  | 4  | 3  | 1  | 4  | 4  | 3  | 5  | 4  | 5  | 3  | 2  | 1  | 4  | 2  | 5  | 3  | 5  | 4  | 1  | 4  | 3  |

*Figure 15b. Sample individual consisting 27 parameters. The elements of the individual signify the membership function of the consequents with 1 being neg\_large and 5 being pos\_large.*

To create new offspring from the parent population we create a mutant vector. There are five different commonly used ways of mutating the population but we choose “DE/best/1” [10] which involves randomly selecting three different parents and then employing the equation (2).
\[ V_{i,G} = X_{r1,i,G} + F \cdot \left( X_{r2,i,G} - X_{r3,i,G} \right) \]

Where F is a user-defined constant, which is set to 0.24 in our algorithm. The value of F was chosen keeping in mind that the parameters should not go out of bounds. Since the maximum value of \( \left( X_{r2,i,G} - X_{r3,i,G} \right) \) is four and four multiplied by 0.24 is 0.96 which makes sure that the parameter elements of the mutant vector do not go out of bounds.

Crossover operation is done using the equation (3).

\[
u'_{i,G} = \begin{cases} v_{i,G}^j & \text{if } \left( \text{rand}_j [0, 1] \right) \leq CR \\ x_{i,G}^j & \text{otherwise} \end{cases}
\]

Where, CR is a user specified constant within [0,1). We chose CR = 0.5 to implement binomial crossover. If any element of the offspring exceeds the upper and lower bounds of the gene we randomly reinitialize that element to within the bounds.

Fitness of the newly created offspring population is evaluated using the fitness function. \( \Delta K_p, \Delta K_i, \Delta K_d \) values are calculated using the fuzzy logic controller which are added to the respective K parameters given from the PID controller in each generation. The fitness of each parent is compared with its offspring and the better-fit individual is introduced in the next population as parent for the next generation.
An example process of creating an offspring from a set of parents is summarized below.

First a population of 100 individuals is randomly initialized using equation 1. Three parents are then randomly selected.

Parent 1 (randomly selected from the population)

1 3 1 2 2

Parent 2 (randomly selected from the population)

3 1 1 3 2

Parent 3 (randomly selected from the population)

1 2 3 2 3

A mutant vector is formulated using the three parents and $F=0.6$ using equation 2. $F$ was chosen to be 0.6 for calculation purposes in this example.

2 2 0 3 1

Now since the third element is out of bounds we will have to reinitialize it to within bounds so we randomly select the element from within the bounds. This gives us our final mutant vector, which would be used in the crossover operation.
Mutant vector (after initialization)

\[
\begin{array}{cccccc}
2 & 3 & 2 & 3 & 1 \\
\end{array}
\]

Crossover operation performed between parent 1 and the mutant vector at 50% probability. The crossover operation is performed using equation 3.

\[
\begin{array}{cccccc}
2 & 3 & 1 & 2 & 2 \\
\end{array}
\]

Offspring created from the parents

\[
\begin{array}{cccccc}
2 & 3 & 1 & 2 & 2 \\
\end{array}
\]

The DE parameters chosen for our experiment were –

- Population size = 100
- Mutation by “DE/rand/1” strategy
- Crossover rate = 0.5
- Fitness function = \(|E_{\text{system}} - E_{\text{desired}}|\); Energy is calculated in the frequency sub-band of 25\(^{\text{th}}\) harmonic to the 35\(^{\text{th}}\) harmonic
- Selection strategy = comparison between parent and offspring
- Number of generations = 384
VI. Algorithm for the EA

Kp=1; Ki=0; Kd=0

Initialize a population of 100 individuals, each of which has an encoded rule base for the fuzzy system

Start For loop, Generation = 0 : 384

Simulate the system

Calculate e and edot

Using DE algorithm perform the crossover and mutation operations

Start For loop i = 1

Get ∆Kp, ∆Ki and ∆Kd for the offspring

Simulate the system using the ∆K offsets

Calculate the energy of the system

Get ∆Kp, ∆Ki and ∆Kd for the parent

Simulate the system using the ∆K offsets

Calculate the energy of the system

Compare the fitness of the parent to its offspring

Keep the better-fit individual for the next generation

i=i + 1

End For loop

Find the best-fit individual for the current generation

Get ∆Kp, ∆Ki and ∆Kd

Add the offsets to respective K parameters
Generation = Generation + 1

End For loop
VII. Results

Using the code we wrote, we were successfully able to restore the behavior of the two test systems (moderately under-damped and heavily under-damped) to the behavior of the desired system. We conducted twenty-five runs for each system to be sure of our results and find the best result. The graphs of the step responses for the three systems – desired system, moderately under-damped system and heavily under-damped system are shown in figure 16a, 16b and 16c.

The first step in the process was to generate step responses of the three systems (figure 16a, 16b and 16c), we then proceeded to get the DFT of the three step responses and generate stem plots for the first fifty points in the DFT. This step was aimed at getting some information on the frequency response of the systems and gets a clear differentiation between the three responses. The stem plots for the three systems with first fifty points plotted are shown in figure 17a, 17b and 17c.

The graphs of the step responses that are illustrated below each show the effects of varying the load on the DC motor. The varying load simulated by the code we wrote simulates three system step responses (slightly under-damped, moderately under-damped and heavily under-damped). The overshoot peaks and settling time of the response tells us about the damping of the system. More under-damping of the system would result in a longer settling time and higher peak overshoot.
Figure 16a. Figure illustrates the step response of the slightly under-damped (desired) system.

Figure 16b. Figure illustrates the step response of the moderately under-damped system.
Figure 16c. Figure illustrates the step response of the Heavily under-damped system.

Figure 17a. The graph is the DFT of the slightly under-damped (desired) system (50 points). The graph indicates the presence of low frequency components due to the shorter peak overshoot and settling time of the system’s step response.
Figure 17b. The graph is a DFT of the moderately under-damped system (50 points). The stem plot here is more wavy indicating that the system has a higher peak overshoot and settling time.

Figure 17c. The graph is a DFT of the heavily under-damped system (50 points). Higher frequency components of the step response indicating the highest peak overshoot and settling time are clearly visible from this stem plot.
Each lobe in the stem plots 17a, 17b and 17c is a representation of a frequency sub-band of the respective system. On careful analysis of the plots (17a, 17b and 17c) we decided to choose points 25 to 35 for the calculation of the energy values for each system since they are the most distinct looking frequency sub-band in the plots. We use this energy value as our fitness function to evaluate the fitness of each individual and ultimately get the optimal solution with the help of the EA. Figure 18 shows the comparison stem plots for the points 25 to 35 of the three systems. The graph clearly shows a distinction between the frequencies of the responses of the three systems.

![Figure 18. 11-point DFT plot for the three systems under consideration. The difference between the different frequency components of the three systems is clearly visible here. The higher the peak overshoots the higher the energy in the frequency sub-band.](image)
We started off with the three systems and used the algorithm with each test system to restore it to the desired system. The algorithm was run for 384 generations and then terminated. After running the algorithm we found that the test systems were restored to the desired system (figure 19b and 19c). The step response of the desired system is also shown below for reference (figure 19a). The final population consisted of individuals with similar fitness levels and did not differ a lot from each other. This tells us that the solution space has plateaus of individuals of similar fitness levels instead of peaks. What was interesting was that after each run the K parameters were different but the energy of the system remained the same. This tells us that a system can be restored in more than one ways and will almost always have different K parameters but a similar if not the same energy value. This validates our choice of choosing energy as our choice of fitness function and demonstrates that different systems can be differentiated on the basis of their energy values.

While looking at the plots, one might point out the difference between the rise times of the restored systems in comparison with the desired system. This is because of our research effort was primarily based on restoring the peak overshoot of the step response and not necessarily the rise time of the system’s step response. Minimizing the peak overshoot makes sure that the output signal follows the target signal as closely as possible and the error signal is minimized.
Figure 19a. The figure is the step response of the slightly under-damped system (desired system).

Figure 19b. Moderately under-damped system restored to the desired system. Notice the peak overshoot of the system has been reduced in the process of restoration. The minimized peak overshoot will ensure a similar performance to the desired system.
Figure 19c. Heavily under-damped system restored to the desired system. Notice the peak overshoot of the system has been reduced in the process of restoration. The minimized peak over shoot will ensure a similar performance to the desired system.
Figure 20 shows the evolution of the solution for the problem. The graph is a plot of the fitness value of the best-fit individual with respect to the generation. Here the lower the fitness value of the individual the better fit the individual so the aim of the algorithm was to achieve a fitness value of close to 0. The plot shows us that the algorithm was able to find a suitable solution with a similar energy level as that of the desired system in just a few generations.

Figure 20. Fitness v/s generation plot for a typical run. The graph shows that an optimal solution was found in the first 20 generations of the run. Here solution having a fitness value closest to 0 is considered to be optimal.
While trying to restore the test systems to the desired system using our algorithm we also got some results, which had the same energy values, but the restored system response did not compare to the system response of the desired system (see figure 20). This result shows us that a test system while being restored can assume different gain parameter values but still have a similar energy value in the frequency sub bands.

![Figure 21](image.png)

*Figure 21. Moderately under-damped system restored to the same energy value. The figure shows that the peak overshoot for the system was not reduced but an energy level similar to the desired system was achieved making this solution an anomaly.*
VIII. Conclusion

- We were able to show a heavily or moderately under-damped system can be restored to a slightly under-damped system’s behavior by using a NPID controller.

- We were able to use the DFT effectively to calculate energy values of the systems under consideration to classify behaviors.

- We observed anomalies (i.e. same energy as desired system but radically different behavior). These were unexpected and suggest that our fitness function will require further analysis.
IX. Contributions

Contributions of our research work are listed below.

1. Use of Evolutionary Algorithm (EA) to implement an alternative method for tuning a PID controller that can be implemented on an embedded system. We used an EA to evolve the rule base for the fuzzy logic controller used as a part of the NPID controller.

2. The use of DFT to find the energy of the step responses of the system. DFT was used to transform the step response of the system from the time domain to the frequency domain, which helped in classifying the different test systems under consideration. It also was used as a measure of fitness of the evolved solutions.
X. Future Work

This research was done to present a proof of concept and there is a possibility of more work that can be done to improve the algorithm made by us. A few areas where the research work could be expanded are –

1. Research can be done to explore the possibility of evolving the system while it is online. Our algorithm requires the system to be offline while being tuned to the right gain parameters by the NPID controller.

2. We can expand the application of the algorithm by modifying the algorithm to adapt with dynamically changing unanticipated loads. In our research we used three different anticipated loads on the DC motor system that yielded three different but anticipated step responses.

3. If we refer back to the figures 17a, 17b and 17c, which are stem plots for the frequency response of the systems we will notice a big difference between the shapes and magnitudes of the stem plots between point 8 and 30. However when we compute the energy of these systems using Parseval’s theorem the energy values are not very different. We could spend some more time analyzing the frequency response of the systems and formulate a more efficient and effective way of calculating the energy of the system.
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