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SOLVING RANDOM WALK PROBLEMS USING RESISTIVE ANALOGUES

The classical method of solving random walk problems involves using Markov chain theory. When the particular random walk of interest is written in matrix form using Markov chain theory, the problem must then be solved using a digital computer. To solve all but the most trivial random walk problems by hand would be extremely difficult and time consuming. Very large random walk problems may even prove difficult to solve on the smaller digital computers.

This paper intends to demonstrate a method that may be used to solve large random walk problems in a quick and economical manner. This alternate method uses resistive analogues and has the added feature of extracting particular solutions without having to completely solve the problem as would be necessary using a digital computer. Many analogues of random walks may also be quickly amended to include other random walks with relative ease using this alternate method of solution. Because this method uses nothing more than a power supply, a DC voltmeter and a set of resistors, the analogue of a particular random walk problem may be left set-up without incurring any loss of time or money on a digital computer. Once the resistors are mounted in a permanent fashion, the random walk analogues may also be used as an effective demonstration of random walk probabilities in the classroom.

To understand the random walk problem and its solution, it is first necessary to review Markov chain theory. By using Markov chain theory, the equivalence of resistive networks to random walks can be demonstrated. A knowledge of basic probability, matrix and DC circuit theory is also
necessary and will be assumed.

--- FINITE MARKOV CHAINS ---

A Markov chain is an important type of stochastic process. A stochastic process is any sequence of events or experiments that can be subjected to a probabilistic analysis. If the set of possible outcomes is finite, the process is said to be finite.

DEFINITION. A finite stochastic process with outcome functions \( f_0, f_1, \ldots, f_n \) is a Markov chain process if the starting state, given by \( f_0 \), is fixed and

\[
\begin{align*}
(1) \quad & \Pr \left[ f_n = t \mid (f_{n-1} = s) \land (f_{n-2} = r) \land \ldots \land (f_1 = a) \right] \\
& = \Pr \left[ f_n = t \mid f_{n-1} = s \right] \\
(2) \quad & \Pr \left[ f_n = t \mid f_{n-1} = s \right] = \Pr \left[ f_m = t \mid f_{m-1} = s \right]
\end{align*}
\]

for all \( m \geq 1, n \geq 2 \) and any possible sequence of outcomes \( a, \ldots, s, t \).

In other words, the outcome of a given event depends only on the outcome of the immediately preceding event; and, moreover, this dependence is the same at all stages. A Markov chain process may also be defined using another, equivalent, definition.

DEFINITION. A Markov chain process is determined by specifying the following information: There is a given set of states \( \{s_1, s_2, \ldots, s_r\} \). The process can be in one and only one of these states at a given time and it moves successively from one state to another. Each move is
called a step. The probability that the process moves from \( s_i \) to \( s_j \) depends only on the state \( s_i \) that it occupied before the step. The transition probability \( p_{ij} \), which gives the probability that the process will move from \( s_i \) to \( s_j \), is given for every ordered pair of states. Also, an initial starting state is specified at which the process is assumed to begin.

Given the set of transition probabilities \( \{p_{ij}\} \), these probabilities can be arranged in the form of a transition matrix \( P \),

\[
P = \begin{bmatrix}
  s_1 & s_2 & \cdots & s_r \\
  p_{i1} & p_{i2} & \cdots & p_{ir} \\
  p_{21} & p_{22} & \cdots & p_{2r} \\
  \vdots & \vdots & \ddots & \vdots \\
  p_{r1} & p_{r2} & \cdots & p_{rr}
\end{bmatrix}
\]

where each row of \( P \) is a probability vector with the following properties.

\[
(3) \quad \sum_{j=1}^{r} p_{ij} = 1 \quad \text{for } i = 1, 2, \ldots, r.
\]

\[
(4) \quad p_{ij} \geq 0 \quad \text{for all } i, j.
\]

A Markov chain can now be determined completely by specifying the
transition matrix $P$ and the starting state.

Once the Markov chain is determined, the outcome probabilities of the $n$-th step can be analyzed. Given the set of states $\{s_1, s_2, \ldots, s_r\}$, a new weight function $w(n)$, corresponding to the $n$-th step, can be assigned to each state. The new weight functions for each state will be

$$w(n)(s_j) = \Pr[f_n = s_j].$$

All possible $n$-th outcome weights can then be expressed by the vector $\mathbf{w}(n)$ as

$$\mathbf{w}(n) = (w(n)(s_1), w(n)(s_2), \ldots, w(n)(s_r)).$$

Given the $\mathbf{w}(n)$ vector, it is possible to determine the $\mathbf{w}(n+1)$ vector using the finite case of the Chapman-Kolmogorov equation. This equation is

$$w(n+1)(s_j) = \sum_{k=1}^{r} w(n)(s_k) \cdot p_{kj}.$$

In matrix language, this is

$$\mathbf{w}(n+1) = \mathbf{w}(n) \cdot P.$$

Thus, the vector giving the probabilities for being in each of the states after $n+1$ steps is obtained by multiplying the transition matrix on the left by the probability vector corresponding to $n$ steps. If the process
is started in \( s_1 \), \( \mathbf{w}(1) \) will be the \( i \)-th row of \( P \), \( \mathbf{w}(2) = \mathbf{w}(1) \cdot P \), \( \mathbf{w}(3) = \mathbf{w}(2) \cdot P \), ..., etc.

The probabilities for being in each of the states after \( n \) steps can also be determined by performing operations on the transition matrix \( P \). If the process is started in \( s_1 \) and \( \mathbf{w}(1) \) is the \( i \)-th row of \( P \), then \( \mathbf{w}(2) = \mathbf{w}(1) \cdot P \) is the \( i \)-th row of \( P^2 \), \( \mathbf{w}(3) = \mathbf{w}(2) \cdot P \) is the \( i \)-th row of \( P^3 \), ..., etc. Hence \( \mathbf{w}(n) \) is the \( i \)-th row of \( P^n \). Thus, the various rows of \( P^n \) give the vector \( \mathbf{w}(n) \) for various starting states. The probability that the process will be in state \( s_j \) after \( n \) steps if it is started in state \( s_i \) can now be expressed as \( p_{ij}^{(n)} \), which is given by the \( ij \)-th entry of the matrix \( P^n \).

--- FINITE ABSORBING MARKOV CHAINS ---

A special class of Markov chains called absorbing Markov chains will now be introduced.

**DEFINITION.** A state in a Markov chain is an absorbing state if it is impossible to leave it. A Markov chain is absorbing if (1) it has at least one absorbing state, and (2) from every state it is possible to go to an absorbing state (not necessarily in one step).

When a process reaches an absorbing state, the process is said to be absorbed. If the \( k \)-th state is an absorbing state, then the \( k \)-th row of the matrix \( P \) will have the probabilities
The three most pertinent questions concerning finite absorbing Markov chains are:

1. What is the probability that the process will be absorbed in a given state?
2. On the average, how long will it take for the process to be absorbed?
3. On the average, how many times will the process be in each nonabsorbing state?

The following theorems and definitions will be needed to answer these questions.

1.0 THEOREM. In a finite absorbing Markov chain, no matter where the process starts, the probability after $n$ steps that the process is in an absorbing state tends to 1 as $n$ tends to infinity.

PROOF. By definition, from every state it is possible to go to an absorbing state. Suppose that from any nonabsorbing state it is possible to reach an absorbing state in not more than $n$ steps. Further, let $n$ be the largest of the number of steps required from each state. Hence there is a positive number $p$ such that the probability of entering an absorbing state in at most $n$ steps is at least $p$, from every nonabsorbing state. Hence the probability of not reaching an absorbing state in $n$ steps is
at most \((1-p)\), which is less than 1. The probability of not reaching an absorbing state in \(kn\) steps is less than or equal to \((1-p)^k\), and this probability tends to 0 as \(k\) increases. Hence the theorem follows.

Consider, now, an arbitrary finite absorbing Markov chain. The states will be renumbered so that the absorbing states come first. If there are \(s\) nonabsorbing states and \(r-s\) absorbing states, the transition matrix will have the following canonical form.

\[
P = \begin{bmatrix}
    \begin{array}{c|c}
    I & 0 \\
    \hline
    R & Q
    \end{array}
    \end{bmatrix}_{r-s},
\]

Here \(I\) is an \((r-s)\times(r-s)\) identity matrix, \(O\) is an \((r-s)\times s\) zero matrix, \(R\) is an \(s\times(r-s)\) matrix and \(Q\) is an \(s\times s\) matrix.

Earlier, it was shown that the various rows of \(P^n\) give the vector \(W^{(n)}\), which corresponds to the various weight functions for each state after \(n\) steps. If \(P\) is multiplied by itself \(n\) number of times observing the partition, the matrix \(P^n\) will be
From Theorem 1.0 it can be seen that the powers of $Q$ tend to 0. Hence as $P$ is raised to higher and higher powers, the partitioned matrices approach a matrix whose last $s$ columns are all 0. This is the matrix version of Theorem 1.0.

1.1 THEOREM. For any finite absorbing Markov chain, $I-Q$ has an inverse, and

$$(I-Q)^{-1} = I + Q + Q^2 + \cdots = \sum_{k=0}^{\infty} Q^k.$$ 

PROOF. Consider the identity

$$(I-Q) \cdot (I + Q + Q^2 + \cdots + Q^{n-1}) = I-Q^n.$$ 

As a consequence of Theorem 1.0, the right side tends to $I$. This matrix has determinant 1. Hence for sufficiently large $n$, $I-Q^n$ must have a non-zero determinant. But the determinant of a product of
two matrices is the product of the determinants, hence $I-Q$ cannot have a zero determinant. The determinant not being equal to zero is a sufficient condition for a matrix to have an inverse. Hence $I-Q$ has an inverse. Since this inverse exists, it is possible to multiply both sides of the identity by it:

$$I + Q + Q^2 + \cdots + Q^{n-1} = (I-Q)^{-1} \cdot (I-Q^n).$$

But the right side of this new identity clearly tends to $(I-Q)^{-1}$, which completes the proof.²

**DEFINITION.** For an absorbing Markov chain, the fundamental matrix is defined to be $N = (I-Q)^{-1}$.

**DEFINITION.** The function $n_j$ is defined to be the total number of times that the process is in $s_j$. (This is defined only for nonabsorbing state $s_j$.) The function $q_j^{(k)}$ is defined to be equal to 1 if the process is in state $s_j$ after $k$ steps, and is 0 otherwise.

It is now possible to give a probabilistic interpretation to $N$. Let $\{S_n\}$ be the set of nonabsorbing states and $M_i[n_j]$ be the mean value of the function $n_j$ if the process is started in $s_i$.

**1.2 THEOREM.** \{M_i[n_j]\} = $N$, where $s_i, s_j \in \{S_n\}$. 
PROOF. It is easily seen that

\[ n_j = \sum_{k=0}^{\infty} d_j^{(k)}. \]

Hence,

\[ \{M_1[n_j]\} = \left\{ \sum_{k=0}^{\infty} d_j^{(k)} \right\} \]

\[ = \left\{ \sum_{k=0}^{\infty} M_1 d_j^{(k)} \right\} \]

\[ = \left\{ \sum_{k=0}^{\infty} \left[ (1-p_{ij}^{(k)}) \cdot 0 + p_{ij}^{(k)} \cdot 1 \right] \right\} \]

\[ = \sum_{k=0}^{\infty} \{p_{ij}^{(k)}\} \]

\[ = \sum_{k=0}^{\infty} Q^k \quad \text{since } s_i, s_j \text{ are nonabsorbing} \]

\[ = N. \]

This completes the proof. \(^3\)
This theorem establishes the fact that the mean of the total number of times the process is in a given nonabsorbing state is always finite, and that these means are simply given by $N$.

**DEFINITION.** Let $t$ be a function giving the number of steps (including the original position) in which the process is in a nonabsorbing state.

If the process starts in an absorbing state, then $t = 0$. If the process starts in a nonabsorbing state, then $t$ gives the total number of steps needed to reach an absorbing state. In an absorbing chain, this is the time to absorption.

For the next theorem, it will be assumed that there are $s$ nonabsorbing states and that $\mathbf{C}$ is an $s$-component column vector with all entries equal to $1$.

**1.3 THEOREM.** \( \{M_1[t]\} = NC \).

**PROOF.** It is easily seen that

\[
t = \sum_{s_j \in \mathcal{S}_n} n_j.
\]

Hence,

\[
\{M_1[t]\} = \left\{ M_1 \left[ \sum_{s_j \in \mathcal{S}_n} n_j \right] \right\}
\]
\[
= \left\{ \sum_{s_j \in \{S_n\}} M_i[n_j] \right\}
= \mathbf{1}_{N_1}
\]

since this gives the row sums of \( N \). By summing the rows of \( N \), the mean number of steps the process takes before absorption can be obtained for each starting state \( s_i \).

For the next theorem, let \( \{S_a\} \) be the set of absorbing states.

1.4 THEOREM. If \( b_{ij} \) is the probability that the process starting in nonabsorbing state \( s_i \) ends up in absorbing state \( s_j \), then

\[
\left\{ b_{ij} \right\} = \mathbf{B} = N \mathbf{R}, \quad s_i \in \{S_n\}, \ s_j \in \{S_a\}.
\]

PROOF. Starting in \( s_i \), the process may be absorbed in \( s_j \) in one or more steps. The probability of absorption on a single step is \( p_{ij} \). If this does not happen, the process may move either to another absorbing state (in which case it is impossible to reach \( s_j \)), or to a nonabsorbing state \( s_k \). In the latter case there is probability \( b_{kj} \) of being absorbed in the right state. Hence,

\[
b_{ij} = p_{ij} + \sum_{s_k \in \{S_n\}} p_{ik} \cdot b_{kj},
\]
which can be written in matrix form as

\[ B = R + QB. \]

Thus,

\[ B = (I-Q)^{-1}R \]
\[ = NR. \]

Therefore, by multiplying the \( N \) (fundamental) matrix on the right by the \( R \) matrix obtained from the original canonical form, the \( B \) matrix of absorption probabilities is obtained.

The review of Markov chain theory is now complete. By using Theorems 1.2, 1.3 and 1.4, all three questions concerning finite absorbing Markov chains can now be answered.
Another special class of Markov chains called random walks will now be introduced.

DEFINITION. A random walk is a Markov chain which represents a lattice of states in n-dimensional Euclidian space with the property that if the process is in a given state \( s_k \), then in a single step the process can only move to a state immediately adjacent to \( s_k \).

If the set of states in the lattice is finite, the random walk is said to be finite. Recalling the definition of absorbing Markov chains, absorbing random walks may be similarly defined.

DEFINITION. A state in a random walk is an absorbing state if it is impossible to leave it. A random walk is absorbing if (1) it has at least one absorbing state, and (2) from every state it is possible to go to an absorbing state (not necessarily in one step).

The class of random walks that this paper intends to investigate will be the class of finite absorbing random walks. The main question concerning this class of random walks that the resistive analogue method of solution will answer is: What is the probability that the process, if started in nonabsorbing state \( s_i \), will be absorbed in state \( s_j \)? This question may be answered, using Markov chain theory, by solving for the \( B \) matrix. However, if there are a number of nonabsorbing states in...
in the lattice, it will necessitate inverting an $s \times s$ matrix. This $s \times s$ matrix is the $(I-Q)$ matrix constructed from the original canonical form.

To illustrate the classical method of solution, the following simple 2-dimensional random walk will be used. See Fig. 1. The numbered squares indicate the absorbing states and the numbered circles indicate the nonabsorbing states. The lines connecting the states indicate the path that the random walk may take.

![Fig. 1.](image)

If the probability is 1/4 that the process will take each of the four steps available (assuming that it started in a nonabsorbing state), then the $P$ matrix is
From the canonical form of the $P$ matrix it can be seen that the $Q$ matrix is

$$
Q = \begin{bmatrix}
9 & 10 & 11 & 12 \\
9 & 0 & 1/4 & 1/4 & 0 \\
10 & 1/4 & 0 & 0 & 1/4 \\
11 & 1/4 & 0 & 0 & 1/4 \\
12 & 0 & 1/4 & 1/4 & 0 \\
\end{bmatrix}
$$

The $(I-Q)$ matrix is then
The inverse of this (I-Q) matrix is

\[
(I-Q)^{-1} = N = \begin{bmatrix}
9 & 10 & 11 & 12 \\
9 & 7/6 & 2/6 & 2/6 & 1/6 \\
10 & 2/6 & 7/6 & 1/6 & 2/6 \\
11 & 2/6 & 1/6 & 7/6 & 2/6 \\
12 & 1/6 & 2/6 & 2/6 & 7/6
\end{bmatrix}.
\]

Finally, the B matrix is

\[
B = NR = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
9 & 7/24 & 2/24 & 7/24 & 2/24 & 1/24 & 2/24 & 1/24 \\
10 & 2/24 & 7/24 & 2/24 & 7/24 & 1/24 & 2/24 & 1/24 \\
11 & 2/24 & 1/24 & 2/24 & 7/24 & 2/24 & 7/24 & 2/24 \\
12 & 1/24 & 2/24 & 1/24 & 2/24 & 2/24 & 7/24 & 2/24
\end{bmatrix}.
\]
The definition of an electric circuit that this paper will use will be the following one.

**DEFINITION.** An electric circuit is a finite number of terminals, some of which are connected by wires. The wire connecting terminals \( i \) and \( j \) has resistance \( r_{ij} \) and conductance \( g_{ij} = 1/r_{ij} \). If there is no connection between terminals \( i \) and \( j \), then \( g_{ij} = 0 \); also, \( g_{ii} = 0 \) for all terminals. The voltage on terminal \( i \) will be \( v_i \).

To insure that all terminals are connected, it will be assumed that for each terminal \( i \),

\[
0 < \sum_{j} g_{ij} < \infty.
\]

It will now be necessary to differentiate between two different types of terminals. Let \( \{V_n\} \) be the set of terminals at which no fixed voltage is applied and let \( \{V_a\} \) be the set of terminals at which fixed voltages of 1 volt or 0 volts (ground) are applied. (These sets are formally equivalent to the sets \( \{S_n\} \) and \( \{S_a\} \).

Now, as a consequence of Ohm's Law and Kirchoff's Law,

\[
\sum_{k} (v_i - v_k) \cdot g_{ik} = 0, \quad v_i \in \{V_n\}.
\]
\[
\sum_{k} v_i \cdot g_{ik} = \sum_{k} v_k \cdot g_{ik}
\]
\[
\sum_{k} v_k \cdot g_{ik}
\]
\[
v_i = \frac{\sum_{k} v_k \cdot g_{ik}}{\sum_{k} g_{ik}}.
\]

By letting
\[
p_{ij} = \frac{g_{ij}}{\sum_{k} g_{ik}},
\]
then
\[
v_i = \sum_{k} p_{ik} \cdot v_k,
\]
where
\[
\sum_{k} p_{ik} = 1.
\]

In other words, any terminal voltage \(v_i \in \{V_n\}\) is a weighted average of
the neighboring terminal voltages. The \(p_{ij}\) terms can be considered as
the same transition probability terms of the Markov chain.

If the set of terminals \(\{V_n\}\) are now considered as nonabsorbing
states and the set of terminals \(\{V_a\}\) are considered as absorbing states,
then

\[ \vec{V}_n = \vec{R}_a + \vec{Q}_n, \]

where \( \vec{V}_n \) and \( \vec{V}_a \) are column vectors and \( R \) and \( Q \) are the matrices obtained from the canonical form of the transition matrix representing the electric circuit.

1.5 THEOREM. \( \vec{V}_n = \vec{B}_a \).

PROOF. Given the relationship

\[ \vec{V}_n = \vec{R}_a + \vec{Q}_n, \]

then

\[ \vec{V}_n - \vec{Q}_n = \vec{R}_a \]
\[ (I - Q)\vec{V}_n = \vec{R}_a \]
\[ \vec{V}_n = (I - Q)^{-1}\vec{R}_a \]
\[ \vec{V}_n = NRV_a \]
\[ = BV_a. \]
Now, as a consequence of Theorem 1.5, if

(8) \( v_j = 1 \),

(9) \( v_k = 0 \) for \( j \neq k \) and \( v_j, v_k \in \{v_a\} \),

then,

\[
(b_{1j}, b_{2j}, \ldots, b_{sj}) = \widetilde{v}^f
\]

This is accomplished electrically by putting 1 volt on terminal \( j \) and 0 volts (ground) on the rest of set \( \{v_a\} \).

--- RESISTIVE ANALOGUES ---

A resistive analogue will be defined in the following manner.

DEFINITION. A resistive analogue is that electric circuit which is equivalent to a given finite absorbing random walk.

Another definition that will be needed is the following one.

DEFINITION. For any state \( s_i \in \{S_n\} \) in a finite absorbing random walk, the set of transition probabilities \( \{p_{ik}\} \) will be defined as the probability profile of state \( s_i \).
Whether or not a finite absorbing random walk has a resistive analogue is determined by its probabilities profiles. Since any conductance \( g_{ij} \) not only determines \( p_{ij} \) but also \( p_{ji} \), and conductances are bidirectional, \( g_{ij} = g_{ji} \) must be a mathematical requirement for all \( s_i, s_j \in \{s_n\} \).

1.6 THEOREM. If a finite absorbing random walk has a probability profile of \( \{p_{ik}\} = p_{ik} = 1/m, \ k = 1, 2, \ldots, m \) for all \( s_i \in \{s_n\} \), then the random walk has a resistive analogue.

PROOF. By definition,

\[
p_{ij} = \frac{g_{ij}}{\sum_k g_{ik}}.
\]

Now, if \( \lambda \) is defined as

\[
\lambda = \frac{1}{\sum_k g_{ik}},
\]

then

\[
p_{ij} = \lambda g_{ij}.
\]
But,

\[ p_{i1} = p_{i2} = \cdots = p_{im}. \]

Therefore,

\[ \lambda s_{i1} = \lambda s_{i2} = \cdots = \lambda s_{im} \]
\[ s_{i1} = s_{i2} = \cdots = s_{im} \]
\[ s_{ij} = s_{ji}. \]

1.7 THEOREM. A constant multiple of all conductances will not change any of the probability profiles.

PROOF. From Theorem 1.6,

\[ p_{ij} = \lambda(s_{ij}). \]

However,

\[ \frac{\lambda(s_{ij})}{\sum_k \lambda(s_{ik})} = \frac{\lambda(s_{ij})}{\lambda \sum_k s_{ik}} = \frac{s_{ij}}{\sum_k s_{ik}} = p_{ij} \quad \text{for any } \lambda \neq 0. \]
1.8 THEOREM. Two resistive analogues are equivalent if one is a constant multiple of the other.

PROOF. This theorem follows from Theorem 1.6 and Theorem 1.7.

To sum up the procedure thus far, if a finite absorbing random walk has a constant probability profile (satisfies Theorem 1.6), then a set of conductances \( \{g_{ij}\} \) may be substituted for its set of transition probabilities \( \{P_{ij}\} \). Further, these conductances can be any value as long as they are all the same. (Of course if they are too high, the current demand on the 1 volt power supply may become excessive.) Then, by applying 1 volt to a particular absorbing terminal \( s_j \) and grounding the rest of the absorbing terminals, the voltage on any particular non-absorbing terminal \( s_i \) will equal the absorption probability \( b_{ij} \) for the random walk that the resistive analogue represents.
The first random walk that was analyzed is the triangular shaped one pictured in Fig. 2.

There are 21 nonabsorbing states (28 states minus 7 absorbing states) in this particular random walk. To determine the various absorption probabilities would involve solving a $21 \times 21$ system of linear equations.

The set of probabilities the writer was interested in is the set obtained if the process is started in state 8. If the process is
started in state 8 and allowed to move only from top-to-bottom, the distribution in absorbing states 1 through 7 is the familiar binomial one. However, if the process is started in state 8 and allowed to move in a random walk fashion, will the distribution in absorbing states 1 through 7 still be binomial?

The answer is no. By allowing the process to be a random walk, the probability of absorption on the end states such as 1, 2, 6 and 7 will be higher than in the binomial distribution. Thus, the random walk tends to diffuse the process to the end states.

The absorption probabilities in the seven states (if the process is started in state 8) are:

<table>
<thead>
<tr>
<th>State</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.046</td>
</tr>
<tr>
<td>2</td>
<td>.134</td>
</tr>
<tr>
<td>3</td>
<td>.204</td>
</tr>
<tr>
<td>4</td>
<td>.232</td>
</tr>
<tr>
<td>5</td>
<td>.204</td>
</tr>
<tr>
<td>6</td>
<td>.134</td>
</tr>
<tr>
<td>7</td>
<td>.046</td>
</tr>
</tbody>
</table>

Because of Theorem 1.0, the sum of the absorption probabilities must be 1. As can be seen, the accuracy appears to be quite good. It is unlikely that the individual probabilities differ from their true
values by more than .001.

Fig. 3 shows the graph of both the random walk and binomial absorption probabilities.

The complete solutions are graphically portrayed in Fig. 4, Fig. 5, Fig. 6 and Fig. 7. The absorbing state in question has an "x" marked in it while the corresponding absorption probabilities are listed in their respective nonabsorbing state circles.
Fig. 4.
Fig. 5.
Fig. 6.
Because of the center-fold symmetry in Fig. 7, many of the absorption probabilities are redundant. Also, the absorption probabilities of states 1, 2 and 3 are identical to those of states 5, 6 and 7 respectively. For this reason, only four diagrams are needed for the complete solution.

Many times, due to symmetry, solution sets of absorption probabilities are identical for different absorbing states. While the triangular shaped random walk with seven absorbing states has four dis-
Distinctly different solution sets, the circular shaped random walk in Fig. 8 with eight absorbing states has only one distinctly different solution set.

In this particular random walk, there are 17 nonabsorbing states. Thus, a formal solution of the various absorption probabilities would require solving a $17 \times 17$ system of linear equations.
If the process is started in state 25, the random walk represents a finite "drunkard's walk." However, by starting the process in state 25, the absorption probabilities are 1/8 that the process will be absorbed in any one particular absorbing state and as such are trivial. Much more interesting is the case where the process is started in a non-absorbing state other than state 25. The complete solution is graphically portrayed in Fig. 9.
This random walk also has center-fold symmetry and as such, many of the absorption probabilities are redundant. A more interesting property is that the sum of the absorption probabilities in a ring is 1. This property is a consequence of Theorem 1.0 and four-fold symmetry. For example, Theorem 1.0 states that if the process is started in state 9, the sum of the absorption probabilities of being absorbed in states 1 through 8 is 1. However, due to symmetry, the probability of starting in state 9 and being absorbed in states 8 and 2 is identical to the probability of starting in states 10 and 16 and being absorbed in state 1. To continue around the ring, new notation will now be introduced.

Recalling that $b_{ij}$ is the probability that the process starting in nonabsorbing state $s_i$ ends up in absorbing state $s_j$, let

$$b_{ij} = \Pr [s_i \xrightarrow{a} s_j].$$

Now, as a consequence of the four-fold symmetry,

$$\begin{align*}
\Pr [9 \xrightarrow{a} 2,8] &= \Pr [10,16 \xrightarrow{a} 1] \\
\Pr [9 \xrightarrow{a} 3,7] &= \Pr [11,15 \xrightarrow{a} 1] \\
\Pr [9 \xrightarrow{a} 4,6] &= \Pr [12,14 \xrightarrow{a} 1] \\
\Pr [9 \xrightarrow{a} 5] &= \Pr [13 \xrightarrow{a} 1].
\end{align*}$$

The same argument also applies to the inner ring that was just applied to the outer ring. The sums of these rings are:
The third and final random walk that was analyzed is the square shaped one pictured in Fig. 10.
In this random walk, although there are 12 absorbing states, only two diagrams are needed for the complete solution. These two solutions are graphically portrayed in Fig. 11 and Fig. 12.
Fig. 11.
Once again, symmetries produce redundancies in the absorption probabilities. The diagram in Fig. 11 has center-fold symmetry while the diagram in Fig. 12 has diagonal-fold symmetry. In both cases, the nonredundant probabilities lie on the line or axis of symmetry. There are probably many other properties that could be pursued in connection with symmetry in random walks; but the writer believed most of them would be outside the scope of this paper.

The main purpose of this paper is to demonstrate an alternate method for solving absorption probabilities of random walks -- as opposed to using a digital computer. However, the last random walk was solved both ways for comparison of accuracy. By rounding the
computer results to three places, the absorption probabilities (if the process is started in state 13) are:

<table>
<thead>
<tr>
<th>State</th>
<th>Resistive analogues</th>
<th>Digital computer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.298</td>
<td>.299</td>
</tr>
<tr>
<td>2</td>
<td>.098</td>
<td>.098</td>
</tr>
<tr>
<td>3</td>
<td>.032</td>
<td>.031</td>
</tr>
<tr>
<td>4</td>
<td>.298</td>
<td>.299</td>
</tr>
<tr>
<td>5</td>
<td>.032</td>
<td>.031</td>
</tr>
<tr>
<td>6</td>
<td>.098</td>
<td>.098</td>
</tr>
<tr>
<td>7</td>
<td>.027</td>
<td>.027</td>
</tr>
<tr>
<td>8</td>
<td>.032</td>
<td>.031</td>
</tr>
<tr>
<td>9</td>
<td>.014</td>
<td>.013</td>
</tr>
<tr>
<td>10</td>
<td>.032</td>
<td>.031</td>
</tr>
<tr>
<td>11</td>
<td>.027</td>
<td>.027</td>
</tr>
<tr>
<td>12</td>
<td>.014</td>
<td>.013</td>
</tr>
<tr>
<td></td>
<td>1.002</td>
<td>.998</td>
</tr>
</tbody>
</table>

The correlation between the two methods is quite good. By rounding the digital computer results, the three-place accuracy never differs by more than .001. One reason for this accuracy was the use of 1% precision resistors and a digital readout voltmeter that was also 1% accurate. The resistors were 1.024 kΩ in value and were industrial castoffs because their peculiar value was no longer needed. The writer would encourage obtaining resistors in this fashion be-
cause of the lack of expense in obtaining a large number of precision resistors that have the same value of resistance.

Wiring the resistors is best accomplished by soldering them on the heads of nails that have been driven into wood. This method provides a rigid model that can also be used for classroom demonstrations. If time is limited, a breadboard fashion of connecting the resistors would probably be best. In either case, the resistive analogue method does provide a useful alternative method of solving absorbing random walk problems.
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GLOSSARY OF TERMS

\( p_{ij} \) - Transition probability of moving from state \( s_i \) to state \( s_j \).

\( p_{ij}^{(n)} \) - Probability of being in state \( s_j \), starting from state \( s_i \), after \( n \) steps.

\( b_{ij} \) - Probability that the process starting in nonabsorbing state \( s_i \) ends up in absorbing state \( s_j \).

\( r_{ij} \) - Resistance connected between terminal \( i \) and terminal \( j \).

\( g_{ij} \) - Conductance connected between terminal \( i \) and terminal \( j \); and

\[ g_{ij} = \frac{1}{r_{ij}}. \]

\( P \) - Transition matrix of transition probabilities.

\( Q \) - Partitioned transition matrix containing all nonabsorbing states.

\( N \) - Fundamental matrix; and \( N = (I - Q)^{-1} \).

\( B \) - Matrix of absorption probabilities.

\( C \) - Column vector with all entries equal to 1.
$d_{j}^{(k)}$ - Function defined to be 1 if the process is in state $s_j$ after $k$ steps, and 0 otherwise.

$n_j$ - Function defined to be the total number of times the process is in state $s_j$.

$M_i[n_j]$ - Mean value of the function $n_j$ if the process is started in state $s_i$.

$\{S_n\}$ - Set of nonabsorbing states.

$\{S_a\}$ - Set of absorbing states.

$\{V_n\}$ - Set of terminals at which no fixed voltage is applied.

$\{V_a\}$ - Set of terminals at which fixed voltages of 1 volt or 0 volts are applied.

$\Pr [s_i \xrightarrow{a} s_j]$ - Equivalent to $b_{ij}$. 