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CHAPTER I

INTRODUCTION

Until recently the study of solids was limited to perfect solids which were assumed to have pure chemical composition and ideal periodic structure with certain symmetry properties. More realistic models are now receiving increased attention. One such problem which is being examined theoretically and experimentally is that of the dynamics of a crystal with defects. In particular, because of the discovery of the Mössbauer effect, attention has been focused on the dynamics of crystals with substitutional impurities. Although the investigations in this field were initiated by Lifshitz (1) in the years 1942-43, they went unnoticed by the subsequent workers in the field for many years. Earlier calculations which took into account only isotopic impurities (8) are now being refined to include the changes in the force constants associated with the impurity atom. New mathematical techniques are available and more results on the lattice dynamical defect problem are being obtained. Various review articles published on the subject have considered the historical background and discussed different techniques in great depth (2-7).

The theoretical and experimental study of the dynamics of a crystal with impurities has two primary goals. One is the study of new effects, e.g. localized modes and resonance modes. The second is the use of impurity atoms as probes for studying the dynamical properties of the essentially perfect host crystal. The latter work includes Mössbauer studies of samples with impurities. The mathematical
difficulties involved in the analysis beyond a certain stage of simplification require introduction of more assumptions or the use of numerical methods.

Most of the work in this field has been limited to the systems of cubic symmetry, which is relatively easy to deal with (8 - 14). The associated group theoretical analysis is available in the literature (15). The present work examines the problem of the dynamics of a hexagonal close packed (HCP) crystal with a single substitutional defect. It is assumed that the introduction of the impurity does not distort the crystal structure. The calculation which is performed in the classical case assumes nearest neighbour interactions under the harmonic approximation. The effects of the mass change and the force constant change due to the introduction of the impurity are taken into account.

Chapter II deals with the general theory of the problem and discusses the use of the lattice Green's functions. The assumption of nearest neighbour interactions allows the reduction of the problem to a 39 x 39 matrix equation by using the matrix partitioning method (9). Dynamical quantities such as the density of states $\mathcal{N}(\omega)$ at the frequency $\omega$ and the defect amplitude of vibration $|\chi_{\alpha}^{\omega}(\omega,\phi)|$ as a function of normal mode frequencies are introduced in this chapter.

Chapter III discusses the application of group theoretical techniques to the problem and the determination of the normal modes of the impurity cluster. Since the decomposition series for the total representation of an HCP impurity cluster and the basis vectors for the various irreducible representations are not available in the literature, a separate calculation was performed. The results appear in Chapter III and the
details are in Appendix IV.

The equations of motion of the imperfect crystal in the matrix form have been block diagonalized in Chapter IV. It is important to note that the calculations through Chapter IV are performed by assuming very generalized force constant changes which can have noncentral as well as central contributions. A numerical calculation by the substitution of a large number of values for the Green's functions seems possible.

In order to obtain the expressions for the dynamical quantities in a closed analytical form, additional simplifications are necessary. To illustrate this, in Chapter V we make the central force approximation. Due to the lack of equivalence of the x, y, and z axes in an HCP structure, the problem of the defect motion splits into two parts. One part expresses the solutions along the main symmetry axis and the other part corresponds to the axes perpendicular to it.

In order to maintain the continuity of the main text, much of the mathematical details are relegated to appendices.

The last appendix includes the periodic table of elements which indicates elemental crystals with the hexagonal structure.
CHAPTER II

MATHEMATICAL FORMULATION

In this chapter we discuss the general method used for examining the problem of the dynamics of a crystal with a substitutional defect. After considering the equations of motion for a perfect crystal and for the same crystal with a substitutional impurity, we discuss the use of the Green's function techniques and the matrix partitioning method. A brief discussion on the transformation properties of the Green's function and the force constant is included. The nature of the modes of vibration of the imperfect crystal is considered qualitatively in the last section.

I. THE DYNAMICS OF A PERFECT CRYSTAL

Consider an arbitrary host crystal with N unit cells having r atoms per unit cell. The position of the $l^{th}$ unit cell relative to an origin located at some atom is given by:

$$\mathbf{X}(l) = l_1 \mathbf{a}_1 + l_2 \mathbf{a}_2 + l_3 \mathbf{a}_3,$$

(2.1.1)

where $\mathbf{a}_1$, $\mathbf{a}_2$, and $\mathbf{a}_3$ are the three primitive translation vectors of the crystal; and $l_1$, $l_2$ and $l_3$ are integers which will be collectively represented by $l$. The position of the $\kappa^{th}$ atom in the $l^{th}$ unit cell is given by

$$\mathbf{X}(l\kappa) = \mathbf{X}(l) + \mathbf{X}(\kappa), \quad \kappa = 0, 1, \ldots, r-1,$$

(2.1.2)

where $\mathbf{X}(\kappa)$ is the position of the $\kappa^{th}$ atom with respect to the zeroth atom in a unit cell. We shall denote the displacement of the $l\kappa^{th}$ atom at time $t$ from its equilibrium position by $\mathbf{u}(l\kappa, t)$ and the conjugate
momentum by \( \overrightarrow{p} (l\kappa ; t) \). The displacements are assumed to be periodic with the periodicity of the crystal:
\[
\overline{u} (l\kappa ; t) = \overline{u} ( (1 + 1)\kappa ; t).
\] (2.1.3)

The potential energy of the host crystal can be expanded in Taylor's series in terms of the displacements of the atoms from their equilibrium positions:
\[
\Phi = \Phi^0 + \sum_{l\kappa} \Phi^0_{\kappa} (l\kappa) u_{\kappa} (l\kappa) + \frac{1}{2} \sum_{l\kappa \kappa'} \Phi^0_{\kappa\kappa'} (l\kappa; l'\kappa') u_{\kappa} (l\kappa) u_{\kappa'} (l'\kappa') + \text{Higher order terms},
\] (2.1.4)

Where \( \kappa, \rho, \tau \) represent the Cartesian axes \( x, y, \) or \( z \); the superscript zero indicates that the quantity refers to a perfect crystal and the subscript zero indicates that the quantity is evaluated with all the atoms at their equilibrium positions. The coefficients \( \Phi^0_{\kappa} (l\kappa) \) and \( \Phi^0_{\kappa\kappa'} (l\kappa; l'\kappa') \) are defined as:
\[
\Phi^0_{\kappa} (l\kappa) = \left[ \frac{\partial \Phi^0}{\partial u_{\kappa} (l\kappa)} \right]_0, \quad (2.1.5)
\]
\[
\Phi^0_{\kappa\kappa'} (l\kappa; l'\kappa') = \left[ \frac{\partial \Phi^0}{\partial u_{\kappa} (l\kappa) \partial u_{\kappa'} (l'\kappa')} \right]_0. \quad (2.1.6)
\]

Since the choice of \( \Phi^0 \) in Eq. (2.1.4) is arbitrary, it can be taken to be zero; \( \Phi^0 \) vanishes for all \( l\kappa \) because the potential energy \( \Phi \) is minimum when all the atoms are at their respective equilibrium positions. By retaining only \( \Phi^0_{\kappa\kappa'} \) and neglecting all the higher order terms, we write the hamiltonian of the host crystal in the harmonic approximation as
\[
H = \frac{1}{2} \sum_{l\kappa} M_{\kappa} \ddot{u}_{\kappa} (l\kappa; t) + \frac{1}{2} \sum_{l\kappa \kappa'} \Phi^0_{\kappa\kappa'} (l\kappa; l'\kappa') u_{\kappa} (l\kappa) u_{\kappa'} (l'\kappa')
\] (2.1.7)

The coefficients \( \Phi^0_{\kappa\kappa'} \) are called the second order force constants. It is well known that neglecting the higher order terms in Eq. (2.1.4) is equivalent to neglecting the phonon-phonon interactions which lead to
a renormalization and damping of the phonon frequency spectrum obtained in the harmonic approximation. The equation of motion of the $l\kappa$ atom of the perfect crystal follows immediately:

$$M_{\kappa} \ddot{u}_{\kappa} (t) = -\sum_{l\kappa \rho} \Phi_{\kappa \rho} (l\kappa ; l'\kappa') u_{\rho} (l'\kappa'). \tag{2.1.8}$$

We assume a harmonic time dependence for the displacement coordinates:

$$u_{\kappa} (l\kappa; t) = u_{\kappa} (l\kappa) \exp (i \omega t). \tag{2.1.9}$$

This solution implies that all the atoms are vibrating with the same frequency $\omega$ which is called a normal mode frequency. Such solutions are called normal mode solutions. Any arbitrary vibration in the crystal is a superposition of the normal modes. Now Eq. (2.1.8) reduces to the equation of motion for the time independent amplitude $u_{\kappa} (l\kappa)$:

$$\sum_{l'\kappa' \rho} \left[ M_{\kappa} \omega^2 \delta_{l'\kappa'} \delta_{\kappa \rho} - \Phi_{l'\kappa' \rho} \right] u_{\rho} (l'\kappa') = 0. \tag{2.1.10}$$

We can write this equation more compactly in a matrix form:

$$Lu = 0, \tag{2.1.11}$$

where $L$ is a $3N_r \times 3N_r$ matrix with the rows and the columns labelled by the triple index $\{l\kappa \rho \}$. The expression in the braces in Eq. (2.1.10) is the $(l\kappa \alpha ; l'\kappa' \beta)$ element of the matrix $L$. The matrix $u$ is a column vector whose elements are the displacement amplitudes $\{u_{\kappa} (l\kappa)\}$. Eq. (2.1.11) has $3N_r$ solutions which correspond to $3N_r$ normal mode frequencies. All the normal mode frequencies need not be distinct. The degeneracies of the normal mode frequencies need a separate consideration.

Equation (2.1.8) represents a set of $3N_r$ equations and for a crystal, $N$ is infinitely large. This problem of solving infinite numbers of
simultaneous equations can be simplified by using the periodicity of the crystal. The invariance of the potential energy of a crystal under a crystal translation operation lends to the result:* 

\[
\Phi^0_{\alpha \beta} (l \kappa, l' \kappa') = \Phi^0_{\alpha \beta} (l l', \kappa, \kappa') = \Phi^0_{\alpha \beta} (l' \kappa, l \kappa') .
\]

(2.1.12)

If we choose as a solution to Eq. (2.1.8) a function of the form

\[
u_{\alpha} (l \kappa; t) = M_{\kappa}^{1/2} u_{\alpha} (\kappa) \exp \left[ -i \omega t + i \bar{k} \cdot \vec{X} (l) \right],
\]

(2.1.13)

where \( \bar{k} \) is the wave vector and \( u_{\alpha} (\kappa) \) is independent of \( l \), and substitute this expression into Eq. (2.1.8) we find that:

\[
\omega^2 u_{\alpha} (\kappa) = \sum_{\kappa \beta} D^0_{\alpha \beta} (\kappa \kappa') \bar{k} u_{\beta} (\kappa'),
\]

(2.1.14)

where the elements of the matrix \( D^0 (\bar{k}) \), called the Fourier transformed dynamical matrix are given by

\[
D^0_{\alpha \beta} (\kappa \kappa') = (M_{\kappa} M_{\kappa'})^{1/2} \sum_{l'} \Phi^0_{\alpha \beta} (l \kappa, l' \kappa') \exp \left[ -i \bar{k} \cdot (\vec{X} (l') - \vec{X} (l)) \right].
\]

(2.1.15)

We have written the left hand side of Eq. (2.1.15) independent of \( l \) and \( l' \) because as shown in Eq. (2.1.12), \( \Phi^0_{\alpha \beta} (l \kappa, \kappa) \) does not depend on \( l \) and \( l' \) separately.

Thus the problem of the perfect crystal is reduced to a set of \( 3r \) linear homogeneous equations in \( 3r \) unknowns, \( \{ u_{\alpha} (l \kappa) \} \). The condition that equations (2.1.14) have a nontrivial solution is that the determinant of the coefficients vanish:

\[
\begin{vmatrix}
D^0_{\alpha \beta} (\kappa \kappa') | \bar{k} \end{vmatrix} - \omega^2 \delta_{\alpha \beta} \delta_{\kappa \kappa'} = 0 .
\]

(2.1.16)

For each \( \bar{k} \) there are \( 3r \) solutions \( \omega^2_{j} (\bar{k}) \) where \( j = 1, 2, \ldots, 3r \).

*Some important properties of the force constants are discussed in the third section of this chapter.
This shows that the relation
\[ \omega = \omega_j(\overline{\kappa}) \] (2.1.17)
which is known as the dispersion relation has 3\( \pi \) branches labelled by 3\( \pi \) values of \( j \).

Before concluding this section we introduce the Green's function matrix for a perfect crystal:

\[ G_{\kappa \rho} (l_1; l_1', \omega^2) = [I^{-1}_{\kappa \rho}(l_1; l_1'; \omega^2)] \]
\[ = \frac{1}{N(M_{\kappa M_{\kappa'}})^{3/2}} \sum_{k j} \frac{\overline{W}_{\kappa}(k|k_j)\overline{W}_{\kappa'}^*(k'|k_j)}{\omega^2 - \omega_j^2(\overline{\kappa})} \]
\[ \times \exp \left\{ i \overline{k} \cdot \overline{X}(l_1) - i \overline{X}(l_1') \right\}, \] (2.1.18)

where \( \overline{W}(\kappa|k_j) \) is the polarization vector of the \( \kappa \)th atom participating in the normal mode characterized by the wave vector \( \overline{k} \) and the phonon branch index \( j \). The allowed \( \overline{k} \) values are determined by the boundary conditions and the sum is taken over the first Brillouin zone. The Green's function satisfies the same boundary conditions as \( \{ u_{\kappa}(l_1) \} \).

The definition of \( G_{\kappa \rho} (l_1; l_1', \omega^2) \) can be written as

\[ \sum_{l_2 \kappa l_3 \rho} L_{\kappa \rho}(l_1 \kappa_1; l_2 \kappa_2; \omega^2) G_{l_2 \kappa l_3}(l_2 \kappa_2; l_3 \kappa_3; \omega^2) = \delta_{\lambda \gamma} \delta_{l_1 l_3} \delta_{l_2 \kappa_2} \delta_{\kappa_1 \kappa_3}. \] (2.1.19)

Substituting the expression for \( L_{\kappa \rho} \) from Eq. (2.1.10) and rearranging, we obtain a summation relation for the elements of the Green's function matrix:
II. THE DYNAMICS OF A CRYSTAL WITH A SUBSTITUTIONAL DEFECT

If one of the atoms in the host crystal considered in the first section is replaced by an impurity atom, we can rewrite the Eqs. (2.1.4) to (2.1.11) for this perturbed crystal by dropping out the superscript zero. The equations of motion of the time independent amplitudes of the atoms of the perturbed crystal can be written in the form:

\[ \sum_{\mathbf{L} \kappa, \rho} \Phi_{\kappa \rho}^{\vartheta} (l_1, \kappa_1; l_2, \kappa_2) G_{\rho \tau} (l_2, \kappa_2; l_3, \kappa_3; \omega^2) \]

\[ = - \delta_{\chi \gamma} \frac{1}{N} \sum_{\mathbf{k}} \exp \left\{ i \mathbf{k} \cdot \left[ \mathbf{X} (l_1, \kappa_1) - \mathbf{X} (l_3, \kappa_3) \right] \right\} \]

\[ + M \omega^2 G_{\kappa \beta} (l_1, \kappa_1; l_3, \kappa_3; \omega^2) \].

(2.1.20)

The equations of motion of the time independent amplitudes of the atoms of the perturbed crystal can be written in the form:

\[ \sum_{\mathbf{L} \kappa, \rho} \left[ M_{1 \kappa} \omega^2 \delta_{\mathbf{L} \kappa} \delta_{\kappa \kappa'} \delta_{\kappa \rho} \Phi_{\kappa \rho}^{\vartheta} (l_1, \kappa_1; l_1, \kappa_1') \right] u_{\rho} (l_1, \kappa_1') = 0, \]

(2.2.1)

where \( M_{1 \kappa} \) is the mass of the atom at the site \( l_1, \kappa \) and \( \Phi_{\kappa \rho}^{\vartheta} \) are the atomic force constants for the perturbed crystal. We can write Eq. (2.2.1) in a more compact form:

\[ (\mathbf{L} - \mathcal{D} \mathbf{L}) \mathbf{U} = 0, \]

(2.2.2)

where \( \mathcal{D} \mathbf{L} \) describes the effects of the presence of the impurity on the crystal. The elements of the matrix \( \mathcal{D} \mathbf{L} \) are:

\[ \mathcal{D} \mathbf{L}_{\kappa \rho} (l_1, \kappa; l_1', \kappa') = \left[ \omega^2 (M_{\kappa} - M_{1 \kappa}) \delta_{\mathbf{L} \kappa} \delta_{\kappa \kappa'} \delta_{\kappa \rho} \right] \]

\[ + \left[ \Phi_{\kappa \rho}^{\vartheta} (l_1, \kappa; l_1', \kappa') - \Phi_{\kappa \rho}^{\vartheta} (l_1, \kappa; l_1, \kappa') \right] \]

\[ = \left[ \varepsilon M_{\kappa} \omega^2 \delta_{\mathbf{L} \kappa} \delta_{\kappa \kappa'} \delta_{\kappa \rho} \right] - \left[ \lambda_{\kappa \rho} (l_1, \kappa; l_1', \kappa') \Phi_{\kappa \rho}^{\vartheta} (l_1, \kappa; l_1', \kappa') \right]. \]

(2.2.3)
We have introduced the mass change parameter $\epsilon$ and the force constant change parameter $\lambda_{\kappa\beta}$, which are defined as:

$$\epsilon = \left[ M_\kappa - M_{1\kappa} \right] / M_\kappa , \quad (2.2.4)$$

$$\lambda_{\kappa\beta}(1\kappa ; l'\kappa') = 1 - \left[ \Phi_{\kappa\beta}(1\kappa ; l'\kappa') / \Phi_{\kappa\beta}^0(1\kappa ; l'\kappa') \right] . \quad (2.2.5)$$

The condition for solvability for the system of equations given by Eq. (2.2.2) is

$$| L - \delta L | = 0 , \quad (2.2.6)$$

the solutions of which are the normal mode frequencies $\{ \omega_s \}$ of the perturbed crystal. The determinant in Eq. (2.2.6) has infinite dimensionality for very large $N$. For reducing the problem to a reasonable size one assumes nearest neighbour interactions. According to this assumption, the presence of an impurity is felt only by its nearest neighbours. In this approximation

$$\delta L_{\kappa\beta}(1\kappa ; l\kappa ; \omega^2) \neq 0 \text{ if } 1\kappa \text{ refers to the impurity and its nearest neighbours},$$

$$\delta L_{\kappa\beta}(1\kappa ; l'\kappa' ; \omega^2) \neq 0 \text{ when one of the sites } (1\kappa) \text{ and } (l'\kappa') \text{ refers to the defect and the other refers to a nearest neighbour},$$

$$\delta L_{\kappa\beta}(1\kappa ; l'\kappa' ; \omega^2) = 0 \text{ otherwise}.$$ 

For a crystal with coordination number $z$, the number of nonzero elements will be $(3z + 1)$.

By using the definition of the pure crystal Green's function given in Eq. (2.1.18), we rewrite Eq. (2.2.2) as

$$(I - G^0 \delta L) U = 0 . \quad (2.2.7)$$

This is a $3Nr$ dimensional equation. We use the matrix partitioning
method introduced by Lehmann and De Wames (9). Under the assumption of nearest neighbour interactions, by suitable labelling of the rows and the columns, \( \delta L \) can be written in the partitioned form:

\[
\delta L = \begin{bmatrix} \delta L & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{bmatrix},
\]

(2.2.8)

where \( \delta L \) is a \( 3(z + 1) \times 3(z + 1) \) submatrix whose rows and columns are labelled by the indices \((l_\kappa < \kappa)\) and \((l' \kappa' \rho')\) of the impurity site and its nearest neighbours. The subspace spanned by the nonzero part of \( \delta L \) will be called "the subspace of \( \delta L \)" in the discussion which follows. Similarly we can partition the matrices \( G^0 \) and \( U \) as:

\[
G^0 = \begin{bmatrix} g & G^0_{12} \\ \vdots & \ddots \end{bmatrix}, \quad U = \begin{bmatrix} u_1 \\ \vdots \\ u_2 \end{bmatrix},
\]

(2.2.9)

where \( g \) and \( u_1 \) are in the subspace of \( \delta L \). The column vector \( u_2 \) includes the displacements of the atoms in the cluster formed by the impurity atom and its nearest neighbours. This will be referred to as the impurity cluster. The substitution of Eqs. (2.2.8) and (2.2.9) in Eq. (2.2.7) gives:

\[
u_1 = g \delta L u_1, \quad \tag{2.2.10}
\]

\[
u_2 = G^0_{21} \delta L u_1. \quad \tag{2.2.11}
\]

Eq. (2.2.10) describes the motion of the impurity cluster and Eq. (2.2.11) describes the motion of the rest of the crystal. The condition for Eq. (2.2.10) to have nontrivial solutions is:

\[
\Delta (\omega^2) = \left| I - g \delta L \right| = 0. \quad \tag{2.2.12}
\]
The solutions of this equation give the normal mode frequencies of the impurity cluster. It can be shown that these are the only normal modes which are perturbed by the introduction of the impurity (17). The study of the dynamics of the perturbed crystal mainly concerns the perturbed modes. Hence in the remaining part of this work we shall be interested in Eq. (2.2.12).

Before concluding this section we introduce some dynamical quantities.

We define the frequency distribution function $\nu(\omega)$ by the relation (18).

$$\nu(\omega) \, d\omega = \lim_{N \to \infty} \frac{\mathcal{N}(\omega) \, d\omega}{N}, \quad (2.2.13)$$

where $\mathcal{N}(\omega) \, d\omega$ is the number of modes in the interval $(\omega, \omega + d\omega)$. The frequency distribution function is sometimes called the density of states function and fulfills the normalization condition

$$\int_0^\infty \nu(\omega) \, d\omega = 3\pi. \quad (2.2.14)$$

The concept of the frequency spectrum $N(\omega^2)$ is sometimes very useful.* It is defined in such a way that $N(\omega^2) \, d\omega^2$ is the fraction of the normal modes whose squared frequencies lie in the interval $(\omega^2, \omega^2 + d\omega^2)$ in the limit as $d\omega^2$ tends to zero (4). The spectrum $N(\omega^2)$ is related to the distribution function $\nu(\omega)$ by the relation

$$\nu(\omega) = 2\omega N(\omega^2). \quad (2.2.15)$$

*The standard notation for the density of states function and the frequency spectrum is $g(\omega)$ and $G(\omega^2)$ respectively. We have used the notation $\nu(\omega)$ and $N(\omega^2)$ to avoid confusion between these functions and the Green's functions.
The frequency spectrum can be expressed as

\[ N(\omega^2) = (1/3 \, \text{Nr}) \sum_s \delta(\omega^2 - \omega_s^2), \]  

(2.2.16)

where the summation is taken over all the normal mode frequencies.

It can be shown that the change in the frequency spectrum due to the introduction of an impurity atom is given by:

\[ N(\omega^2) = N(\omega^2) - N^0(\omega^2) \]

\[ = (1/3 \, \text{Nr} \, \pi) \text{Im} \frac{d}{d\omega^2} \left[ \ln \Delta(\omega^2 - i\alpha) \right], \]

(2.2.17a)

where \( \Delta(\omega^2) \) is defined in Eq. (2.2.12) and \( \omega \) lies in the frequencies accessible to the normal modes of the perfect crystal. The frequency spectrum of the perturbed crystal has a \( \delta \)-function character when localized modes are present. The change in the frequency spectrum in this case is given by

\[ \Delta N(\omega^2) = (1/3 \, \text{Nr}) \sum_s' \left[ \delta(\omega^2 - \omega_s^2) - \delta(\omega^2 - \omega_{sL}^2) \right] \]

(2.2.17b)

where the prime on the sum means that the sum extends over the localized modes only, degenerate modes being counted as many times as they occur, and \( \omega_{sL} \) is the frequency of the band edge into which the localized modes return as the perturbation due to the impurity atom tends to zero.

From the definition of the Green's function for the perfect lattice given in Eq. (2.1.18) we obtain

\[ G_{\alpha\beta}^0(o;\omega^2) = \frac{1}{NM} \sum_{k,j} W_{\alpha\beta}^* (o | \vec{k}_j) \frac{W_{\alpha\beta} (o | \vec{k}_j)}{\omega^2 - \omega_j^2 (\vec{k})}. \]

(2.2.18)
For cubic systems for which the three co-ordinate axes are equivalent, after summation over \( \kappa \), above equation reduces to

\[
\text{Im} \, G_{xx}^0 (0; 0; \omega^2) = \frac{\pi}{M} N_0 (\omega^2),
\]

(2.2.19)

In case of an HCP crystal we can not write such a relation since the co-ordinate axes are not equivalent.

The Green's function matrix for the perturbed crystal can be written as

\[
G = (L - \delta L)^{-1}
\]

\[
= (1 - G^0 \delta L)^{-1} G^0.
\]

(2.2.20)

The Green's function for the perturbed crystal is related to the amplitude of vibration \( |\chi_{\kappa}^2 (0; \omega^2)| \) of the defect atom vibrating in the perturbed mode \( \omega \) in the direction \( \kappa \) through the relation (13,22):

\[
\text{Im} \, G_{\kappa \kappa} (0; 0; \omega^2) = 3MN \left| \chi_{\kappa}^2 (0; \omega^2) \right| \text{Im} \, g_{\kappa \kappa} (0; 0; \omega^2),
\]

(2.2.21)

from which we obtain

\[
\left| \chi_{\kappa}^2 (0; \omega^2) \right| = \frac{\text{Im} \, G_{\kappa \kappa} (0; 0; \omega^2)}{3MN \, \text{Im} \, g_{\kappa \kappa} (0; 0; \omega^2)}.
\]

(2.2.22)

The mean square displacement \( \langle u_{\kappa}^2 (0) \rangle \) of the defect which is very important in Mössbauer studies is related to \( |\chi_{\kappa}^2 (0; \omega^2)| \).

It can be shown that (22):

\[
\langle u_{\kappa}^2 (0) \rangle = \frac{3 \hbar MN}{\pi} \int_{0}^{\infty} d\omega \coth \left( \frac{1}{2} \frac{\hbar}{k_B} \omega \right) \left| \chi_{\kappa}^2 (0; \omega^2) \right| \text{Im} \, g_{\kappa \kappa} (0; 0; \omega^2)
\]

(2.2.23)

The matrices on the right hand side of Eq. (2.2.20) can be obtained in terms of the linearly independent elements of \( G^0 \) and \( \delta L \). The inverse of the matrix \((1 - G^0 \delta L)\) can be obtained after making the
nearest neighbour approximation and subsequent block diagonalization of the submatrix \((1 - g S)\). The results of the calculations which we have presented in the following chapters can be used in Eqs. (2.2.22) and (2.2.23).

III. TRANSFORMATION PROPERTIES OF \(\Phi, S_L, AND G\)

The matrices \(\Phi, S_L\) and \(G\) are not explicitly known. The properties of these matrices which are useful in reducing the number of independent matrix elements are summarized in this section (4).

The atomic force constants are symmetric in their arguments:

\[
\Phi^0_{\kappa \rho} (l_0; l_0') = \Phi^0_{\rho \kappa} (l_0'; l_0). \tag{2.3.1}
\]

The invariance of the force on an atom against a rigid body translation of the crystal leads to the condition:

\[
\sum_{l_0'} \Phi^0_{\kappa \rho} (l_0; l_0') = 0. \tag{2.3.2}
\]

The invariance of potential energy against an infinitesimal rigid body rotation of the crystal results in the condition:

\[
\sum_{l_0'} \left\{ \Phi^0_{\kappa \rho} (l_0; l_0') X_{\rho} (l_0') \right\} = \sum_{l_0'} \left\{ \Phi^0_{\kappa \gamma} (l_0; l_0') X_{\rho} (l_0') \right\}. \tag{2.3.3}
\]

The three conditions in Eqs. (2.3.1) to (2.3.3) do not depend on the periodicity of the lattice. They are the basic property of a system of particles with the potential energy expressible as a quadratic function of the displacements of the particles from the equilibrium positions. Hence they are also valid for a crystal with a point defect.
For a perfect crystal in which the atomic displacements satisfy the periodic boundary conditions, the invariance of the crystal under a rigid body displacement through one of its translation vector requires that

$$\Phi^0_{\kappa \rho} (l \kappa ; l' \kappa')$$ should depend on the difference between $l$ and $l'$:

$$\Phi^0_{\kappa \rho} (l \kappa ; l' \kappa') = \Phi^0_{\kappa \rho} (l-l' \kappa ; 0 \kappa') = \Phi^0_{\kappa \rho} (0 \kappa ; (l-l) \kappa').$$  \hspace{1cm} (2.3.4)

The most important property of the force constants $\Phi^0_{\kappa \rho} (l \kappa ; l' \kappa')$ is the way in which they transform under an operation of the space group of the crystal. The most general transformation is denoted by the symbol $(S \vec{t})$, where $S$ is the $3 \times 3$ matrix representation of a real orthogonal transformation, a proper or improper rotation, while $\vec{t}$ is a vector through which the crystal is translated. When $\vec{t}$ is a crystal translation vector, the group of operations is called "symmorphic". When $\vec{t}$ is a fraction of a crystal translation vector, the group is called "nonsymmorphic". The fractional translations are associated with screw axes or glide planes. If a space group operation $(S \vec{t})$ takes the atom at the site $(l \kappa)$ to an equivalent site $(L \kappa)$, we can express the operation as:

$$X (L \kappa) = (S \vec{t}) X (l \kappa) = S X (l \kappa) + \vec{t}. \hspace{1cm} (2.3.5)$$

In the following discussion we shall adopt the convention that the small letter $(l \kappa)$ will denote the initial position of the atom and the capital letters $(L \kappa)$ will represent the final position of the same atom after the symmetry operation under consideration. Equation (2.3.5) can be written in the component form:

$$X_{\kappa} (L \kappa) = \sum_{\rho} S_{\kappa \rho} X_{\rho} (l \kappa) + \vec{t}. \hspace{1cm} (2.3.6)$$

The invariance of the potential energy of a perfect crystal under the
space group operation \((S| t)\) yields the law of transformation for the atomic force constants:

\[
\Phi^0_{\alpha\beta} (l_1 \kappa_1; l_2 \kappa_2) = \sum_{p_1 p_2} S_{\alpha p_1} S_{\beta p_2} \Phi^\circ (l_1 \kappa_1; l_2 \kappa_2), \tag{2.3.7a}
\]

which can be written in a matrix form

\[
\Phi^\circ (l_1 \kappa_1; l_2 \kappa_2) = S \Phi (l_1 \kappa_1; l_2 \kappa_2) S^T, \tag{2.3.7b}
\]

where all the matrices are \(3 \times 3\) and \(S^T\) is the transpose of \(S\). We note that apart from a possible interchange of sublattices the force constants transform as the components of a second rank tensor.

For a crystal with a single substitutional impurity, the functional form of the atomic interactions remains the same as that for the atoms in the perfect crystal. Hence the functional forms of the total potential energy \(\Phi\) and the atomic force constants \(\Phi_{\alpha\beta}\) in the perturbed case are the same as those for the perfect crystal. The only difference we have to note while dealing with the perturbed crystal is the loss of the translational symmetry. In this case we have to use the point group operations \((S|0)\) which keep the defect atom unshifted. Hence the Eqs. (2.3.1) to (2.3.7) can be rewritten for the perturbed crystal by removing the superscript zero and remembering that we are using the point group operations:

\[
\Phi_{\alpha\beta} (l \kappa, l' \kappa') = \bar{\Phi}_{\alpha\beta} (l' \kappa', l \kappa), \tag{2.3.8}
\]

\[
\sum_{l' \kappa'} \Phi_{\alpha\beta} (l \kappa, l' \kappa') = 0, \tag{2.3.9}
\]

\[
\sum_{l' \kappa'} \bar{\Phi}_{\alpha\beta} (l \kappa, l' \kappa') X_{l'} (l' \kappa') = \sum_{l' \kappa'} \bar{\Phi}_{\alpha\beta} (l \kappa, l' \kappa') X_{l'} (l' \kappa'), \tag{2.3.10}
\]
\[ \Phi (\kappa_1; \kappa_2; L_1 K_1; L_2 K_2) = \sum_{\rho_1, \rho_2} S_{\rho_1} S_{\rho_2} \rho_1 \rho_2 (\kappa_1; \kappa_2) \]  
\[ (2.3.11) \]

\[ \Phi (L_1 K_1; L_2 K_2) = \Phi (\kappa_1; \kappa_2) S^T \]  
\[ (2.3.12) \]

From the form of \( \delta L \) in Eq. (2.2.3) it follows that \( \delta L \alpha \beta \) satisfies the transformation law:

\[ L (\kappa_1; \kappa_2; L_1 K_1; L_2 K_2) = \sum_{\rho_1, \rho_2} S_{\rho_1} S_{\rho_2} \rho_1 \rho_2 (\kappa_1; \kappa_2), \]  
\[ (2.3.13) \]

which can be written in a matrix form as:

\[ L (L_1 K_1; L_2 K_2) = \delta L (\kappa_1; \kappa_2) S^T. \]  
\[ (2.3.14) \]

It can be shown that the Green's functions for a perfect crystal transform according to the law (4)

\[ G^0 (\kappa_1; \kappa_2; L_1 K_1; L_2 K_2; \omega^2) = \sum_{\rho_1, \rho_2} S_{\rho_1} S_{\rho_2} \rho_1 \rho_2 (\kappa_1; \kappa_2; \omega^2), \]  
\[ (2.3.15) \]

which can be written in a compact form as:

\[ G^0 (L_1 K_1; L_2 K_2; \omega^2) = S G^0 (\kappa_1; \kappa_2; \omega^2) S^T. \]  
\[ (2.3.15) \]

For obtaining the solutions to Eq. (2.2.12) we must have the matrices \( g \) and \( S \) which are submatrices of \( G^0 \) and \( \delta L \). By using the transformation laws discussed above, we can determine the elements of \( g \) and \( \delta L \) in terms of their respective linearly independent elements. Appendix III illustrates the use of the transformation laws.
IV. THE NATURE OF VIBRATIONS OF THE PERTURBED CRYSTAL

In this section we shall briefly comment on the nature of the solutions to Eqs. (2.2.10). The mathematical verification of the various statements is beyond the scope of this presentation because of the limitations of the theoretical background developed up to this point in this chapter.

The displacement amplitudes for atoms vibrating in a perturbed mode whose frequency lies above the maximum frequency of the unperturbed crystal or in a gap in its frequency spectrum decay faster than exponentially with increasing distance from the impurity atom. For this reason such modes are called localized modes. If the frequency of a localized mode lies in a gap in the frequency spectrum of the host crystal, the mode is referred to as a gap mode. The rate of decay of the displacement amplitude is larger when the frequency of the localized mode \( \omega \) is at a greater distance from the band edge. In general, it is found that localized modes do not exist for arbitrary changes in the mass and the force constants associated with the impurity atom. Their occurrence depends on the detailed magnitudes of the changes of the mass and the force constants. In the case of an isotopic impurity where one can assume no changes of force constants, localized modes occur if the mass of the impurity atom is less than that of the host atom it substitutes by a critical amount \( (4) \). One can understand localized modes easily by using the analogy with a filter. The crystal may be looked upon as a filter with pass bands consisting of the allowed frequencies of the host crystal. If the defect has a characteristic vibration which is not in the pass band, then the disturbance will
not propagate through the crystal but will exist at the impurity site as a spatially localized mode.

If the frequency of a normal mode of the perturbed crystal lies in the range of frequencies of the normal modes of the host crystal, then such mode of the perturbed crystal will have the character of ordinary wave-like band modes many atomic distances from the defect. Near the defect the amplitude will be enhanced or attenuated depending on the nature of the changes of the mass and the force constants. Those modes with the enhancement of the amplitude near the defect are called resonance modes.

It should be noted that without knowledge of the force constant changes and the mass change one can not predict the occurrence of localized or resonance modes. Equation (2.2.12) simply gives the normal modes perturbed by the introduction of the impurity; in this case the nature of these modes must be investigated experimentally.
CHAPTER III

AN HCP CRYSTAL WITH A DEFECT

Before making use of the formulation developed in the first chapter, we discuss the symmetry properties of an HCP crystal with a substitutional defect and obtain the normal modes perturbed by the introduction of the impurity with their degeneracies. Then we select the symmetry adapted linear combinations of the displacement amplitudes (SALC's) for each irreducible representation of the point group $D_{3h}$ which is the symmetry group of the cluster. This is the starting point for obtaining the solutions of Eq. (2.2.12). The notation and the group theoretical techniques used in this chapter can be found in any standard textbook on group theory (19-21).

I. DETERMINATION OF NORMAL MODES

In order to determine the symmetries of the normal modes which are perturbed by the introduction of the impurity, we consider the cluster formed by the impurity atom and its nearest neighbours and develop a representation of the point group of the cluster. In earlier chapter we referred to this as the impurity cluster. The term "quasi-molecule" is also used for the cluster. A crystal with one impurity is a highly idealized picture. A real crystal has many such impurity clusters, separated by several atomic distances so that they can be treated independent of each other.
Figure 1 shows the impurity cluster in an HCP crystal. The impurity atom is taken as the origin. The site indices $\{1^k\}$ used in the first chapter take values 0 to 12. The system of axes is such that the projections of the atoms 8 and 11 on the yz plane lie on the z axis (Figure 2). This cluster has $D_{3h}$ symmetry. The symmetry operations of this group are listed in Table I and they are indicated in Figure 3.

We make use of the 39 cartesian displacement coordinates $\{u_{\kappa}(n)\}$ of the atoms of the impurity cluster as the basis for the total representation $\Gamma_{HCP}$ of the point group $D_{3h}$. The site index (n) replaces $(1^k)$ used in Chapter II and takes values 0 to 12. If $U$ denotes the column vector formed by the Cartesian displacement coordinates $\{u_{\kappa}(n)\}$ and $U'$ denotes the same vector after the crystal has been subjected to a symmetry operation $S$ of the point group $D_{3h}$, then $\Gamma_{HCP}(S)$ defined below is the representation of $S$ in the 39 dimensional basis:

$$U' = \Gamma_{HCP}(S) U$$

(3.1.1)

Instead of the matrix form of $\Gamma_{HCP}(S)$ we are interested in the character $\chi_{HCP}(S)$ which is important in group theoretical techniques. The atoms which remain unshifted under the operation $S$ contribute to the diagonal terms of $\Gamma_{HCP}(S)$ and hence to the character $\chi_{HCP}(S)$. Table II summarizes the work done for determining the character system of the total representation. The total representation can be decomposed into the irreducible representations of the point group $D_{3h}$ by using the decomposition formula:

$$a_j = \frac{1}{h} \sum_S \chi^{(j)}(S) \ast \chi_{HCP}(S),$$

(3.1.2)
Figure 1. Impurity cluster in an hcp crystal.
Figure 2. Impurity cluster viewed along the main symmetry axis.
<table>
<thead>
<tr>
<th>Number</th>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>E</td>
<td>Identity</td>
</tr>
<tr>
<td>2, 3</td>
<td>$C_3; C_3^{-1}$</td>
<td>Rotations by $2\pi/3$ about the z axis;</td>
</tr>
<tr>
<td>4</td>
<td>$C_2'$ (1)</td>
<td>Rotation by $\pi$ about the y axis;</td>
</tr>
<tr>
<td>5</td>
<td>$C_2''(2)$</td>
<td>Rotation by $\pi$ about the axis deduced from the y axis by $C_3$;</td>
</tr>
<tr>
<td>6</td>
<td>$C_2''(3)$</td>
<td>Rotation by $\pi$ about the axis deduced from the y axis by $C_3^{-1}$;</td>
</tr>
<tr>
<td>7</td>
<td>$\sigma_h$</td>
<td>Reflection in the yz plane;</td>
</tr>
<tr>
<td>8, 9</td>
<td>$S_3, S_3^{-1}$</td>
<td>$C_3$ and $C_3^{-1}$ followed by $\sigma_h$ respectively;</td>
</tr>
<tr>
<td>10</td>
<td>$\sigma_x(1)$</td>
<td>Reflection in the zx plane;</td>
</tr>
<tr>
<td>11</td>
<td>$\sigma_x(2)$</td>
<td>Reflection in the plane deduced from the zx plane by $C_3$;</td>
</tr>
<tr>
<td>12</td>
<td>$\sigma_x(3)$</td>
<td>Reflection in the plane deduced from the zx plane by $C_3^{-1}$;</td>
</tr>
</tbody>
</table>
Figure 3. Symmetry operations of the point group $D_{3h}$.
<table>
<thead>
<tr>
<th>Class</th>
<th>Symmetry Operation $R$</th>
<th>Atom Sites invariant under $R$</th>
<th>Atom Sites variant under $R$ initial site</th>
<th>Atom Sites variant under $R$ final site after $R$</th>
<th>Character $\text{HCP}(R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{C}_1$</td>
<td>$E$</td>
<td>All atom sites invariant</td>
<td>-</td>
<td>-</td>
<td>39</td>
</tr>
<tr>
<td>$\mathcal{C}_2$</td>
<td>$C_3$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6$</td>
<td>$3, 4, 5, 6, 1, 2, 8, 9, 7, 11, 12, 10$</td>
<td>0</td>
</tr>
<tr>
<td>$\mathcal{C}_2$</td>
<td>$C_3^{-1}$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6$</td>
<td>$5, 6, 1, 2, 3, 4$</td>
<td>0</td>
</tr>
<tr>
<td>$\mathcal{C}_3$</td>
<td>$C_2^*(1)$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6$</td>
<td>$6, 5, 4, 3, 2, 1, 12, 11, 10, 9, 8, 7$</td>
<td>-1</td>
</tr>
<tr>
<td>$\mathcal{C}_3$</td>
<td>$C_2^*(2)$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6$</td>
<td>$4, 3, 2, 1, 6, 5$</td>
<td>-1</td>
</tr>
<tr>
<td>$\mathcal{C}_3$</td>
<td>$C_2^*(3)$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6$</td>
<td>$2, 1, 6, 5, 4, 3$</td>
<td>-1</td>
</tr>
<tr>
<td>$\mathcal{C}_4$</td>
<td>$S_4$</td>
<td>$0, 1, 2, 3, 4, 5, 6$</td>
<td>-</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>$\mathcal{C}_5$</td>
<td>$S_3$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6$</td>
<td>$3, 4, 5, 6, 1, 2, 11, 12, 10, 8, 9, 7$</td>
<td>-2</td>
</tr>
<tr>
<td>Class</td>
<td>Symmetry Operation $R$</td>
<td>Atom Sites invariant Under $R$</td>
<td>Atom Sites variant under $R$ initial site</td>
<td>Final site after $R$</td>
<td>Character $\mathrm{HCP}^{(R)}$</td>
</tr>
<tr>
<td>-------</td>
<td>------------------------</td>
<td>-------------------------------</td>
<td>------------------------------------------</td>
<td>----------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>$\mathbb{C}_5$ (cont.)</td>
<td>$S_3^{-1}$</td>
<td>0</td>
<td>$1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12$</td>
<td>$5, 6, 1, 2, 3, 4, 12, 10, 11, 9, 7, 8$</td>
<td>- 2</td>
</tr>
<tr>
<td>$\mathbb{C}_6$</td>
<td>(1)</td>
<td>0, 8, 11</td>
<td>$1, 2, 3, 4, 5, 6, 7, 9, 10, 12$</td>
<td>$6, 5, 4, 3, 2, 1, 9, 7, 12, 10$</td>
<td>3</td>
</tr>
<tr>
<td>$\mathbb{C}_6$</td>
<td>(2)</td>
<td>0, 9, 12</td>
<td>$1, 2, 3, 4, 5, 6, 7, 8, 10, 12$</td>
<td>$4, 3, 2, 1, 6, 5, 8, 7, 11, 10$</td>
<td>3</td>
</tr>
<tr>
<td>$\mathbb{C}_6$</td>
<td>(3)</td>
<td>0, 7, 10</td>
<td>$1, 2, 3, 4, 5, 6, 8, 9, 11, 12$</td>
<td>$2, 1, 6, 5, 4, 3, 9, 8, 12, 11$</td>
<td>3</td>
</tr>
</tbody>
</table>
where \(a_j\) is the number of times the irreducible representation \(r^{(j)}\) appears in the reducible representation \(r_{\text{HCP}}\), \(h\) is the number of elements in the group, \(\chi_{\text{HCP}}(S)\) is the character of the total representation of the operation \(S\), and \(\chi^{(j)}(S)\) is the character of the \(j\)th irreducible representation of the same operation \(S\). Table III gives the character system for the point group \(D_{3h}\) in which the last column gives the number \(a_j\).

Now the decomposition of \(r_{\text{HCP}}\) into the irreducible representations of the point group \(D_{3h}\) can be written as:

\[
\begin{align*}
\Gamma_{\text{HCP}} &= 4A'_1 + 3A'_2 + 2A''_1 + 4A''_2 + 8E' + 5E''.
\end{align*}
\] (3.1.3)

In the above decomposition \(A\)'s correspond to nondegenerate normal modes of the cluster and \(E\)'s which are two dimensional irreducible representations correspond to doubly degenerate normal modes of the cluster. In molecular vibrations, the conservation of the linear momentum and the angular momentum of the molecule requires that the modes which represent rigid body translation or rigid body rotation be removed from the decomposition series. The impurity cluster which we are considering is embodied in a crystal and hence its linear momentum and the angular momentum need not be conserved. Hence as the part of a vibration of the crystal this cluster can have normal modes of vibration which may appear to be rigid body translation or rigid body rotation. For this reason all the normal modes in Eq. (3.1.3) will be retained.

II. THE DEFECT MOTION

In the study of the dynamics of crystals with substitutional impurities, particularly in Mössbauer effect, the motion of the impurity atom
<table>
<thead>
<tr>
<th>Class</th>
<th>E</th>
<th>$\sigma_h$</th>
<th>$2C_3$</th>
<th>$2S_3$</th>
<th>$3C_2''$</th>
<th>$3\sigma_v$</th>
<th>$a_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A'$_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>A'$_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>3</td>
</tr>
<tr>
<td>A''$_1$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>A''$_2$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>E'</td>
<td>2</td>
<td>2</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>E''</td>
<td>2</td>
<td>-2</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>$\Gamma_{HCP}$</td>
<td>39</td>
<td>7</td>
<td>0</td>
<td>-2</td>
<td>-1</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>
is very important. For identifying the modes in which the defect atom participates, we use the projection operator $P^{(j)}$ for the $j^{th}$ irreducible representation as:

$$P^{(j)} = \left[ \frac{1}{l_j} \right] \sum_R \chi^{(j)}(R) P_R,$$  \hspace{1cm} (3.2.1)

where $l_j$ is the dimensionality of the $j^{th}$ irreducible representation, 

$\{ \chi^{(j)}(R) \}$ is the character system of the $j^{th}$ irreducible representation.

$P_R$ is the active symmetry operator* of the operation $R$. From an arbitrary function $\psi$ the operator $P^{(j)}$ projects that part which transforms according to the $j^{th}$ irreducible representation. In other words, from an arbitrary function $\psi$, $P^{(j)}$ projects that part which belongs to the $j^{th}$ irreducible representation. We set up the projection operators for the irreducible representations of the point group $D_{3h}$ and operate on the displacement coordinates $u_x(0)$, $u_y(0)$, and $u_z(0)$ of the defect.

The results are listed below:

$$P^{(j)}u_\alpha(0) = 0 \text{ for } \alpha = x, y \text{ or } z, \text{ and } j = A_1', A_2', A''_1, \text{ or } E', (3.2.2a)$$

$$P^{(j)}u_x(0) = u_x(0), \hspace{1cm} (3.2.2b)$$

$$P^{(j)}u_y(0) = P^{(j)}u_z(0) = 0, \hspace{1cm} (3.2.2c)$$

$$P^{(j)}u_x(0) = 0, \hspace{1cm} (3.2.2d)$$

$$P^{(j)}u_y(0) = u_y(0), \text{ and } P^{(j)}u_z(0) = u_z(0). \hspace{1cm} (3.2.2e)$$

*An active operator $P_R$ performs the symmetry operation $R$ on the crystal keeping the system of axes fixed. These operators are distinguished from the passive operators which rotate the coordinate axes in the reverse direction, keeping the crystal fixed.
Equation (3.2.2a) implies that the defect atom does not move in the normal modes $A'_1$, $A'_2$, $A''_1$, and $E''$. Equations (3.2.2b) to (3.2.2e) indicate that the defect vibrates along $x$ axis in $A''_2$ modes and in the $yz$ plane in $E'$ modes. Since $A''_2$ appears 4 times and $E'$ appears 8 times in the decomposition series in Eq. (3.1.3), there are four non-degenerate modes and eight doubly degenerate modes in which the impurity participates.

The solutions of Eq. (2.2.10) should give the normal modes which appear in the decomposition series in Eq. (3.1.3). Since we are interested in the motion of the impurity, we want to solve that part of Eq. (2.2.10) which gives 4 $A''_2$ modes and 8 $E'$ modes. It needs block diagonalization of Eq. (2.2.10):

\[
\begin{bmatrix}
    u_{A''_2} \\
    u_{E'_{11}} \\
    u_{E'_{22}} \\
    u_R
\end{bmatrix} =
\begin{bmatrix}
    g_{A''_2} & 0 & 0 & 0 \\
    0 & g_{E'_{11}} & 0 & 0 \\
    0 & 0 & g_{E'_{22}} & 0 \\
    0 & 0 & 0 & g_R
\end{bmatrix}
\begin{bmatrix}
    \delta_{1A''_2} & 0 & 0 & 0 \\
    0 & \delta_{1E'_{11}} & 0 & 0 \\
    0 & 0 & \delta_{1E'_{22}} & 0 \\
    0 & 0 & 0 & \delta_{1R}
\end{bmatrix}
\begin{bmatrix}
    u_{A''_2} \\
    u_{E'_{11}} \\
    u_{E'_{22}} \\
    u_R
\end{bmatrix},
\]

(3.2.3)

where the subscript $A''_2$ indicates 4-dimensional block, $E'_{11}$ and $E'_{22}$ indicate two 8-dimensional blocks, and $R$ indicates remaining part.

From Eq. (3.2.3) we write the equations which are of interest to us:

\[
\begin{align*}
    u_{A''_2} &= g_{A''_2} \delta_{1A''_2} u_{A''_2}, \tag{3.2.4} \\
    u_{E'_{11}} &= g_{E'_{11}} \delta_{1E'_{11}} u_{E'_{11}}, \tag{3.2.5a}
\end{align*}
\]
Equations (3.2.5a) and (3.2.5b) are degenerate hence it is sufficient to consider only one of them.

In the next chapter we discuss the diagonalization procedure which obtains Eqs. (3.2.4) and (3.2.5b) from Eq. (2.2.10).
CHAPTER IV

DIAGONALIZATION

For block diagonalizing Eq. (2.2.10) to the form shown in Eq. (3.2.3), one has to determine the vectors \( u_{A''_2}, u_{E'_{11}}, \text{and} \ u_{E'_{22}} \).

These column vectors have the form:

\[
\begin{align*}
  u_{A''_2} &= \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \alpha_4 \end{bmatrix}, \\
  u_{E'_{11}} &= \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \cdots \\ \gamma_8 \end{bmatrix}, \\
  u_{E'_{22}} &= \begin{bmatrix} \beta_1 \\ \beta_2 \\ \cdots \\ \beta_8 \end{bmatrix}
\end{align*}
\]

(4.1)

The set \( \alpha_1, \alpha_2, \alpha_3, \text{and} \ \alpha_4 \) forms a basis for the irreducible representation \( A''_2 \). The sets of \( \beta \)'s and \( \gamma \)'s are the two bases for the two dimensional representation \( E' \). For determination of the basis vectors for various irreducible representations, we use the standard procedure of projection operators, which is illustrated in Appendix IV. The basis vectors for all the irreducible representations appearing in the decomposition series in Eq. (3.1.3) are given in the same appendix.

The basis vectors for the representation \( A''_2 \) are: (over)
\( \alpha_1 = u_x(0) \),  
(4.2a)  
\[ \alpha_2 = \frac{1}{\sqrt{6}} \sum_{n=1}^{6} u_x(n), \]  
(4.2b)  
\[ \alpha_3 = \frac{1}{\sqrt{6}} \sum_{n=7}^{12} u_x(n), \]  
(4.2c)  
\[ \alpha_4 = \frac{1}{\sqrt{24}} \left\{ \sqrt{3} \left[ (u_y(7) - u_y(10)) - (u_y(9) - u_y(12)) \right] \right. 
\left. - \left[ (u_z(7) - u_z(10)) - 2(u_z(8) - u_z(11)) + (u_z(9) - u_z(12)) \right] \right\}. \]  
(4.2d)  

It has been mentioned that the \( E' \) modes are doubly degenerate. Hence there are two sets of basis vectors for \( E' \) modes. Since the two sets are physically equivalent, we shall use the set of \( p' \)'s which is:

\[ p_1 = u_y(0), \]  
(4.3a)  
\[ p_2 = \frac{1}{\sqrt{6}} \sum_{n=1}^{6} u_y(n), \]  
(4.3b)  
\[ p_3 = \frac{1}{\sqrt{6}} \left\{ \sqrt{3} (u_z(1) - u_z(6)) - (u_z(2) - u_z(5)) + (u_z(3) - u_z(4)) \right\}, \]  
(4.3c)  
\[ p_4 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_y(1) - u_y(6)) - \left[ (u_y(2) + u_y(5)) - (u_y(3) + u_y(4)) \right] \right\}, \]  
(4.3d)  
\[ p_5 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_y(1) + u_y(6)) - \left[ (u_z(2) - u_z(5)) + (u_z(3) - u_z(4)) \right] \right\}. \]  
(4.3e)
\[
\beta_6 = \frac{1}{\sqrt{6}} \sum_{n=7}^{12} u_y(n) \quad (4.3f)
\]

\[
\beta_7 = \frac{1}{\sqrt{10}} \left\{ 3(u_y(8) + u_y(11)) + \left[ (u_z(7) + u_z(10)) - (u_z(9) + u_z(12)) \right] \right\} \quad (4.3g)
\]

\[
\beta_8 = \frac{1}{2} \left\{ (u_x(7) - u_x(10)) - (u_x(9) - u_x(12)) \right\} \quad (4.3h)
\]

Equation (2.2.10) which is

\[
u_1 = g \delta_1 u_1, \quad (4.4)
\]
can be rewritten in a component form as

\[
u_\kappa(n_1) = \sum_{\beta, \rho, \gamma, \omega} g_{\kappa, \rho} \delta_{n_1, n_2, \omega} \delta_{\beta, \gamma, \omega} \beta_\gamma(n_2, n_3, \omega) u_\gamma(n_3) \quad (4.5)
\]

We can substitute from Eq. (4.5) for the displacements \( \{u_\kappa(n)\} \) in the basis vectors. After arranging the terms conveniently each basis vector can be expressed as a linear combination of the basis vectors belonging to that set. For example, \( \kappa_1 \) will then be written as

\[
\kappa_1 = C_1 \kappa_1 + C_2 \kappa_2 + C_3 \kappa_3 + C_4 \kappa_4, \quad (4.6)
\]

and \( \beta_4 \) will then be written as

\[
\beta_4 = D_1 \beta_1 + D_2 \beta_2 + \ldots + D_7 \beta_7 + D_8 \beta_8, \quad (4.7)
\]

where the coefficients \( C_1 \) to \( C_4 \) and \( D_1 \) to \( D_8 \) are linear combinations of the terms such as \( g_{\kappa, \rho}(n_1, n_2) \delta_{\gamma, \delta}(n_3, n_4) \).

After going through the procedure explained above one can write down the equations for the basis vectors of the \( A''_2 \) modes:
\[ \alpha_1 = \left\{ g_1 \delta l_{xx}(0;0) + 6 \left[ g_1 \delta l_{xx}(0;1) + g_2 \delta l_{xx}(0;8) + g_3 \delta l_{xx}(0;8) \right] \right\} \alpha_1 \\
+ \sqrt{2} \left\{ \left[ g_0 - g_2 \right] \delta l_{xx}(0;1) \right\} \alpha_2 \\
+ \sqrt{6} \left\{ \left[ g_1 + g_2 \right] \delta l_{xx}(0;8) - g_3 \delta l_{xx}(0;8) \right\} \alpha_3 \\
+ 2\sqrt{6} \left\{ \left[ g_0 - g_2 \right] \delta l_{xx}(0;8) - g_3 \delta l_{xx}(0;8) \right\} \alpha_4, \tag{4.8a} \]

\[ \alpha_2 = \sqrt{2} \left\{ g_2 \delta l_{xx}(0;0) + A \delta l_{xx}(0;1) + 2 \left( B \delta l_{xx}(0;8) + C \delta l_{xx}(0;8) \right) \right\} \alpha_1 \\
+ \left\{ \left[ 6 g_2 - A \right] \delta l_{xx}(0;1) \right\} \alpha_2 \\
+ \left\{ \left[ 6 g_1 \delta l_{xx}(0;8) - 2 \left( B \delta l_{xx}(0;8) - C \delta l_{xx}(0;8) \right) \right\} \alpha_3 \\
+ 2 \left\{ \left[ 6 g_1 - 2 B \right] \delta l_{xx}(0;8) - C \delta l_{xx}(0;8) \right\} \alpha_4, \tag{4.8b} \]

\[ \alpha_3 = \sqrt{2} \left\{ g_2 \delta l_{x}(0;0) + 2 \left( B \delta l_{x}(0;8) + D \delta l_{xx}(0;8) + 2 g_4 \delta l_{xx}(0;8) \right) \right\} \alpha_1 \\
+ \left\{ \left[ 6 g_2 - 2 B \right] \delta l_{xx}(0;1) \right\} \alpha_2 \\
+ \left\{ \left[ 6 g_2 - D \right] \delta l_{xx}(0;8) - 2 g_4 \delta l_{xx}(0;8) \right\} \alpha_3 \\
+ \left\{ \left[ 6 g_2 - D \right] \delta l_{xx}(0;8) - 2 g_4 \delta l_{xx}(0;8) \right\} \alpha_4, \tag{4.8c} \]
\[
\alpha_4 = (3/2) \left\{ g_3 \delta l_{xx}(0;0) + C \delta l_{xx}(0;1) + 2 g_4 \delta l_{xx}(0;8) + F \delta l_{xz}(0;8) \right\} \alpha_2
\]
\[
+ (1/2) \left\{ [6 g_3 - C] \delta l_{xx}(0;1) \right\} \alpha_2
\]
\[
+ (1/2) \left\{ [6 g_3 - 2 g_4] \delta l_{xy}(0;8) \right\} \alpha_3
\]
\[
+ \left\{ [6 g_3 - 2 g_4] \delta l_{xz}(0;8) - F \delta l_{xz}(0;8) \right\},
\]

(4.8d)

where

\[
g_0 = g_{xx}(0;0), \quad g_1 = g_{xx}(0;2)
\]
\[
g_2 = g_{xx}(0;8), \quad g_3 = g_{xz}(0;8), \quad g_4 = g_{xz}(8;10),
\]

(4.9)

\[
A = g_{xx}(0;0) + 2 g_{xx}(0;1) + g_{xx}(1,3) + g_{xx}(1,4) + g_{xx}(1,5)
\]

(4.10a)

\[
B = g_{xx}(0,8) + g_{xx}(1,8) + g_{xx}(1,9)
\]

(4.10b)

\[
C = 2 g_{xz}(1,8) + 2 g_{xz}(1,9) - g_{xz}(0,8)
\]

(4.10c)

\[
D = 2 g_{xx}(8,7) + g_{xx}(8,8) + 2 g_{xx}(8,10) + g_{xy}(8,11)
\]

(4.10d)

\[
F = \left[ g_{yy}(0;8) - g_{yy}(8,11) \right] - \left[ g_{xx}(8,7) - \sqrt{3} g_{xy}(8,7) \right]
\]
\[
+ \left[ g_{xx}(8,10) - \sqrt{3} g_{xy}(8,10) \right]
\]

(4.10e)
The preceding equations can be written in a matrix form:

\[
U_{A_2''} = g_{A_2''} \delta U_{A_2''} U_{A_2''}
\]

which is Eq. (3.2.4). The column vector \( U_{A_2''} \) is defined in Eq. (4.1) and \( g_{A_2''} \) and \( \delta U_{A_2''} \) are given by

\[
\begin{array}{cccc}
  g_{A_2''} &=& \begin{bmatrix} g_0 & \sqrt{6} g_1 & \sqrt{6} g_2 & (\sqrt{6}/2) g_3 \\ \sqrt{6} g_1 & A & 2 B & (\sqrt{6}/2) C \\ \sqrt{6} g_2 & 2 B & D & g_4 \\ (\sqrt{6}/2) g_3 & (\sqrt{6}/2) C & g_4 & (\sqrt{6}/4) F \end{bmatrix},
\end{array}
\]

\[
\delta U_{A_2''} = \begin{bmatrix}
  \delta l_{xx}(O;0) & \sqrt{6} \delta l_{xx}(O;1) & \sqrt{6} \delta l_{xx}(O;2) & 2 \sqrt{6} \delta l_{xz}(O;2) \\
  \sqrt{6} \delta l_{xx}(0;1) & -\delta l_{xx}(0;1) & \delta l_{xx}(0;2) & 2 \delta l_{xz}(0;2) \\
  \sqrt{6} \delta l_{xx}(0;2) & \delta l_{xx}(0;2) & -2 \delta l_{xz}(0;2) & -4 \delta l_{xz}(0;2) \\
  2 \sqrt{6} \delta l_{xz}(0;2) & 0 & -2 \delta l_{xz}(0;2) & -4 \delta l_{xz}(0;2) \\
\end{bmatrix},
\]

(4.11)
We can treat the set of basis vectors given in Eq. (4.3) in the same way and obtain eight equations similar to Eq. (4.7). From these eight equations we can write down the matrix product $g_E'_{22} \delta l_{E'_{22}}$. We can choose symmetric matrices $g_E'_{22}$ and $\delta l_{E'_{22}}$ by trial and error approach which give the correct $g_E'_{22} \delta l_{E'_{22}}$ product. Since this calculation is very tedious, details can not be given here. The elements of matrices $g_E'_{22}$ and $\delta l_{E'_{22}}$ are listed in Table IV and Table V respectively. For convenience we have indicated the site indices by the superscripts, for example: $g_k^{(n_1, n_2, \omega^2)}$ is written as $g_k^{n_1 n_2}$ where $n_1, n_2 = 0, 1, ... 12$. 
<table>
<thead>
<tr>
<th>Row and Column Number</th>
<th>Matrix Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 1)</td>
<td>$g_{yy}^{00}$</td>
</tr>
<tr>
<td>(1 2)</td>
<td>$(\sqrt{3}/2)(g_{yy}^{04} + g_{zz}^{04})$</td>
</tr>
<tr>
<td>(1 3)</td>
<td>$\sqrt{6} \left[ g_{yz}^{01} - (\sqrt{3}/2)(g_{yy}^{04} - g_{zz}^{04}) \right]$</td>
</tr>
<tr>
<td>(1 4)</td>
<td>$(2\sqrt{3}/10) \left[ g_{yz}^{02} + (\sqrt{3}/2)(g_{yy}^{04} - g_{zz}^{04}) \right]$</td>
</tr>
<tr>
<td>(1 5)</td>
<td>$(3/10)^{1/2} \left( 3g_{yy}^{01} - g_{zz}^{01} \right)$</td>
</tr>
<tr>
<td>(1 6)</td>
<td>$(\sqrt{2}/2) \left( g_{yy}^{08} + g_{zz}^{08} \right)$</td>
</tr>
<tr>
<td>(1 7)</td>
<td>$(3/10) \left( 3g_{yy}^{08} - g_{zz}^{08} \right)$</td>
</tr>
<tr>
<td>(1 8)</td>
<td>$\sqrt{3} g_{zz}^{08}$</td>
</tr>
<tr>
<td>(2 2)</td>
<td>$g_{yy}^{04} + (g_{yy}^{01} + g_{zz}^{01}) + (g_{yy}^{12} + g_{zz}^{12}) + \frac{1}{2}(g_{yy}^{14} + g_{zz}^{14})$</td>
</tr>
<tr>
<td>(2 3)</td>
<td>$[g_{yy}^{01} - g_{zz}^{01}] - 2g_{yz}^{01} + (\sqrt{3}/2)(g_{yy}^{14} - g_{zz}^{14}) - g_{yz}^{14}$</td>
</tr>
<tr>
<td>(2 4)</td>
<td>$(4/35) \left[ -2g_{yz}^{01} - g_{yz}^{14} + (3\sqrt{3}/2)(g_{yy}^{14} - g_{zz}^{14}) + (\sqrt{3}/2)(g_{yy}^{13} - g_{zz}^{13}) \right]$</td>
</tr>
<tr>
<td>(2 5)</td>
<td>$(4/35) \left[ g_{yy}^{00} + 2g_{yz}^{01} + (\sqrt{3}/2)(g_{yy}^{13} + g_{zz}^{13}) + g_{yz}^{14} - g_{yz}^{19} \right]$</td>
</tr>
<tr>
<td>(2 6)</td>
<td>$[g_{yy}^{08} + g_{zz}^{08} + (\sqrt{3}/2)(g_{yy}^{18} + g_{zz}^{18}) + g_{yy}^{19} + g_{zz}^{19}]$</td>
</tr>
<tr>
<td>(2 7)</td>
<td>$(4/35) \left[ 2g_{zz}^{08} + 3g_{yy}^{18} - g_{zz}^{18} + 2g_{yy}^{19} - g_{zz}^{19} \right]$</td>
</tr>
<tr>
<td>(2) 9</td>
<td>((-1/\sqrt{3}) (g_{yx}^{0/8} - 2g_{zz}^{1/8}))</td>
</tr>
<tr>
<td>(3) 3</td>
<td>([-4g_{yy} + (4/3) (g_{yy}^{0/1} - 5g_{zz}^{0/1}) - 2\sqrt{3} g_{yz}^{0/4} + (3/2) g_{yy}^{1/4} + g_{zz}^{1/4} + (-3/2) g_{yz}^{1/4} + 2\sqrt{3} g_{yz}^{1/4})]</td>
</tr>
<tr>
<td>(3) 4</td>
<td>([\sqrt{3} (g_{yy}^{0/1} - g_{zz}^{0/1}) - 2g_{yz}^{0/1} + (3/2) (g_{yy}^{1/4} - g_{zz}^{1/4}) - g_{yy}^{1/4}]</td>
</tr>
<tr>
<td>(3) 5</td>
<td>([-g_{yz}^{1/8} - g_{yy}^{1/8}]</td>
</tr>
<tr>
<td>(3) 7</td>
<td>([g_{yz}^{1/8} + 3g_{xy}^{1/8} - \sqrt{3} (g_{yy}^{0/8} - g_{zz}^{0/8}) + 2\sqrt{3} (g_{yy}^{1/8} - g_{zz}^{1/8})]</td>
</tr>
<tr>
<td>(3) 8</td>
<td>([\sqrt{3} g_{xx}^{0/6} - 2g_{xy}^{0/8}]</td>
</tr>
<tr>
<td>(4) 4</td>
<td>0</td>
</tr>
<tr>
<td>(4) 5</td>
<td>([\sqrt{3} (g_{yy}^{0/1} - 3g_{zz}^{0/1}) - 4g_{yz}^{0/1} + g_{yz}^{1/4} + (3/2) (g_{yy}^{1/4} + 2g_{zz}^{1/4}) + \sqrt{3} (g_{yy}^{1/4} - g_{zz}^{1/4})]</td>
</tr>
<tr>
<td>(4) 6</td>
<td>([\sqrt{3} (g_{yy}^{1/8} - g_{zz}^{1/8}) + (3/2) g_{yz}^{1/8}]</td>
</tr>
<tr>
<td>(4) 7</td>
<td>([\sqrt{3} (g_{yy}^{0/8} + g_{zz}^{0/8}) - (g_{yz}^{1/8} - g_{zz}^{1/8}) - 2\sqrt{3} (g_{yy}^{1/8} + g_{zz}^{1/8})]</td>
</tr>
<tr>
<td>(4) 8</td>
<td>([\sqrt{3} (g_{yy}^{0/8} + 2g_{xx}^{1/6})]</td>
</tr>
<tr>
<td>(5) 5</td>
<td>([\sqrt{3} (g_{yy}^{0/1} + g_{zz}^{0/1}) - 2\sqrt{3} g_{yz}^{0/1} + 5g_{yy}^{0/0} - g_{zz}^{1/3} (2/3) (g_{yy}^{1/4} - g_{zz}^{1/4})]</td>
</tr>
<tr>
<td>(5) 6</td>
<td>([\sqrt{3} (g_{yy}^{1/8} - g_{zz}^{1/8}) + (3/2) (g_{yy}^{1/8} - g_{zz}^{1/8}) + (3/2) (g_{yy}^{1/8} - g_{zz}^{1/8})]</td>
</tr>
<tr>
<td>(5) 7</td>
<td>([-2\sqrt{3} g_{zz}^{0/8} + (3/2) g_{yy}^{1/8} + g_{zz}^{1/8} + (3/2) (g_{yy}^{1/8} - 5g_{zz}^{1/8})]</td>
</tr>
</tbody>
</table>
TABLE IV (continued)

<p>| (5 3) | ( \frac{1}{110} \left[ \frac{g_{zz}}{2} \right] ) |
| (6 6) | ( \left[ \frac{g_{yy} + g_{yy}}{27} + \frac{g_{yy} + g_{zz}}{27} + \frac{g_{yy} + g_{zz}}{27} \right] ) |
| (6 7) | ( \frac{1}{\sqrt{5}} \left[ \frac{g_{yy} - g_{zz}}{3} + \frac{g_{yy} - g_{zz}}{3} + \frac{g_{yy} - g_{zz}}{3} \right] ) |
| (6 8) | ( \frac{1}{\sqrt{6}} \left[ \frac{g_{xx} + \sqrt{3} g_{zz}}{2} \right] ) |
| (7 7) | ( (g_{yy} + g_{yy}) + \frac{1}{\sqrt{5}} \left[ - \left( \frac{3g_{yy} - g_{zz}}{3} \right) + 4 \frac{g_{yy} - g_{zz}}{3} \right] ) |
| (7 8) | ( \frac{1}{\sqrt{110}} (\sqrt{3} g_{xx} - g_{zz}) ) |
| (8 8) | ( \left[ g_{xx} - g_{xx} = g_{xx} + g_{xx} \right] ) |</p>
<table>
<thead>
<tr>
<th>Row and Column Number</th>
<th>Matrix Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 1)</td>
<td>$\delta l_{\eta \eta}^{0}$</td>
</tr>
<tr>
<td>(1 2)</td>
<td>$(\sqrt{5}/4) (\delta l_{\eta \eta}^{0} + 3 \delta l_{zz}^{0})$</td>
</tr>
<tr>
<td>(1 3)</td>
<td>$(-\sqrt{5}/2) \delta l_{\eta z}^{0}$</td>
</tr>
<tr>
<td>(1 4)</td>
<td>$(\sqrt{5}/2) \delta l_{\eta z}^{0}$</td>
</tr>
<tr>
<td>(1 5)</td>
<td>$(\sqrt{5}/8) (\delta l_{\eta \eta}^{0} - \delta l_{zz}^{0})$</td>
</tr>
<tr>
<td>(1 6)</td>
<td>$(\sqrt{5}/4) (\delta l_{\eta \eta}^{0} + 3 \delta l_{zz}^{0})$</td>
</tr>
<tr>
<td>(1 7)</td>
<td>$(\sqrt{5}/8) (\delta l_{\eta \eta}^{0} - \delta l_{zz}^{0})$</td>
</tr>
<tr>
<td>(1 8)</td>
<td>$\sqrt{3} \delta l_{\eta z}^{0}$</td>
</tr>
<tr>
<td>(2 2)</td>
<td>$(-1/8) (\delta l_{\eta \eta}^{0} + 9 \delta l_{zz}^{0})$</td>
</tr>
<tr>
<td>(2 3)</td>
<td>$\delta l_{\eta z}^{0}$</td>
</tr>
<tr>
<td>(2 4)</td>
<td>$(-\sqrt{5}/2) \delta l_{\eta z}^{0}$</td>
</tr>
<tr>
<td>(2 5)</td>
<td>$(-\sqrt{5}/8) (\delta l_{\eta \eta}^{0} - 3 \delta l_{zz}^{0})$</td>
</tr>
<tr>
<td>(2 6)</td>
<td>0</td>
</tr>
<tr>
<td>(2 7)</td>
<td>0</td>
</tr>
<tr>
<td>(2 8)</td>
<td>0</td>
</tr>
</tbody>
</table>
TABLE V (continued)

| (3, 3) | $(-1/2) \left( 9 \delta l_{yy}^{0} + \delta l_{zz}^{0} \right)$ |
| (3, 4) | $(\sqrt{3}/2) \left( 3 \delta l_{yy}^{0} - \delta l_{zz}^{0} \right)$ |
| (3, 5) | $(-\sqrt{3}/2) \delta l_{yz}^{0}$ |
| (3, 6) | 0 |
| (3, 7) | 0 |
| (3, 8) | 0 |
| (4, 4) | $(-5/8) \left( \delta l_{yy}^{0} + \delta l_{zz}^{0} \right)$ |
| (4, 5) | 0 |
| (4, 6) | 0 |
| (4, 7) | 0 |
| (4, 8) | 0 |
| (5, 5) | $(-5/8) \left( \delta l_{yy}^{0} + \delta l_{zz}^{0} \right)$ |
| (5, 6) | 0 |
| (5, 7) | 0 |
| (5, 8) | 0 |
| (6, 6) | $(-1/2) \left( \delta l_{yy}^{0} + 3 \delta l_{zz}^{0} \right)$ |
| (6 7) | \((-\sqrt{3}/8)\left(\delta l^{0}_{yy} - 3 \delta l^{0}_{zz}\right)\) |
| (6 8) | \((3/8)\left(\delta l^{0}_{xz}\right)\) |
| (7 7) | \((5/8)\left(\delta l^{0}_{yy} + \delta l^{0}_{zz}\right)\) |
| (7 8) | \((1/4)\sqrt{10}\) \(\delta l^{0}_{xz}\) |
| (8 8) | \(-\delta l^{0}_{xx}\) |
Thus we have obtained Eqs. (3.2.4) and (3.2.5b) in explicit forms in which only the linearly independent elements of the matrices $g$ and $\delta_1$ appear. Since neither the elements of $g$ nor the elements of $\delta_1$ are known, further calculations will have to be performed numerically. One will have to use a large number of trial values for the elements of the matrices $g$ and $\delta_1$. It should be noted that we did not make any assumption regarding the nature of the atomic interactions while introducing the parameter $\lambda$ describing the force constant change. This allows us to take into account noncentral as well as central interactions in a numerical calculation.

As an illustration of further analytical simplification, in the next chapter we have simplified Eq. (3.2.4) by assuming central forces.
CHAPTER V

THE CASE OF CENTRAL FORCE INTERACTIONS

In Chapter IV we obtained the equations which must be solved to study the perturbed modes of the imperfect crystal in which the impurity atom participates. The complexity of the equations makes further analytical simplification impossible. In this chapter we shall simplify the equations further by assuming the interatomic interactions to be central. This leads us to some closed analytical results.

I. ATOMIC FORCE CONSTANTS

A special case of interatomic potentials is obtained by assuming that the atoms interact pairwise through a potential function which is a function only of the magnitude of their separation. If we denote the potential function for the interaction of an atom of type \( \kappa \) with an atom of type \( \kappa' \) which is at distance \( r \) from it by \( \varphi_{\kappa \kappa'} \), then the potential energy of the crystal can be written as:

\[
\Phi = \left( \frac{1}{2} \right) \sum_{l \kappa} \sum'_{l' \kappa'} \varphi_{\kappa \kappa'}(r(l \kappa; l' \kappa')) .
\] (5.1.1)

In this expression \( r(l \kappa; l' \kappa') \) is the instantaneous distance between the atoms \( (l \kappa) \) and \( (l' \kappa') \), the prime on the sum indicates that the terms in which \( (l \kappa) = (l' \kappa') \) are to be omitted, while the factor \( 1/2 \) corrects for the fact that all the interactions are counted twice in the sum. With the atoms in the crystal displaced by vector displacements \( \vec{u} \) \( (l \kappa) \), the expression for \( r(l \kappa; l' \kappa') \) becomes:

\[
(5.1.2)
\]
where
\[ \bar{X}(l_\kappa, l'_{\kappa'}) = \bar{X}(l_\kappa) - \bar{X}(l'_{\kappa'}) , \]  
\[ \bar{U}(l_\kappa, l'_{\kappa'}) = \bar{U}(l_\kappa) - \bar{U}(l'_{\kappa'}) . \]  

The potential energy of the crystal can be expanded in the powers of the components \( \{ \bar{u}_\kappa(l_\kappa, l'_{\kappa'}) \} \) as
\[ \bar{\Phi} = \left( \frac{1}{\kappa} \right) \sum_{l_\kappa, l'_{\kappa'}} \frac{\partial}{\partial x_\kappa} \phi_\kappa' (x(l_\kappa, l'_{\kappa'}) ) \]
\[ + \left( \frac{1}{2} \right) \sum_{l_\kappa, l'_{\kappa'}} \frac{\partial}{\partial x_\kappa} \phi_\kappa' (x(l_\kappa, l'_{\kappa'}) ) \bar{u}_\kappa(l_\kappa, l'_{\kappa'}) \]
\[ + \left( \frac{1}{4} \right) \sum_{l_\kappa, l'_{\kappa'}} \phi_{\kappa\rho} (l_\kappa, l'_{\kappa'}) \bar{u}_\kappa(l_\kappa, l'_{\kappa'}) \bar{u}_\rho(l_\kappa, l'_{\kappa'}) + \cdots \]  

The expansion coefficients are given by
\[ \phi_\kappa'(l_\kappa, l'_{\kappa'}) = \left. \frac{\partial}{\partial x_\kappa} \phi_\kappa' (r) \right|_{r = \bar{x}(l_\kappa, l'_{\kappa'})} \]
\[ = \frac{x_\kappa}{r} \phi_\kappa'(r) \bigg|_{r = \bar{x}(l_\kappa, l'_{\kappa'})} , \]  
\[ \phi_{\kappa\rho}(l_\kappa, l'_{\kappa'}) = \left. \frac{\partial}{\partial x_\kappa \partial x_\rho} \phi_\kappa' (r) \right|_{r = \bar{x}(l_\kappa, l'_{\kappa'})} \]
\[ = \left\{ \frac{x_\kappa x_\rho}{r} \left[ \phi_\kappa''(r) - \phi_\kappa'(r) \frac{\partial}{\partial r} \right] + \frac{\delta_{\kappa\rho} \phi_\kappa'(r)}{r} \right\} \bigg|_{r = \bar{x}(l_\kappa, l'_{\kappa'})} , \]  
where the primes denote differentiation with respect to the argument.

The first derivative of the potential has to vanish when the atoms are at equilibrium distance since that corresponds to the minimum of the potential energy:
\[ \phi_\kappa'(l_\kappa, l'_{\kappa'}) = 0 , \]  
\[ (5.1.8) \]
which reduces Eq. (5.1.7) to
\[ \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} = \frac{\chi_{\kappa} \chi_{\rho}}{r_{\kappa}} \Phi^{(r)} \mid \vec{r} = \vec{R}(l_\kappa, l_{\kappa}'). \]  
(5.1.9)

The second order contribution to the potential in Eq. (5.1.5) can be written as:
\[ \Phi = \left( \frac{1}{2} \right) \sum_{l_\kappa} \sum_{l_{\kappa}'} \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} \left[ u_\kappa(l_\kappa) u_\rho(l_{\kappa}') - u_\kappa(l_{\kappa}') u_\rho(l_\kappa) \right] 
- u_\kappa(l_{\kappa}') u_\rho(l_{\kappa}) + u_\kappa(l_\kappa) u_\rho(l_{\kappa}') \right] \]
(5.1.10)

Again the comparison of Eq. (5.1.10) and Eq. (2.1.4) gives us:
\[ \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} = - \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')}, \quad l_\kappa \neq l_{\kappa}', \]  
(5.1.11)
\[ \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa})} = \sum_{l_{\kappa}'} \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} \]  
(5.1.12)

One can see that Eq. (2.3.9) and Eq. (5.1.15) are equivalent.

Equations (5.1.9), (5.1.11), and (5.1.12) imply that
\[ \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} = - \left[ \frac{\chi_{\kappa} \chi_{\rho}}{r_{\kappa}} \Phi^{(r)} / r_{\kappa} \right] \mid \vec{r} = \vec{R}(l_\kappa, l_{\kappa}'), \quad l_\kappa \neq l_{\kappa}', \]  
(5.1.13)
and
\[ \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa})} = - \sum_{l_{\kappa}'} \Phi_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} \]  
(5.1.14)

All the results up to this point in this chapter are valid for a perfect and an imperfect crystal. Using Eq. (5.1.13) in Eq. (2.2.3) we obtain
\[ \delta L_{\kappa \rho}^{(l_\kappa, l_{\kappa}')} = \varepsilon_{\kappa \rho} \omega^2 \delta_{l_{\kappa} l_{\kappa}'} \delta_{\kappa \rho} \delta_{l_{\kappa} l_{\kappa}'} + \lambda(r) \frac{\chi_{\kappa} \chi_{\rho}}{r_{\kappa}} \Phi''^{(r)} \mid \vec{r} = \vec{R}(l_\kappa, l_{\kappa}'), \]  
(5.1.15)

where
\[ \lambda(r) = \left[ \Phi''^{(r)} \mid \Phi_{\text{imp}}^{(r)} \right] / \Phi_{\text{pure}}''(r). \]  
(5.1.16)

By considering the geometry of the impurity cluster shown in Figure 4 and using the expression given in Eq. (5.1.18) we can write the important (3 x 3) submatrices of the \( \delta L \) matrix as:
\[ \delta l(0,1) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -(\sqrt{3}/4) \lambda_1 \phi''(a) & (\sqrt{3}/4) \lambda_2 \phi''(a) \\ 0 & (\sqrt{3}/4) \lambda_1 \phi''(a) & -(\sqrt{3}/4) \lambda_2 \phi''(a) \end{bmatrix} \]  

(5.1.17)

\[ \delta l(0,\theta) = \begin{bmatrix} -\eta_1^2 \lambda_2 \phi''(b) & 0 & -\eta_1 \eta_2 \lambda_1 \phi''(b) \\ 0 & 0 & 0 \\ -\eta_1 \eta_2 \lambda_1 \phi''(b) & 0 & -\eta_2^2 \lambda_1 \phi''(b) \end{bmatrix} \]  

(5.1.18)

where

\[ \lambda_1 = \lambda(c_1), \quad \lambda_2 = \lambda(x_2) \]

\[ \eta_1 = c / 2b, \quad \eta_2 = (1 - \eta_1)^{1/2} \]  

(5.1.19)

The distances \( a, b, \) and \( c \) are shown on Figure 4.

From Eqs. (5.1.17) and (5.1.18) we see that

\[ \delta l_{xx}(0;1) = 0, \]  

(5.1.20a)

\[ \delta l_{zz}(0;1) = 3 \delta l_{yy}(0;1), \]  

(5.1.20b)

\[ \delta l_{yx}(0;1) = \delta l_{xy}(0;1) = -\sqrt{3} \delta l_{yy}(0;1), \]  

(5.1.20c)

\[ \delta l_{xz}(0;\theta) = \delta l_{zx}(0;\theta) = (\eta_1/\eta_2) \delta l_{xx}(0;\theta), \]  

(5.1.20d)

\[ \delta L_{zz}(0;\theta) = (\eta_1/\eta_2) \delta l_{xz}(0;\theta) = (\eta_1^2/\eta_2^2) \delta l_{xx}(0;\theta). \]  

(5.1.20e)
\[ \eta_1 = \frac{c}{2b} \]
\[ \eta_2 = \left[ 1 - \eta_1^2 \right]^{1/2} \]

Figure 4. Interatomic distances in an hcp impurity cluster.
In this section we shall simplify Eq. (3.2.4) under the assumption of central forces.

Equations (5.1.20) enable us to write the matrix $\mathbf{J}$ of Eq. (4.11) in the form

\[
\begin{pmatrix}
\delta l_{xy}(0,0) & 0 & \sqrt{2} \delta l_{xx}(0,8) & 2\sqrt{2} (\eta_x/\eta_2) \delta l_{xy}(0,8) \\
0 & 0 & 0 & 0 \\
\sqrt{2} \delta l_{xx}(0,0) & 0 & -\delta l_{xx}(0,8) & 2\sqrt{2} (\eta_x/\eta_2) \delta l_{xx}(0,8) \\
2\sqrt{2} \delta l_{xx}(0,0) & 0 & -2 \delta l_{xx}(0,8) & 4 (\eta_x/\eta_2) \delta l_{xx}(0,8)
\end{pmatrix}
\]

(5.2.1)

By using the various elements $\{\Phi_{x^p}(l^x,l^x)\}$ in Eq. (5.1.14) it can be shown that

\[
\Phi_{x^p}(0,0) = -6 \left[ \Phi_{x^p}(0,1) + \Phi_{x^p}(0,8) \right]
\]

(5.2.2)

From Eq. (2.2.3) we obtain

\[
\delta l(0,0) = e M \omega^+ + \Phi_{xx}(0,0) - \Phi_{xx}^+(0,0)
\]

\[
= e M \omega^+ + 6 \left[ \Phi_{xx}(0,8) - \Phi_{xx}(0,8) \right]
\]

\[
= e M \omega^+ + 6 \lambda (b) \Phi_{xx}^+(0,8)
\]

\[
= e M \omega^+ - \lambda (b) \Phi_{xx}(0,0)
\]

\[
= e M \omega^+ - \lambda (b) \Phi_{xx}(0,0)
\]

(5.2.3)

Here we have used the fact that $\Phi_{xx}(0,1) = 0$. Now Eq. (5.2.1) can be rewritten as
\[ \delta l_{Ax} = \begin{bmatrix} \epsilon \omega^2 - \lambda_2 \Phi_x^0(0, 0) & 0 & -\sqrt{\epsilon} \lambda_2 \Phi_{Ax}^0(0, 8) & -2 \sqrt{\epsilon} \lambda_2 (\eta_2/\eta_1) \Phi_{Ax}^0(0, 8) \\ 0 & 0 & 0 & 0 \\ -\sqrt{\epsilon} \lambda_2 \Phi_{Ax}^0(0, 8) & 0 & \lambda_2 \Phi_{Ax}^0(0, 8) & 2 \lambda_2 (\eta_2/\eta_1) \Phi_{Ax}^0(0, 8) \\ -2 \sqrt{\epsilon} \lambda_2 \Phi_{Ax}^0(0, 8) & 0 & 2 \lambda_2 \Phi_{Ax}^0(0, 8) & 4 \lambda_2 (\eta_2/\eta_1) \Phi_{Ax}^0(0, 8) \end{bmatrix} \]

Eq. (2.1.20) gives us the following Green's functions' relations:

\[
\Phi_{xx}^0(0, 0) g_0 + \epsilon \left[ \Phi_{xx}^0(0, 1) g_1 + \Phi_{xx}^0(0, 8) g_2 + \Phi_{xx}^0(0, 8) g_3 \right] \\
= \left[ M \omega^2 g_0 - 1 \right], \quad (5.2.5)
\]

\[
\Phi_{xx}^0(0, 0) g_1 + \Phi_{xx}^0(0, 1) A + 2 \Phi_{xx}^0(0, 8) B + \Phi_{xx}^0(0, 8) C \\
= M \omega^2 g_1, \quad (5.2.6)
\]

\[
\Phi_{xx}^0(0, 0) g_2 + 2 \Phi_{xx}^0(0, 1) B + \Phi_{xx}^0(0, 8) D + 2 \Phi_{xx}^0(0, 8) g_4 \\
= M \omega^2 g_2, \quad (5.2.7)
\]

\[
\Phi_{xx}^0(0, 0) g_3 + \Phi_{xx}^0(0, 1) C + 2 \Phi_{xx}^0(0, 8) g_4 + \Phi_{xx}^0(0, 8) F \\
= M \omega^2 g_3 \quad (5.2.8)
\]

The functions \( g_0, g_1, g_2, g_3, g_4, A, B, C, D, \) and \( F \) are defined in Eqs. (4.13). In the central force calculation \( \Phi_{xx}^0(0, 1) = 0 \) in all the relations above.

Using \( g_{Ax}^0 \) given in Eq. (4.10) and \( \delta l_{Ax} \) given in Eq. (5.2.4) and substituting from Eqs. (5.2.5) - (5.2.8), we obtain:
The condition that Eq. (3.2.4) has nontrivial solutions is that the secular determinant of the coefficients vanishes:

$$\Delta_{A_2''}(\omega^2) = \left| 1 - g_{A_2''}^2 \delta J_{A_2''} \right| = 0 \quad (5.2.11)$$

After substituting from Eq. (5.2.9) in Eq. (5.2.11) we obtain

$$M \omega^2 g_o = \frac{\left\{ \lambda_2 (1 - \epsilon) \omega^2 + (1 - \lambda_2) \right\}}{\Phi_{xx}^0 (\alpha; \omega)} \left\{ \frac{\lambda_2 (1 - \epsilon) \omega^2}{\Phi_{xx}^0 (\alpha; \omega)} - \epsilon (1 - \lambda_2) \right\} \quad (5.2.12)$$

If we define

$$s_{xx}(\omega^2) = \frac{\epsilon}{1 - \epsilon} = \frac{M \omega^2 \lambda_2}{[\Phi_{xx}^0 (\alpha; \omega)] [1 - \lambda_2]} \quad (5.2.13)$$

and

$$\tilde{s}_{xx}(\omega^2) = [M \omega^2 g_o - 1] \quad (5.2.14)$$
then Eq. (5.2.12) can be rewritten as:

\[
1 - S_{xx}(\omega^2) S_{xx}(\omega^2) = 0.
\]  

(5.2.15)

Eq. (5.2.15) is the condition in Eq. (5.2.11) stated in a suitable notation. It gives a resonance or a localized mode in the direction \( x \) (22).

From Eq. (5.2.9) we can obtain the \( (1,1) \) element of the matrix \((1 - g_A A_0 A_0^2 - 1)\). This element will be the element \( G_{xx}(O;O;\omega^2) \) of the Green's function matrix for the imperfect crystal. The expression for \( G_{xx}(O;O;\omega^2) \) which we obtain is

\[
G_{xx}(O;O;\omega^2) = \left\{ \frac{\mbox{1} - \left[ (1 - M \omega^4 g_0^2) \left(1 - S_{xx}(\omega^2) + \epsilon/(1-\epsilon) \right) \right]}{M \omega^4 (1-\epsilon) \left[1 - S_{xx}(\omega^2) S_{xx}(\omega^2) \right]} \right\}.
\]  

(5.2.16)

It is interesting to note that Eq. (5.2.15) and (5.2.16) have been obtained by Mannheim and Cohen for cubic systems. The definitions of the functions \( S(\omega^2) \) and \( \tilde{S}(\omega^2) \) in the case of cubic systems do not need the labels of Cartesian coordinates since \( x, y, \) and \( z \) axes are equivalent (13). In the case of an HCP crystal we have to define \( S_{xx}(\omega^2) \) and \( \tilde{S}_{xx}(\omega^2) \). (22).

If \( \tilde{S}_{xx}(\omega,0) \) is known, one can obtain \( g_0 \) from Eq. (5.2.12). Then the use of Eq. (5.2.16) in Eq. (2.2.22) will give an expression for \( \left| \chi_{xx}^2(O;O) \right| \). Substitution of \( g_0 \) and \( \left| \chi_{xx}^2(O;O) \right| \) in Eq. (2.2.23) will give the mean square displacement \( \left< u^2_x(0) \right> \).

Equation (3.2.5b) is eight dimensional. Although a central force calculation in this case can be done, it becomes very difficult. Since very general results for the case of central forces are now available (22), we have not simplified Eq. (3.2.5b) further by assuming central forces.
As remarked earlier, Eq. (3.2.5b) which is obtained in an exact form in Chapter IV is expected to be of importance in a numerical calculation taking into account central and non central forces.
CHAPTER VI

CONCLUSION AND RECOMMENDATIONS

By going through the contents of the various chapters outlined in the introduction and after having a brief look at the rest of the material, one will notice that more emphasis has been given on the mathematical aspects of the problem and instead of considering the dynamics of the crystals with point defects in general, a detailed discussion on the steps involved in examining the HCP structure is given. The physical aspects have been considered whenever possible. It must be admitted that in spite of many attempts to supplement the mathematics with the physical background, some readers may still find it purely mathematical at a few places.

There are several reasons for completing this report in the present form. Most of the work on this problem involved calculations, the methods for which are well established in principle. In literature detailed calculations are rarely found. The author had many difficulties at different stages of the work. The temptation to explain the calculations consumed so much length that the general discussion on the subject had to be restricted to stating the problem clearly in the second chapter. A large part of the work is based on group theoretical techniques which cannot be explained in this report and someone unfamiliar with them will have to refer to the textbooks cited. It must be noted that the amount of work involved is considerably large, as compared to what has been
presented. The increase in the amount of mathematics adversely affected the discussions.

It is hoped that the results of Chapter IV will be of use in a numerical calculation in which one can take into account very general force constants. The results obtained for the central forces is an illustration of more analytical simplification. The central force calculations were not carried out because during the preparation of this work Cohen (22) reported very general results applicable to various crystal structures under the special assumptions of the nearest neighbour interaction and the central forces.

One possible way to simplify the results of Chapter IV analytically is the use of isotropic changes of force, i.e. $\Delta \phi(r) = \frac{\Delta \phi(r)}{r}$ (9).

By following the method used in reference 13, one can use the results of Chapter IV to obtain the linear response function $K(\omega)$ of the system to an external probe.
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APPENDIX I

Two dimensional irreducible representations \( \Gamma^{E'} \) and \( \Gamma^{E''} \) of the point group \( D_{3h} \) are given below. They can be obtained by considering the transformations of a two dimensional vector \( r \) under the various symmetry operations of \( D_{3h} \) and keeping in mind the desired character system. It should be noted that the transposes of the matrices which are listed below can also be used. They are physically equivalent. To avoid confusion one has to use the irreducible representations consistently.

Representation \( E' \):

\[
\Gamma^{E'}(E) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \Gamma^{E'}(C_{3}) = \begin{bmatrix} -\sqrt{3}/2 & -1/2 \\ 1/2 & -\sqrt{3}/2 \end{bmatrix}, \quad \Gamma^{E'}(S_{3}) = \begin{bmatrix} -1/2 & -\sqrt{3}/2 \\ \sqrt{3}/2 & -1/2 \end{bmatrix}
\]

\[
\Gamma^{E'}(C_{3}^{-1}) = \begin{bmatrix} -1/2 & \sqrt{3}/2 \\ -\sqrt{3}/2 & -1/2 \end{bmatrix}, \quad \Gamma^{E'}(S_{3}^{-1}) = \begin{bmatrix} -1/2 & \sqrt{3}/2 \\ -\sqrt{3}/2 & -1/2 \end{bmatrix}
\]

\[
\Gamma^{E'}(C_{2}(1)) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \Gamma^{E'}(C_{2}(2)) = \begin{bmatrix} -1/2 & -\sqrt{3}/2 \\ \sqrt{3}/2 & 1/2 \end{bmatrix}
\]
Appendix I

Representation $E'$ (continued):

\[
\Gamma^\prime(\sigma_0(\alpha)) = \begin{bmatrix}
-1/2 & \sqrt{3}/2 \\
\sqrt{3}/2 & 1/3
\end{bmatrix}
\]

\[
\Gamma^\prime(C'_{2}(3)) = \begin{bmatrix}
-1/2 & \sqrt{3}/2 \\
\sqrt{3}/2 & 1/2
\end{bmatrix}
\]

Representation $E''$:

\[
\Gamma^{E''}(E) = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\]

\[
\Gamma^{E''}(\sigma_h) = \begin{bmatrix}
-1 & 0 \\
0 & -1
\end{bmatrix}
\]

\[
\Gamma^{E''}(C_3) = \begin{bmatrix}
-1/2 & -\sqrt{3}/2 \\
\sqrt{3}/2 & -1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(S_3) = \begin{bmatrix}
1/2 & \sqrt{3}/2 \\
-\sqrt{3}/2 & 1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(C_3^{-1}) = \begin{bmatrix}
-1/2 & \sqrt{3}/2 \\
-\sqrt{3}/2 & -1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(S_3^{-1}) = \begin{bmatrix}
1/2 & -\sqrt{3}/2 \\
\sqrt{3}/2 & 1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(C_{2}(1)) = \begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix}
\]

\[
\Gamma^{E''}(\sigma_a(1)) = \begin{bmatrix}
-1 & 0 \\
0 & 1
\end{bmatrix}
\]

\[
\Gamma^{E''}(C_{2}(2)) = \begin{bmatrix}
-1/2 & -\sqrt{3}/2 \\
\sqrt{3}/2 & 1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(\sigma_a(2)) = \begin{bmatrix}
1/2 & \sqrt{3}/2 \\
\sqrt{3}/2 & -1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(C_{2}(3)) = \begin{bmatrix}
-1/2 & \sqrt{3}/2 \\
\sqrt{3}/2 & 1/2
\end{bmatrix}
\]

\[
\Gamma^{E''}(\sigma_a(3)) = \begin{bmatrix}
1/2 & -\sqrt{3}/2 \\
-\sqrt{3}/2 & -1/2
\end{bmatrix}
\]
APPENDIX II

The matrix operators $S$ referred to in the third section of Chapter II are listed below. These are active operators and the coordinate system chosen is the same as the one used in Chapter III.

\[
S(E) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad S(\mathcal{H}) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
S(C_3) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1/2 & -\sqrt{3}/2 \\ 0 & -\sqrt{3}/2 & -1/2 \end{bmatrix} \quad S(S_3) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1/2 & -\sqrt{3}/2 \\ 0 & 3/2 & -1/2 \end{bmatrix}
\]

\[
S(C_3^{-1}) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1/2 & \sqrt{3}/2 \\ 0 & -\sqrt{3}/2 & -1/2 \end{bmatrix} \quad S(S_3^{-1}) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1/2 & \sqrt{3}/2 \\ 0 & -\sqrt{3}/2 & -1/2 \end{bmatrix}
\]

\[
S(\sigma_x(1)) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad S(C_2''(1)) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
S(\sigma_y(2)) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1/2 & \sqrt{3}/2 \\ 0 & -\sqrt{3}/2 & -1/2 \end{bmatrix} \quad S(C_2''(2)) = \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1/2 & \sqrt{3}/2 \\ 0 & -\sqrt{3}/2 & -1/2 \end{bmatrix}
\]
Appendix II (continued)

\[
S(\mathbb{U}(3)) = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1/2 & -\sqrt{3}/2 \\
0 & -\sqrt{3}/2 & -1/2
\end{bmatrix}
\]

\[
S(\mathbb{C}_2(3)) = \begin{bmatrix}
-1 & 0 & 0 \\
0 & 1/2 & -\sqrt{3}/2 \\
0 & -\sqrt{3}/2 & -1/2
\end{bmatrix}
\]
APPENDIX III

In this appendix we illustrate the use of Eq. (2.3.16), which is reproduced below, to determine the linearly independent elements of the matrix $G$:

$$G^0(L_1K_1; L_2K_2; \omega^2) = S(R)G^0(l_1\kappa_1; l_2\kappa_2; \omega^2)S^T(R), \quad (A3.1)$$

where $S^T(R)$ is the transpose of the matrix representation $S(R)$. These matrices are listed in Appendix II. The space group operation $R$ takes atoms at the sites $(l_1\kappa_1)$ and $(l_2\kappa_2)$ to the sites $(L_1K_1)$ and $(L_2K_2)$ respectively. For determining the independent elements of $G^0(l_1\kappa_1; l_2\kappa_2, \omega^2)$ the best way is to choose the operation that leaves both the sites $(l_1\kappa_1)$ and $(l_2\kappa_2)$ unshifted. The symmetry operation $\sigma_h$ leaves sites 0, 1, 2, $\ldots$ 6 unshifted. Hence for $G^0(0, 1)$ we can write:

$$G^0(0, 1, \omega^2) = S(\sigma_h)G^0(0, 1, \omega^2)S^T(\sigma_h). \quad (A3.2)$$

After solving the right hand side of (A3.2) it can be seen that the $xy, xz, yx,$ and $zx$ elements change sign. Since the two sides must be identical these elements must be zero. Hence $G(0, 1)$ has the form

$$G^0_{xy}(0, 1) = G^0_{yx}(0, 1) = G^0_{xz}(0, 1) = G^0_{zx}(0, 1) = 0. \quad (A3.3)$$

Other matrices $G^0(n_1; n_2)$ where $n_1n_2 = 0, 1, 2, \ldots 6$ will have the same form.
The sites $l \kappa = 2, 3, \ldots, 6$ can be reached from the site $l \kappa = 1$ by using various operations of $D_{3h}$. Hence all $G^0(0, n)$ matrices for $n = 2, 3, \ldots, 6$ can be expressed in terms of $G^0(0, 1)$. For example:

$$
G^0(0, 2) = \mathcal{S}(\delta_0(3)) G^0(0, 1) \mathcal{S}^T(\delta_0(3))
$$

$$
= \begin{bmatrix}
G_{xx}^0(0, 1) & 0 \\
0 & \frac{1}{4} \left[ (c_{y\eta}^0 + 3c_{z\eta}^0) - \frac{1}{4} \left[ \sqrt{3} (c_{y\eta}^0 - c_{z\eta}^0) \\
- \sqrt{3} (c_{y\eta}^0 + c_{z\eta}^0) \right] \right]
\end{bmatrix}
$$

$$
\frac{1}{4} \left[ 3(c_{y\eta}^0 + c_{z\eta}^0) + \frac{1}{4} \left[ \sqrt{3} (c_{y\eta}^0 - c_{z\eta}^0) \right] \right]
$$

where all the $G$'s in the matrix on the right hand side are $G^0_{\alpha\beta}(0, 1)$.

The site indices are dropped to save the space.

Since $g$ is a submatrix of $G^0$, all the elements of $g$ can be expressed as linear combinations of its linearly independent elements by using the method used above. One must remember that while dealing with the $g$ matrix one can use the space group operations.

For determination of the linearly independent elements of $\delta I$, one follows the same procedure only with the difference that since $\delta I$ refers to the perturbed crystal, one has to use the point group operations.

The perturbed crystal does not have the translational symmetry.
APPENDIX IV

DETERMINATION OF SALC'S

For analyzing the normal modes of vibration of the impurity cluster considered in Chapter III, we need the basis vectors for each of the irreducible representation appearing in Eq. (3.1.3). In Chapter IV we considered $4A''$ and $8E'$ modes in which the defect moves. In this appendix, we obtain the basis vectors for all the irreducible representations in Eq. (3.1.3). These basis vectors are referred to as the symmetry adapted linear combinations (SALC's)\(^{(21)}\).

We define the projection operator for the $j^{th}$ irreducible representation as:

$$\mathcal{P}^{(j)}_{\mu \nu} = \frac{1}{h} \sum_{R} \gamma^{(j)}_{\nu} (R) P_{R} \gamma^{(j)}_{\mu},$$  \hspace{1cm} (A4.1)

where $l_j$ is the dimensionality of the $j^{th}$ irreducible representation, $h$ is the total number of the elements in the point group, $\gamma^{(j)}_{\nu} (R)$ is the $j^{th}$ irreducible representation of the symmetry operation $R$, and $P_{R}$ is the active operator which performs the symmetry operation on the crystal. This projection operator based on the $\mu^{th}$ row of the $j^{th}$ irreducible representation projects from an arbitrary function $\psi$ another function $\psi^{(j)}_{\mu}$ such that $\psi^{(j)}$ is a linear combination of the basis vectors of the $j^{th}$ irreducible representation. In other words $\mathcal{P}^{(j)}_{\mu \nu}$ projects that part of $\psi$ which belongs to the $\mu^{th}$ row of the $j^{th}$ irreducible representation.

We shall use the thirty-nine displacement coordinates $\{u_{\mu} (n)\}$ of the
impurity cluster as arbitrary functions to be operated by $\mathcal{R}^{(j)}_{\mu \mu}$. From the results of the operation of $\mathcal{R}^{(j)}_{\mu \mu}$ on $u_\alpha(n)$ we can select a basis for the $j^{\text{th}}$ irreducible representation. This procedure will also determine whether a particular displacement belongs to the irreducible representation or not. For example:

$$\mathcal{R}^{(j)}_{\mu \mu} u_\alpha(n) = 0 \quad \text{(A4.2)}$$

implies that the motion of the $n^{\text{th}}$ atom in the direction of does not belong to the $j^{\text{th}}$ irreducible representation. Table VI lists the displacements belonging to the various normal modes of the impurity cluster. The basis vectors for various representations are listed in Table VII.
<table>
<thead>
<tr>
<th>Normal Modes</th>
<th>Displacements</th>
</tr>
</thead>
<tbody>
<tr>
<td>4A''_1</td>
<td>$u_x(n)$; $u_z(n)$, $n = 1$ to $6$</td>
</tr>
<tr>
<td></td>
<td>$u_y(n)$, $n = 7, 9, 10, 12$</td>
</tr>
<tr>
<td></td>
<td>$u_\varphi(n)$, $\varphi = x$ or $z$ and $n = 7$ to $12$</td>
</tr>
<tr>
<td>3A'</td>
<td>$u_y(n)$, $n = 1$ to $12$</td>
</tr>
<tr>
<td></td>
<td>$u_z(n)$, $n = 1$ to $6$ and $7, 9, 10, 12$</td>
</tr>
<tr>
<td>2A'</td>
<td>$u_x(n)$, $n = 1$ to $6$</td>
</tr>
<tr>
<td></td>
<td>$u_y(n)$, $n = 7$ to $12$</td>
</tr>
<tr>
<td></td>
<td>$u_z(n)$, $n = 7, 9, 10, 12$</td>
</tr>
<tr>
<td>4A''_2</td>
<td>$u_x(n)$, $n = 0$ to $12$</td>
</tr>
<tr>
<td></td>
<td>$u_y(n)$, $n = 7, 9, 10, 12$</td>
</tr>
<tr>
<td></td>
<td>$u_z(n)$, $n = 7$ to $12$</td>
</tr>
<tr>
<td>8E' (Modes belonging to the first row of E')</td>
<td>$u_x(n)$, $n = 7$ to $12$</td>
</tr>
<tr>
<td></td>
<td>$u_y(n)$, $n = 1$ to $12$</td>
</tr>
<tr>
<td></td>
<td>$u_z(n)$, $n = 0$ to $7, 9, 10, 12$</td>
</tr>
<tr>
<td>8E' (Modes belonging to the second row of E')</td>
<td>$u_x(n)$, $n = 7, 9, 10, 12$</td>
</tr>
<tr>
<td></td>
<td>$u_y(n)$, $n = 1$ to $7, 9, 10, 12$</td>
</tr>
<tr>
<td></td>
<td>$u_z(n)$, $n = 1$ to $12$</td>
</tr>
</tbody>
</table>
TABLE VI (continued)

<table>
<thead>
<tr>
<th>Mode</th>
<th>( u_x(n) )</th>
<th>( u_y(n) )</th>
<th>( u_z(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 5E'' ) (Modes belonging to the first row of ( E'' ))</td>
<td>( n = 1 ) to ( 7, 9, 10 ) or ( 12 )</td>
<td>( n = 7 ) to ( 12 )</td>
<td>( n = 7, 9, 10 ) or ( 12 )</td>
</tr>
<tr>
<td>( 5E'' ) (Modes belonging to the second row of ( E'' ))</td>
<td>( n = 1 ) to ( 12 )</td>
<td>( n = 7, 9, 10, ) or ( 12 )</td>
<td>( n = 7 ) to ( 12 )</td>
</tr>
</tbody>
</table>
### TABLE VII
BASES FOR THE IRREDUCIBLE REPRESENTATIONS
OF POINT GROUP $D_{3h}$

<table>
<thead>
<tr>
<th>Representation</th>
<th>Basis Vectors</th>
</tr>
</thead>
</table>
| $A_1^'$ | $\zeta_1 = (1/\sqrt{24}) \left\{ (u_y(1) - u_y(6)) - (u_y(2) - u_y(5)) \right.$<br>$- 2(u_y(3) - u_y(4)) + \sqrt{3} \left[ (u_z(1) + u_z(6)) \right.$<br>$- (u_z(2) + u_z(5)) \left\} \right.$<br>$\zeta_2 = (1/\sqrt{24}) \left\{ \sqrt{3} \left[ (u_y(1) - u_y(6)) + (u_y(2) - u_y(5)) \right.$<br>$- (u_z(1) + u_z(6)) - (u_z(2) + u_z(5)) \right.$<br>$+ 2(u_z(3) + u_z(4)) \left\} \right.$<br>$\zeta_3 = (1/\sqrt{6}) \left\{ u_x(7) - u_x(10) + u_x(8) - u_x(11) + u_x(9) - u_x(12) \right.$<br>$\zeta_4 = (1/\sqrt{24}) \left\{ \sqrt{3} \left[ (u_y(7) + u_y(11)) - (u_y(9) + u_y(12)) \right.$<br>$- (u_z(7) + u_z(10)) - 2(u_z(8) + u_z(11)) \right.$<br>$+ (u_z(9) + u_z(12)) \left\} \right.$<br>$\zeta_1'' | (1/\sqrt{6}) \left\{ (u_x(1) - u_x(6)) - (u_x(2) - u_x(5)) \right.$<br>$+ (u_x(3) - u_x(4)) \right.$<br>$\zeta_2'' | (1/\sqrt{24}) \left\{ u_y(7) - u_y(10) - 2(u_y(8) - u_y(11)) \right.$<br>$+ (u_y(9) - u_y(12)) + \sqrt{3} \left[ (u_z(7) - u_z(10)) \right.$<br>$- (u_z(9) - u_z(12)) \left\} \right.$
TABLE VII (continued)

\[ A'_{2} \quad \kappa'_{1} = \left( \frac{1}{\sqrt{24}} \right) \{ (u_{y}(1) - u_{y}(6)) + (u_{y}(2) - u_{y}(5)) \]  
\[ \quad - 2(u_{y}(3) - u_{y}(4)) + \sqrt{3} \left[ (u_{z}(1) + u_{z}(6)) + (u_{z}(2) - u_{z}(5)) \right] \} \]

\[ \kappa'_{2} = \left( \frac{1}{\sqrt{24}} \right) \{ 3 \left[ (u_{y}(1) + u_{y}(6)) - (u_{y}(2) + u_{y}(5)) \right] \]  
\[ \quad - (u_{z}(1) - u_{z}(6)) + (u_{z}(2) - u_{z}(5)) + 2(u_{z}(3) - u_{z}(4)) \} \]

\[ \kappa'_{3} = \left( \frac{1}{\sqrt{24}} \right) \{ (u_{y}(7) + u_{y}(10)) - 2(u_{y}(8) + u_{y}(11)) \]  
\[ \quad + (u_{y}(9) + u_{y}(12)) \]  
\[ \quad + \sqrt{3} \left[ (u_{z}(7) + u_{z}(10)) - (u_{z}(9) + u_{z}(12)) \right] \} \]

\[ A''_{2} \quad \kappa''_{1} = u_{x}(0) \]

\[ \kappa''_{2} = \left( \frac{1}{\sqrt{6}} \right) \sum_{n=1}^{6} u_{x}(n) \]

\[ \kappa''_{3} = \left( \frac{1}{\sqrt{6}} \right) \sum_{n=7}^{12} u_{x}(n) \]

\[ \kappa''_{4} = \left( \frac{1}{\sqrt{24}} \right) \{ 3 \left[ (u_{y}(7) - u_{y}(10)) - (u_{y}(9) - u_{y}(12)) \right] \]  
\[ \quad - \left[ (u_{z}(7) - u_{z}(10)) - 2(u_{z}(8) - u_{z}(11)) \right] \]  
\[ \quad + (u_{z}(9) - u_{z}(12)) \} \]

The first row of \( E' \)

\[ \kappa'_{1} = u_{z}(0) \]

\[ \kappa'_{2} = \left( \frac{1}{\sqrt{6}} \right) \sum_{n=1}^{6} u_{z}(n) \]

\[ \kappa'_{3} = \left( \frac{1}{\sqrt{6}} \right) \left[ (u_{y}(1) - u_{y}(6)) - (u_{y}(2) - u_{y}(5)) \right]\]  
\[ + (u_{y}(3) - u_{y}(4)) \]  
(To be continued)
Table VII (continued)

The first row of E' (continued)

\[ \alpha_4 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_y(1) - u_y(5)) - (u_z(2) + u_z(5)) \right\} \]

\[ \alpha_5 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_z(1) + u_z(6)) + [u_y(2) - u_y(5)] \right\} \]

\[ \alpha_6 = \left( \frac{1}{\sqrt{6}} \right) \sum_{n=7}^{12} u_z(n) \]

\[ \alpha_7 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_z(8) + u_z(11)) \right\} \]

\[ \alpha_8 = \frac{1}{\sqrt{12}} \left\{ (u_x(7) - u_x(10)) - 2(u_x(8) - u_x(11)) \right\} \]

The second row of E'

\[ \beta_1 = u_y(0) \]

\[ \beta_2 = \left( \frac{1}{\sqrt{6}} \right) \sum_{n=1}^{6} u_y(n) \]

\[ \beta_3 = \frac{1}{\sqrt{6}} \left\{ (u_z(1) - u_z(6)) - (u_z(2) - u_z(5)) \right\} \]

\[ \beta_4 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_z(1) - u_z(6)) - (u_y(2) + u_y(5)) \right\} \]

\[ \beta_5 = \frac{1}{\sqrt{10}} \left\{ \sqrt{3} (u_y(1) + u_y(6)) - (u_z(2) - u_z(5)) \right\} \]

\[ = \left( \frac{1}{\sqrt{6}} \right) \sum_{n=7}^{12} u_y(n) \]
Table VII (continued)

The second row
of $E'$ (continued)

\[
\begin{align*}
\beta_7 &= (1/\sqrt{10}) \left\{ \sqrt{3} (u_y(8) + u_y(11)) \right. \\
&\quad + \left[ (u_z(7) + u_z(10)) - ((u_z(9) + u_z(12)) \right] \\
&= (1/2) \left\{ (u_x(7) - u_x(10)) - (u_x(9) - u_x(12)) \right\}
\end{align*}
\]

The first row
of $E''$

\[
\begin{align*}
\alpha_1 &= (1/2) \left[ (u_x(1) - u_x(6)) + (u_x(2) - u_x(5)) \right] \\
\alpha_2 &= (1/2) \left[ (u_x(1) - u_x(6)) - (u_x(3) - u_x(4)) \right] \\
\alpha_3 &= (1/2) \left[ (u_x(7) + u_x(10)) - (u_x(9) + u_x(12)) \right] \\
\alpha_4 &= (1/\sqrt{6}) \left[ (u_y(7) - u_y(10)) + (u_y(8) - u_y(11)) \right. \\
&\quad + (u_y(9) - u_y(12)) \right] \\
\alpha_5 &= (1/\sqrt{10}) \left[ \sqrt{3} (u_y(8) - u_y(11)) + (u_z(7) - u_z(10)) \\
&\quad - (u_z(9) - u_z(12)) \right]
\end{align*}
\]

The second row
of $E''$

\[
\begin{align*}
\alpha_1 &= (1/2) \left[ (u_x(1) + u_x(6)) - (u_x(2) + u_x(5)) \right] \\
\alpha_2 &= (1/2) \left[ (u_x(1) + u_x(6)) - (u_x(3) + u_x(4)) \right] \\
\alpha_3 &= (1/\sqrt{12}) \left[ (u_x(7) + u_x(10)) - 2(u_x(8) + u_x(11)) \right. \\
&\quad + (u_x(9) + u_x(12)) \right] \\
\alpha_4 &= (1/\sqrt{10}) \left[ (u_y(7) - u_y(10)) - (u_y(9) - u_y(12)) \right. \\
&\quad - \sqrt{3}(u_z(8) - u_z(11)) \right] \\
\alpha_5 &= (1/\sqrt{6}) \left[ (u_z(7) - u_z(10)) + (u_z(8) - u_z(11)) \right. \\
&\quad + (u_z(9) - u_z(12)) \right]
\end{align*}
\]
APPENDIX V

From Eq. (2.1.20) we have obtained eight relations between the elements of the pure lattice Green's function matrix. They can be of use in carrying out analytical calculations for the 8E' modes. We list these relations in this appendix. For simplicity we have used the notation $g^{n,m}_{\kappa \phi}$ instead of $g_{\kappa \phi}(n_1, n_2, \omega^2)$.

\[
\begin{align*}
\{ g^{00}_{\gamma \gamma} \Phi^{00}_{\gamma \gamma} + 3 \left[ g^{01}_{\gamma \gamma} \Phi^{01}_{\gamma \gamma} + g^{14}_{\gamma \gamma} \Phi^{14}_{\gamma \gamma} - (g^{01}_{\gamma z} + g^{01}_{\gamma r}) \Phi^{01}_{\gamma z} + g^{08}_{\gamma \gamma} \Phi^{08}_{\gamma \gamma} + g^{08}_{\gamma z} \Phi^{08}_{\gamma z} \right] \\
+ g^{08}_{\gamma x} \Phi^{08}_{\gamma x} \} &= \left[ M \omega^2 \right] g^{00}_{\gamma \gamma} - 1 , \\
&= (A5.1) \\

\{ g^{01}_{\gamma \gamma} \Phi^{01}_{\gamma \gamma} + \left[ g^{00}_{\gamma \gamma} \Phi^{00}_{\gamma \gamma} + g^{13}_{\gamma \gamma} + g^{14}_{\gamma \gamma} + \frac{3}{2} g^{04}_{\gamma \gamma} \right] \Phi^{01}_{\gamma \gamma} + \frac{3}{2} \left[ g^{15}_{\gamma \gamma} + g^{15}_{\gamma z} \right] \Phi^{01}_{\gamma z} \\
+ \left[ g^{14}_{\gamma z} - \frac{1}{2} g^{15}_{\gamma z} \right] \Phi^{01}_{\gamma z} + \left[ \frac{1}{2} g^{08}_{\gamma \gamma} + g^{18}_{\gamma \gamma} - \frac{3}{2} g^{18}_{\gamma z} + 2 g^{18}_{\gamma \gamma} \right] \Phi^{08}_{\gamma \gamma} \\
+ \left[ \frac{3}{4} g^{08}_{\gamma \gamma} + g^{18}_{\gamma \gamma} + \frac{3}{2} g^{18}_{\gamma z} \right] + 3 g^{19}_{\gamma z} \Phi^{08}_{\gamma z} \} &= M \omega^2 g^{00}_{\gamma \gamma} , \\
&= (A5.2) \\

\{ g^{01}_{\gamma \gamma} \Phi^{01}_{\gamma \gamma} + \frac{3}{2} \left[ g^{01}_{\gamma \gamma} + g^{14}_{\gamma \gamma} \right] \Phi^{01}_{\gamma \gamma} + \left[ \frac{3}{2} g^{01}_{\gamma z} - \frac{1}{2} g^{14}_{\gamma z} + \frac{13}{2} g^{00}_{\gamma \gamma} \right] \Phi^{01}_{\gamma z} \\
+ \frac{1}{2} \left( g^{01}_{\gamma z} - g^{01}_{\gamma \gamma} \right) \Phi^{01}_{\gamma z} + \left[ - g^{08}_{\gamma \gamma} + g^{18}_{\gamma \gamma} + g^{09}_{\gamma z} \right] \Phi^{08}_{\gamma \gamma} \\
+ \left[ \frac{3}{4} g^{08}_{\gamma \gamma} + \frac{3}{4} g^{18}_{\gamma \gamma} + \frac{3}{4} g^{18}_{\gamma z} \right] \Phi^{08}_{\gamma z} + \left[ \frac{1}{2} g^{08}_{\gamma \gamma} + g^{18}_{\gamma z} + \frac{3}{2} g^{18}_{\gamma z} - \frac{3}{2} g^{18}_{\gamma \gamma} \right] \Phi^{08}_{\gamma \gamma} \} \\
&= M \omega^2 g^{01}_{\gamma \gamma} , \\
&= (A5.3)
\end{align*}
\]
\[
\left\{ \begin{align*}
\dot{g}_{yz} \phi_{yy}^{00} + \frac{1}{3} g_{yz} \phi_{yy}^{01} + \frac{1}{4} g_{yy} - \frac{1}{4} (g_{yy} - g_{zz}) \phi_{yy}^{01} + \frac{3}{2} \left[ -g_{yz} + \frac{1}{2} (g_{yy} - g_{zz}) \right] \phi_{yz}^{01} \\
\phi_{zz}^{01} + \left[ \frac{1}{3} g_{yy} - \frac{1}{4} g_{yz} + \frac{1}{4} g_{zz} \right] \phi_{yz}^{01} + \frac{1}{3} \left[ g_{yy} + g_{zz} \right] \phi_{zz}^{01}
\right. \\
+ \left. \frac{3}{2} \left[ g_{zz} - \frac{1}{2} g_{yz} + \frac{1}{2} g_{yy} - \frac{1}{2} g_{yy} \right] \phi_{yy}^{02} \\
+ \left[ -\frac{3}{2} (g_{yy} - g_{zz}) + \frac{1}{2} (g_{yy} - g_{yz}) \right] \phi_{yz}^{02} \right\} = M \omega^2 g_{yz}^{04},
(A5.4)
\]

\[
\left\{ \begin{align*}
g_{yz} \phi_{yy}^{00} + \frac{1}{3} \left[ -\frac{1}{2} (g_{yy} - g_{zz}) - g_{yz} \right] \phi_{yy}^{01} + \frac{1}{3} \left[ -g_{yz} + 2 g_{yz} + 2 g_{yy} \right] \phi_{yy}^{02} \\
+ \frac{3}{2} \left( g_{yy} - g_{zz} \right) \phi_{yz}^{02} + \left[ 4 g_{yy} + \sqrt{2} g_{zz} \right] \phi_{yy}^{03} \\
+ \frac{3}{2} \left[ g_{yy} - \frac{1}{2} g_{yz} + \frac{1}{2} g_{yz} - \frac{1}{2} g_{yy} \right] \phi_{yz}^{03} + \left[ -\frac{3}{2} g_{yy} + \frac{3}{2} g_{yy} + \frac{3}{2} g_{zz} \right] \phi_{zz}^{03} \\
+ 2 g_{yz} \phi_{yy}^{04} \right\} = M \omega^2 g_{yz}^{04},
(A5.5)
\]

\[
\left\{ \begin{align*}
g_{yy} \phi_{yy}^{00} + \sqrt{3} g_{yz} \phi_{yy}^{02} + 2 \left[ g_{yy} - \frac{1}{2} g_{yy} + \frac{1}{4} g_{yy} + \frac{3}{4} g_{zz} \right] \phi_{yy}^{03} + \frac{3}{2} g_{yy} \phi_{yy}^{04} \\
+ \left[ \frac{1}{2} (g_{yy} + g_{yy}) + \frac{3}{2} (g_{yz} + g_{yz}) \right] \phi_{yy}^{08} \\
+ \left[ \frac{3}{2} (g_{yy} + g_{yy}) - \frac{3}{2} (g_{yz} + g_{yz}) \right] \phi_{zz}^{08} \\
+ 2 \left[ g_{yz} + \frac{1}{2} g_{yy} - \frac{1}{2} g_{zz} \right] \phi_{yy}^{08} \right\} = M \omega^2 g_{yy}^{08},
(A5.6)
\]
\[
\left\{ \begin{array}{l}
g_{xx} \phi_{xx} + g_{zx} \phi_{xz} - g_{xz} \phi_{zx} + 2 \left( g_{yy} \phi_{yy} - \frac{1}{2} \phi_{yy} g_{zz} \right) \phi_{yz} + \left[ \frac{3}{2} (g_{yx} + g_{zy}) \right] \phi_{yz} \\
+ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \phi_{yy} + \frac{3}{2} \left( g_{yz} + g_{zy} \right) + \frac{1}{2} \left( g_{zz} + g_{zz} \right)
\end{array} \right. \\
+ \left( g_{zz} + g_{zz} \right) \phi_{zz} + \left[ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \right] \phi_{yy} + \left[ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \right] \phi_{zz} + \left[ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \right] \phi_{xx} \\
+ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \phi_{yy} + \left[ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \right] \phi_{zz} + \left[ \frac{3}{2} \left( g_{zz} + g_{zz} \right) \right] \phi_{xx}
\right\} = M \omega^2 \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix},
\]
(A5.7)

\[
g_{xx} \phi_{xx} + \left[ 2 g_{xz} + 2 g_{zz} - g_{xx} \right] \phi_{xz} + 2 \left[ g_{zz} + g_{zz} \right] \phi_{xx} \\
+ \left[ \frac{3}{2} g_{yz} - g_{zy} \right] \phi_{yz} + \left[ \frac{3}{2} g_{zy} - g_{yz} \right] \phi_{yy} + \left[ \frac{3}{2} g_{zz} + g_{zz} \right] \phi_{zz} + \left[ \frac{3}{2} g_{zz} + g_{zz} \right] \phi_{xx}
\right\} = M \omega^2 \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix},
\]
(A5.8)
APPENDIX VI

HCP CRYSTALS

Elements which have hcp structure are listed below with the lattice constants a and c. Figure 5 indicates their position in the periodic table of elements. (Ref. J. C. Slater, *Quantum Theory of Molecules and Solids*, Volume 2 (McGraw Hill Book Company, New York, 1965), p. 340.

**TABLE VIII**

Hcp Structures

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>c</th>
<th></th>
<th>a</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>3.57 Å</td>
<td>5.83 Å</td>
<td>Cd</td>
<td>2.98 Å</td>
<td>5.62 Å</td>
</tr>
<tr>
<td>Li</td>
<td>3.09</td>
<td>4.83</td>
<td>La</td>
<td>3.75</td>
<td>6.07</td>
</tr>
<tr>
<td>Be</td>
<td>2.29</td>
<td>3.58</td>
<td>Ce</td>
<td>3.65</td>
<td>5.96</td>
</tr>
<tr>
<td>Mg</td>
<td>2.32</td>
<td>3.21</td>
<td>Pr</td>
<td>3.67</td>
<td>5.92</td>
</tr>
<tr>
<td>Ca</td>
<td>3.98</td>
<td>6.52</td>
<td>Nd</td>
<td>3.66</td>
<td>5.90</td>
</tr>
<tr>
<td>Sc</td>
<td>3.31</td>
<td>5.26</td>
<td>Gd</td>
<td>3.63</td>
<td>5.80</td>
</tr>
<tr>
<td>Ti</td>
<td>2.95</td>
<td>4.69</td>
<td>Tb</td>
<td>3.59</td>
<td>5.67</td>
</tr>
<tr>
<td>Cr</td>
<td>2.72</td>
<td>4.43</td>
<td>Dy</td>
<td>3.59</td>
<td>5.65</td>
</tr>
<tr>
<td>Co</td>
<td>2.50</td>
<td>4.07</td>
<td>Ho</td>
<td>3.56</td>
<td>5.63</td>
</tr>
<tr>
<td>Ni</td>
<td>2.65</td>
<td>4.33</td>
<td>Er</td>
<td>3.56</td>
<td>5.60</td>
</tr>
<tr>
<td>Zn</td>
<td>2.66</td>
<td>4.95</td>
<td>Tm</td>
<td>3.53</td>
<td>5.58</td>
</tr>
<tr>
<td>Sr</td>
<td>4.32</td>
<td>7.06</td>
<td>Lu</td>
<td>3.52</td>
<td>5.57</td>
</tr>
<tr>
<td>Y</td>
<td>3.64</td>
<td>5.76</td>
<td>Hf</td>
<td>3.20</td>
<td>5.06</td>
</tr>
<tr>
<td>Zr</td>
<td>3.23</td>
<td>5.25</td>
<td>Re</td>
<td>2.76</td>
<td>4.46</td>
</tr>
<tr>
<td>Tc</td>
<td>2.74</td>
<td>4.39</td>
<td>Os</td>
<td>2.74</td>
<td>4.32</td>
</tr>
<tr>
<td>Ru</td>
<td>2.70</td>
<td>4.28</td>
<td>Tl</td>
<td>3.46</td>
<td>5.53</td>
</tr>
</tbody>
</table>
Figure 5. Positions of hcp structures in the periodic table of elements (indicated by circles).